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 1 Abbreviations
AD augmented design
ANOVA analysis of variance
a.v.d. average variance of a difference
BLUE Best linear unbiased estimation
BLUP best linear unbiased prediction
FE folded exponential transformation
IPK Institute of Plant Genetics and Crop Plant Research, Gatersleben
LSD least significant differences
ML maximum likelihood
P1 percentage rating scale using 1%-steps
P5 percentage rating scale using 5%-steps
R9 ordinal rating scale 
PGR plant genetic resources
QTL quantitative trait loci 
RE relative efficiency 
REML restricted maximum likelihood
S1 scales based on a descriptive characterization of the trait only 
S2 scales based on a underlying percentage or metric scale
S3 scales that are direct percentages themselves
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 2 General Introduction
One of the largest collections of plant seeds in the world – held at the N. I. Vavilov Institute of 

Plant Industry (VIR) in St. Petersburg – was created by Nikolai Ivanovich Vavilov (Николай 

Иванович Вавилов, Nov. 25, 1887 until Jan. 26, 1943), who was a prominent Russian botanist 

and geneticist and is regarded as the originator of gene banks (Anonymous A, 2006). In the wake 

of Soviet collecting missions several collectors from different countries appeared including Jack 

Hawkes,  later  one  of  the  founders  of  the  worldwide  movement  to  conserve  Plants  Genetic 

Resources (PGR). In the 1970s small national gene banks were established around the world 

(Guarino et al., 1995, p. 1-11). And in 1998 over 6 million accessions were being conserved in 

more than 1300 gene banks (Koo et al., 2005).

 2.1 Gene banks
The size and “organisation” of gene banks today is very diverse. There are huge gene banks like 

PGRC (Canada), NSGC (USA) or ICARDA (Syria) and small ones which conserve only some 

local plant species. The Food and Agriculture Organization of the United Nations (FAO) and the 

World Information and Early Warning System on Plant Genetic Resources (WIEWS) lists about 

1,460 gene banks worldwide, including 465 in Europe, 468 in the Americas, and 298 in Asia 

(Hawtin and Cherfas,  2003). Financial  conditions,  numbers of employees  and equipment are 

highly variable. Gene banks are financed mostly by governments and there are only few possibil-

ities to raise money from other sources like research funds. Thus, the problem for many gene 

banks is that they run on small budgets, unsure whether the funding will continue, hoping that no 

additional costs arise, e.g. from machine damage or accidents (Hawtin and Cherfas, 2003). Even 

in the developed countries some gene banks do not have the capacity to conduct field trials, so 

they cooperate with breeders and farmers and leave the cultivation strategy to these partners. 

Nevertheless, evaluation and characterisation is often done by gene bank staff. In the extreme 

case the task of a gene banks is just the long-term cold storage of seeds, as is the case on the 

Norwegian island of Svalbard (Anonymous B, 2006).

The main task of a gene bank is to maintain accessions of crop species to preserve the existing 

agrobiodiversity for research and breeding. Therefore the aims are conservation of accessions, 

i.e. maintenance of germinability of seeds, and prevention of gene drift in the collection during 

seed multiplication (Ortiz, 2002; Anonymous C, 2006; Anonymous D, 2006). Through time ger-

mination capacity of seeds decreases, so sowings for reproduction are necessary. Up to the 1980s 
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it was necessary for cereals to multiply seeds every two to five years, but it is now common to 

store e.g. barley cooled down to temperatures of -15°C for over 15 years with unchanged fertility 

(Börner et al., 2000). Today the accessions that need seed reproduction are grown in unreplicated 

field trials with only few or no checks (standards). And even if checks are used, accessions and 

checks  are  normally  cultivated  without  experimental  field  designs.  While  the  focus  is  on 

reproduction,  diverse  characteristics  of  the  accessions  are  assessed  in  these  trials.  Data  of 

morphological traits are collected such as grain colour, thousand seed weight, plant height, and 

maturity  date.  Also,  sometimes  ordinal  evaluation  data  are  available  like degree  of  lodging, 

resistance to pests and diseases. It is usually impossible to grow all accessions stored in one gene 

bank together in one year  in a homogenous environment.  For example the gene bank at the 

Institute  of  Plant  Genetics  and Crop Plant  Research,  Gatersleben (IPK) has  an inventory of 

20,000 different barley accessions (private communication, Knüpffer,  2006) and only around 

500 plots per year to regenerate them. Overall the IPK stores 147,500 accessions from more than 

2,700 plant species and 773 genera. Therefore it is one of the most comprehensive collections in 

the world and provides a major contribution towards preventing extinction (gene erosion) of both 

cultivated plants and their related wild species (Anonymous C, 2006).

 2.2 Preservation of barley (Hordeum spec.) 
Barley is the second largest crop represented in gene banks comprising 8% of world's accessions 

after wheat (13%) (FAO, 1996). Seed storage is relatively easy. Seeds sealed hermetically with a 

moisture content of 3.1% showed a germination of 90% after 110 years of storage at ambient 

temperatures (Steiner and Ruckenbauer, 1995). Even if held under open conditions in a temper-

ate condition, seeds maintained germinability above 50% for over 7.2 years (Priestley, 1986). 

Under cool-storage (-20 to -15°C and 3% to 7% moisture) as recommended for long-term stor-

age by FAO/IPGRI (1994) barley is expected to retain germinability for over 100 years. Barley 

regeneration is relatively easy for cultivated forms. Pollen contamination is usually very low 

since it is a self-pollinated crop (Hammer, 1975). Wild species show more problems regarding 

regeneration (Hintum and Menting, 2003).

The field design for regeneration of barley is very diverse for different gene banks ranging from 

single rows with lengths of 0.8 to 3 m to plots of a size of around 1.5 m2 (built of 3 to 4 rows), 

while rows or plots are separated either by space or by another cereal, leading to a chessboard-

like  design  (c.f.  Paper  1,  Figure  1).  The number  of  barley accessions  cultivated  every  year 

depends  on  the  size  of  the  gene  bank,  availability  of  equipment  and  the  number  of  barley 
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accessions stored. A trial size of several hundred barley accessions seems to be common. In 

general,  when cultivating accessions for rejuvenation,  the accessions are regenerated without 

following an experimental  field design. Only in rare cases, i.e. if there is a specific research 

question, field designs are used. A few gene banks cultivate checks in regularly spaced intervals 

every year, a larger number of gene banks has at least some replicated checks or accessions, e.g. 

on border plots (personal communications from several gene banks, 2003).

 2.3 Objectives of gene banks
The intention of gene banks, like the IPK, is to improve management of their collections by in-

vestigating spatio-temporal  patterns  of  genetic  diversity,  to  analyse  the population structures 

(Anonymous C, 2006), and to contribute to breeding and research programs by providing infor-

mation about phenotypic traits, thus facilitating an informed choice among the available acces-

sions. To reach the latter objective it is necessary to present the data in such a way that external 

users can easily find the desired information. This includes ensuring the greatest possible avail-

ability of data and information concerning PGR's (Ortiz, 2002), as for example in the European 

Barley Database at the IPK (Anonymous E, 2006). Another aim is to combine data over years 

and/or sites to obtain more reliable information. Standardised procedures for obtaining character-

isation and evaluation data of accessions have already been recommended, but are not yet bind-

ing (IPGRI, 1994; Bundessortenamt, 2000). All these aims should be realisable without any or 

with only minor changes to the current system.

Furthermore there are different research activities at gene banks. For example at the IPK this in-

cludes the optimisation of in vitro and cryo-conservation, the use of DNA fingerprinting techno-

logy to monitor the genetic integrity of samples, and the analysis of population structures (Anon-

ymous C, 2006). Identifying unknown duplicated accessions within a collection and between 

gene banks is important to avoid a waste of resources (Ortiz, 2002). Developing a core collec-

tion1 improves the management and utilisation of a germplasm collection (Knüpffer and Hintum, 

2003). Today gene banks benefit  from new information technology and powerful computers, 

resulting in the opportunity to offer specific accessions with information on the relevant charac-

teristics to research geneticists or applied plant breeders (Ortiz, 2002).

1 A core collection is a subset of a large germplasm collection, containing chosen accessions 
that capture most of the genetic variability in the entire collection. 
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 2.4 Requirements to improve accuracy of information from field 
reproduction

In order to obtain valid data for a single trait of an accession the trait data assessed in field trials 

need to comply with several requirements: 

(1) A sound and analysable experimental  field design is  required, comprising re-
peated entries for at least a certain number of entries.  The experimental  field 
design can either follow approaches where every entry has at least two replicates 
(e.g.  incomplete blocks), or only a certain number of checks is repeated (e.g. 
augmented designs). The replication is necessary to obtain valid estimates of ex-
perimental error. 

(2) The single trait data that are to be analysed need to be assessed as precisely as 
possible, preferably on a metric or percentage scale. 

(3) If data are to be analysed over years or locations or both it has to be ensured that 
the data are connected (Searle, 1987, p139), i.e. some entries and/or checks need 
to be replicated across the trials that are to be analysed jointly. 

(4) The data obtained then need to be analysed by a sound model that fits the chosen 
approach. These analyses can follow randomisation-based models or geostatisti-
cal models. 

 2.5 Problems with statistical analyses arising from field data 
generation as currently practised by gene banks

Up to now some gene banks spend a few plots to grow check varieties, but they normally do not 

use any of the standard experimental field designs (personal communication from different gene 

banks, 2003). With the large number of accessions that need to be grown each year, the most 

common design in agricultural trials, the complete block design, where standards and cultivars 

are fully replicated in each complete block, is  not  feasible (Federer and Raghavarao,  1975). 

Other designs such as augmented designs need fewer plots and therefore are one option to tackle 

the problem (Peterson, 1994; May et al., 1989). Another option is to find suitable designs using 

geostatistical (i.e. spatial) methods (Eccleston, 1998; Watson, 2000; Stroup, 2002). The former 

option has the advantage that less strong assumptions are needed for analysis than for spatial 

methods (Schabenberger and Gotway, 2005). But with large block sizes there is often heteroge-

neity within a block. This heterogeneity is due to competition between entries, heterogeneity of 

soil, crop diseases and insect dispersion as well as other influences. Thus, the latter option, the 

use of spatial methods, is more flexible and might handle the problem of complex field heteroge-

neity more effectively if a good design is found (Schabenberger and Gotway, 2005). In compar-

ison to the unreplicated trials currently used by most gene banks, both sorts of design require 

additional space and costs associated with check plots.
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Field designs and spatial models not only allow to properly analyse accessions of one year but 

also allow to analyse multi-year data sets if connecting checks or entries are used. Additionally 

this offers the possibility of combined analysis of different gene bank data provided that the data 

sets are connected, i.e. similar accessions and/or checks are cultivated. However, since in prac-

tice every gene bank cultivates its own checks and accessions in a certain year, it is not guaran-

teed that trials are connected, so an evaluation of accessions over different environments is usu-

ally difficult with data sets currently available.

Another problem – which always arises when assessing characteristics in evaluation trials – is 

the scale which should be used for measurement. The chosen scale should be appropriate regard-

ing the question under research and the method to be used for analysis of a trial. Both from a sta-

tistical  point  of  view regarding analysis  and from a  gene bank point  of  view regarding  the 

amount of work, least problematic are traits that are already assessed on a metrical scale. Major 

difficulties – like unknown or changing thresholds, transformation problems, uncertainty towards 

statistical evaluation method – arise when data are assessed on an ordinal rating scale, which is 

less informative than data from a metric scale. In gene banks the majority of traits are visually 

assessed on ordinal rating scales during reproduction. Within this thesis ordinal rating scales will 

be subdivided into three groups: 

(S1) scales based on a descriptive characterization of the trait only (very high, 
high, medium, …),

(S2) scales based on a underlying percentage or metric scale, and 

(S3) scales that are direct percentages themselves.

Scales based on (S1) and (S2) range for example from 1 to 9. Scales based on (S3) always range 

from 0 to 100. If a descriptive ordinal rating scale (S1) is used to asses a certain trait, methods 

for ordinal data are preferable for analysis, such as rank-based methods (Brunner and Langer, 

1999) or methods on generalised linear models (Agresti, 1984). If a trait is assessed on an under-

lying percentage scale (S2) or even better directly on a percentage scale (S3), analysis of vari-

ance can be used, even though percentages do not strictly meet the usual assumptions of homo-

geneity of variance (heteroscedasticity),  normality (normal distribution of data), and linearity/ 

additivity (Thöni, 1985; Schumacher and Thöni, 1990). A further common option, if there is no 

value of zero or one hundred, is the logit-transformation which could provide data that can be 

analysed with ordinary statistical methods. The usual way to analyse percentages is to use gener-

alised linear models (McCullagh and Nelder, 1989). With ordinal rating scales that are based on 
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an underlying percentage scale (S2), specific problems may occur. Thresholds for these ordinal 

rating scales are not always accurately defined and may change over time. The underlying per-

centage scale may have clearly defined class thresholds, but the true class means on that under-

lying scale are usually unknown. For example, let the thresholds be 10 and 20 then the arithme-

tical mean of 10 and 20 is 15, but the true mean of the class could either be 12 or 18. Further-

more the transformation of ordinal ratings back to percentages or absolute values is always dif-

ficult. If ordinal ratings are directly assessed as percentages (S3), the larger number of values 

with percentages than with ordinal ratings (e.g. one hundred versus nine) is expected to result in 

more accurate assessments. 

Another problem is that ordinal rating scales (S1 and S2) used at a gene bank may change over 

years. This complicates summary of data per accession for one characteristic (trait) over years. 

The same problem arises if data are to be combined from several gene banks where different 

scales are used. For metric data (yield, thousand kernel weight, etc.) there are no such problems. 

The standard approach for such data is to use an appropriate linear model for the series of trials 

and to estimate least squares means per accession (Piepho, 2003a). Finally, an important consid-

eration is the required computational capacity, which rises not only with complexity of analysis, 

but also with the size and quality of the database.
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 2.6 Topics covered by this thesis 
The aims of this thesis were to find a way to efficiently analyse the current barley data (Hor-

deum spec.) of the gene bank at the IPK, as well as to investigate how and where optimisation in 

gene bank evaluation is possible. 

The objective of Paper 1 was to estimate the genetic value of accessions in a single year as accu-

rately as possible. Since field replicates and standards are rare in gene bank data, a geostatistical 

approach was used, where the empirical variogram was fitted by a non-linear regression using a 

visually  chosen  covariance  model,  followed  by  a  mixed  model  analysis  to  estimate  genetic 

effects by best linear unbiased prediction (BLUP).

With long-term data, ordinal rating scales often change. This complicates the joint analysis of 

data from several years. Thus, in order to allow for a joint analysis of data from different rating 

scales, a threshold model was developed with a common latent scale for the different  rating 

systems (c.f. Paper 2).

Disease incidence and severity is assessed either on an ordinal rating scale or on a percentage 

rating scale. Paper 3 compares three different rating scales regarding accuracy, precision, and 

time needed for scoring. The paper is based on an experiment in which persons with different 

rating experience were asked to rate virtual leaves on three different scales.

Spatial  designs  (Kempton and Gleeson,  1997)  and augmented  designs  (AD)  are  two design 

options  for  gene  bank evaluation  trials  with  unreplicated  accessions.  ADs  seem particularly 

worthwhile  due  to  the  relatively  straightforward  analysis.  Paper  4  provides  a  summary  of 

important developments in design and analysis of ADs and sets these into context with gene 

bank needs. 

Paper 5 uses spatial covariance models in order to find an optimal field layout for a simple kind 

of AD. Particular emphasis is given to the influence of the number of checks per block.
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 2.7 Data used in this thesis

 2.7.1 Phenotypic data

For this thesis the IPK kindly provided all barley data that were electronically documented until 

the year  2002. These data covered the years 1946 to 1991 and 1993 to 2002 and comprised 

13,396 different accessions. With every accession a large number of different traits (character-

istics) was available, of which the following traits were considered: growth habit, lodging, plant 

density  before  and  after  winter,  plant  length,  waxy  cover  of  culm and  leaves,  brown  rust, 

mildew.

For each trait, approximately 10,000 different accessions were available. Most accessions were 

repeated 1-10 times and the highest number of replicates for a single accession was 84.

 2.7.2 A rating experiment

A survey was conducted to assess the quality of different rating scales. For this investigation 

rating values as well as the time needed for rating were obtained on three different rating scales.

 2.7.3 Survey data

An e-mail questionnaire was sent to several gene banks that regenerate barley. The aim was to 

assess information on experimental designs used and evaluation of data, in particular statistical 

procedures used for analysis. The gene banks were: 

Austria Österreichische Genbanken für Kulturpflanzen
Croatia Croatian Plant Genebank - (HBBG)
Canada Plant Gene Resources of Canada (PGRC)/ Les Ressources Phytogénétiques du

Canada (RPC)
Cyprus National Genebank, Agricultural Research Institute, Ministry of Agriculture,

Natural Resources and Environment
France BRG - Collections de Ressources Génétiques Végétales
Hungary Génbank Tápiószele
Ireland Irish Genetic Resources Conservation Trust (IGRCT)
Israel Israel Gene Bank
Japan NIAS Genebank 
Netherlands Centrum voor Genetische Bronnen, Netherlands (CGN)
Portugal Banco Portugues de Germoplasma Vegetal (BPGV)
Romania Suceava Genebank
Russia N. I. Vavilov Institute of Plant Industry (VIR)
Sweden Nordiska Genbanken (NGB)
Switzerland Station Federale de Recherches en Production Vegetale de Changins

11



 3 Publications

12



 3.1 Paper 1 (Abstract only): 
Analysis of genebank evaluation data by using geostatistical 
methods

Hartung K, Piepho H-P, Knüpffer H (2006)
Genetic Resources and Crop Evolution 53:737-751

Abstract
At gene banks several  characteristics  of accessions are assessed regularly  in field trials.  But 

unlike with conventional field trials, replicates and standards are rare. To cope with this problem, 

geostatistical  approaches can be used for  analysis.  In this  study eight  characteristics,  mostly 

ratings,  of  spring  and  winter  barley  are  analysed.  Ratings,  with  quasi-metric  scales,  were 

transformed  using  the  folded  exponential  transformation.  Two  methods  were  compared  to 

estimate the genetic component. Method 1: the variogram is fitted using non-linear regression. 

Then the selected spatial correlation is embedded into the mixed model analysis to estimate the 

genetic effect via Best Linear Unbiased Prediction (BLUP). Method 2: All data are re-estimated 

by kriging to correct for spatial correlation. These data then are analysed using mixed model 

analysis.

We suggest to use Method 1 (even though occasionally convergence problems occur) to obtain 

genetic effects via BLUP. The method has the following steps: 

• fit the short range of the empirical variogram, 

• visually choose the suitable covariance model,

• implement  the  covariance  model  and  the  initial  values  from  non-linear 
regression fit  with the mixed model,  fixing the spatial  parts  at  their  starting 
values. 

To obtain more valid genetic values, we recommend that, wherever possible, rating scales are 

replaced by metric scales or percentage scales without categories and to use more standards.

13



 3.2 Paper 2 (Abstract only): 
A threshold model for multi-year genebank data based on 
different rating scales

Hartung K, Piepho H-P (2005)
Crop Science 45:1045-1051

Abstract
Plant characteristics are often assessed on an ordinal rating scale. For example at gene banks 

accessions are surveyed routinely every year using such scales. A problem arising from long-

term data  is  that  scales  may change over time.  In  this  paper  we present  a  method for  joint 

analysis of data from different rating scales, assuming a threshold model with a common latent 

scale for the different rating systems. Mean scores on any of the rating scales can be derived. 

This is illustrated with a long-term series of evaluation data on barley.
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 3.3 Paper 3 (Abstract only): 
Are ordinal rating scales better than percent ratings? - A 
statistical and “psychological” view

Hartung K, Piepho H-P (2007)
Euphytica, 155:15-26

Abstract
Characteristics, like disease incidence or severity, are often assessed on an ordinal rating scale 

( e.g. scores from 1 to 9) or a percentage rating scale. In this paper three different scales [1%-

steps and 5%-steps and an 9-point rating scale] are compared regarding accuracy, precision and 

time needed for scoring. Persons with different rating experience rated pictograms of diseased 

cereal leaves using the three rating scales. The pictograms simulated cereal leaves diseased with 

mildew and were generated following a right skewed beta-distribution. The thresholds of the 9-

point rating scale followed a logarithmic pattern with respect to the underlying percentage scale. 

The transformed value of the estimated disease severity and the transformed time needed per leaf 

estimate were documented and evaluated using mixed models. In general both percent ratings 

performed better than the ordinal rating scale. The 9-point rating scale performed better for time 

needed  with  untrained  raters.  With  trained  raters  the  5%-steps  performed  best.  The  raters, 

especially  the  untrained,  mostly  preferred  the  9-point  rating  scale.  Nevertheless,  the  results 

suggest that P5 can be recommended in terms of accuracy.

15



 3.4 Paper 4: 
Development in augmented designs and their potential for 
gene banks – a review

Hartung K, Piepho H-P (2006)
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Abstract
Gene banks collect morphological and evaluation data during cultivating accessions for repro-

duction. Since in general accessions are cultivated without replication or experimental designs 

and only some gene banks use checks, it is nearly impossible to analyse data even from the same 

environment and year. So it cannot be decided to what degree the observed differences among 

entries are based upon genetical or environmental causes. As an approach to test many unrep-

licated entries Federer (1956) introduced the augmented design (AD), by which unreplicated 

entries can be corrected for environmental heterogeneity by replicated checks. In this article a 

short introduction to ADs is given, some of the important developments in design and analysis of 

ADs are summarised, and analysis over time and between different environments is considered, 

which is possible if trials are connected via identical checks or accessions. ADs are sets into con-

text with gene bank needs, i.e., the reproduction of thousands of seed-samples. In relation to the 

gain of information, the additional effort for gene banks to implement ADs is small. Therefore 

we recommend ADs for gene banks,  and expect  that  in  the near  future ADs and associated 

analysis software will be adapted to the specific needs of gene banks.

Introduction 
The aim of gene banks is to preserve biodiversity. Hence, they store large numbers of accessions 

over long periods. Through time germination capacity of seeds decreases so that from a certain 

point  on  it  is  necessary to  cultivate  the  material  to  receive  enough fertile  seeds  for  further 

storage. So the main focus in gene banks is on reproduction of seeds, i.e. the conservation of 

accessions. Some additional data of morphological  traits are collected such as thousand seed 

weight, plant height and maturity date. Also, ordinal evaluation data are sometimes available, 

such as degree of lodging, resistance to pests and diseases. Up till the eighties (of the twentieth 

century), with barley and other cereals it was necessary to cultivate seeds every two to five years. 

From then on it was possible to cool-store seeds. Due to progress in research and technology it is 

now common to store barley at temperatures of -15 °C (5 °F) for up to over 15 years with un-

changed fertility (Börner et al., 2000). This increases the absolute number of storable accessions. 

Hence, it is now impossible to cultivate all accessions together in one year in a homogeneous 

environment. As there are only limited capacities in manpower, field area, and money, and as it 

is only necessary to cultivate parts of the collection, only a small selection of accessions is culti-

vated every year without replication. Even though some gene banks use checks, these checks are 

cultivated without experimental designs. Therefore it is nearly impossible to analyse accessions 
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cultivated even in the same environment and year based on a sound model. An assessment of en-

vironmental heterogeneity is not possible, thus it can not be decided to what degree the observed 

differences are based upon genetical or environmental causes. 

Federer (1956) introduced the augmented design (AD) for testing many unreplicated test lines in 

early breeding stages – a task that is similar to that faced by gene banks. In relation to the gain of 

information, the additional effort for gene banks to implement ADs is small. That this additional 

effort is necessary and desirable, emerges from articles like that of Haussmann et al. (2004), 

where it is stated that „The use of PGR [plant genetic resources] in crop improvement could be 

facilitated by systematic evaluation and documentation of the acquired data.“ The evaluation of 

gene bank data in their current form is only possible with difficulties and high computational 

effort (Hartung and Piepho, 2005, 2006). Through the inclusion of checks and proper experi-

mental design, ADs offer an economical and easy-to-implement option for sound testing of many 

entries, which are denoted as accessions in gene bank context. Especially in times of decreasing 

financial resources, it is worthwhile to gain the largest benefit from evaluation data routinely 

collected by gene banks. 

Even though we advocate AD for use by gene banks in the present paper, there are alternatives, 

e.g. the use of geostatistical methods such as next neighbouring. Cullis et al. (1989) adapted a 

geostatistical  procedure  for  a  field  design  used  in  Australian  plant  breeding.  Isaaks  and 

Srivastava (1989) give a good introduction in geostatistics and Schabenberger and Pierce (2002) 

offer detailed information for spatial methods and their computational implementation in SAS. 

Edmondson (2005) provides a review on design and analysis of crop experiments, which also 

covers spatial methods.

In the following, we will first give a short introduction to ADs, and then summarise some of the 

important  developments  in  the design and analysis  of  ADs.  Finally,  we discuss  ADs in the 

context of gene banks.

What is an Augmented design (AD)?
An AD is based on any standard design and its randomisation principles, e.g. complete or incom-

plete block design, or lattice square for the checks. The checks are randomised according to the 

chosen design and therefore are replicated. These designs then are augmented by entries (treat-

ments), which are in general not replicated. Due to the presence of checks, the entries (= acces-
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sions) can be adjusted for environmental heterogeneity. Kempton and Gleeson (1997) supply a 

good introduction to AD, as does Petersen (1994), who shows for one example how to analyse 

augmented block designs by ANOVA.

With every AD different minimum constraints are required to ensure that the experiment can be 

analysed. For example, with an augmented randomised complete block design two blocks and 

two different checks per block are the minimum constrains. Following Federer (1961), an aug-

mented block design for two blocks (I and II), three checks (checks A to C) and 12 accessions 

(entries 1 to 12) could be constructed as shown in Figure 1. ADs combine the necessity to test 

many unreplicated entries with a well-known statistically analysable design that includes checks 

connecting the blocks (or row and columns). 

Block I
Block II

Randomly locate replicated checks (A–C) 
to plots within each block (I–II)

Block I C B A

Block II C A B

Then locate the unreplicated 
entries (1–12) to the remaining plots

Block I C 8 2 B 7 4 10 A 6

Block II 12 1 C 9 5 A 11 B 3

Figure 1: Construction of an augmented randomised complete block design with 2 blocks (I and II) with 3 
checks (A to C) and 12 entries (1 to 12).

Articles published on AD

Possible designs for AD

Since Federer published his Article “Augmented (or Hoonuiaku) designs” in 1956, a lot of addi-

tional research results have been published. Federer (1961) extensively illustrated arithmetically 

and algebraically an augmented randomized complete block design and an augmented balanced 

lattice design. For both designs he considered analyses with and without recovery of inter-block 

information and provided some discussion on unequally sized incomplete blocks. He pointed out 

that sufficient replications of checks need to be included to have sufficient degrees of freedom 
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for estimating experimental error variance and effects of blocking used to control field heteroge-

neity (Federer and Raghavarao, 1975). He also gave a precise introduction to some augmented 

row-column designs (Federer et al., 1975; see Figure 2) and to the construction and analysis of 

augmented lattice square designs (Federer, 2002).

Lin et al. (1983) published a simulation study of three adjustment methods for AD based on a 

lattice square design and compared their AD with a balanced lattice square design. They named 

their design “modified AD” (MAD (Type1)), (see Figure 2b and 3a). This design, as well as 

MAD (Type2) (see Figure 3b), is broadly used in the literature (Auclair et al., 2004; Snijders, 

2003; Casler et al., 2002; Calhoun, 1997).

Figure 2: Two designs of ADs 
a) AD following Federer et al. (1975) for row-column designs with 2 checks per row and column; labels 1-
12 are checks b) modified AD (Type 1) following Lin and Poushinsky (1983); labels 1-4 are checks in the 
control plot, labels 5-8 are checks in control subplots, where 2 control subplots each are allocated 
randomly within a sufficient number of whole plots (delineated by solid line); subplots within whole plots 
are delineated by twin- lines.

Figure 3: One whole plot of a modified augmented design (MAD) as recommended by Lin and 
Poushinsky (1983, 1985); square whole plot (bold line), with subplots (twin- and fine lines) either be 
rectangular (Type 1; a) or elongated (Type 2; b). Centre plot (twin-lines) for check is marked with a C and 
is surrounded by subplots. Here with the MAD (Type 1) (Figure 3a) one randomly chosen subplot per 
whole plot is used as control subplot (S).
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In contrast to the designs mentioned by Federer, in the design by Lin et al. (1983) the checks are 

placed systematically on the field. The configuration of their MAD is based on square or near-

square whole plots, which are subdivided in 3x3 square or near-square subplots. The centre sub-

plot within each whole plot contains the check and is surrounded by eight subplots, which have 

approximately equal distance from the centre plot. So homogeneity of within-whole-plot correla-

tions among the non-central sub-plots can be maintained. This design applies where square plots 

are used, but crops like cereals are mostly planted in long rows. To cope with this situation, Lin 

and Poushinsky (1985) developed the MAD (Type2) (Figure 3b). Within each square whole plot, 

they proposed five or any other odd number of rectangular subplots arranged in parallel rows 

within a whole plot. Again the check is placed in the centre subplot (control plot) and the entries 

are randomly allocated to the remaining plots. With both MADs (Type 1 and 2), Lin et al. (1983) 

proposed to additionally randomise control subplots for estimating subplot error. The control plot 

(check) always remains the centre subplot. Additionally, an arbitrary number of whole plots are 

chosen and supplementary check varieties are assigned randomly to at least one of the subplots. 

It is not important whether the different checks are cultivated in the control plot (Lin et al., 1983) 

or the control subplots (Lin and Poushinsky, 1985). It is also possible to replicate entries. Data 

from these entries can be used to assess the relative efficiency of adjustment (Lin et al., 1983). 

Lin et al. (1983) proposed three methods of adjustment for environmental heterogeneity, using 

the design structure (Method 1), the fertility index of the control plots (Method 2), and regression 

analysis (Method 3). Their results indicated that Method 1 and Method 3 are both effective de-

pending on the environmental heterogeneity. Method 1 is preferable if variation is unidirectional, 

otherwise Method 3 is recommended. Method 2 is usually inferior to the other two methods. To 

decide which method is to be preferred, Lin and Poushinsky (1983) propose ANOVA to test for 

environmental heterogeneity and to choose the method on that basis as well as based on the 

relative efficiency (RE) of the adjustment method versus no adjustment (Lin et al., 1983). May et 

al. (1989) apply MAD (Type 2) to screen barley lines. In the discussion they stress that decisions 

made based on ANOVA are not always consistent with RE. But rank correlations between yields 

adjusted for Method 1 and yields adjusted for Method 3 were fairly high, so that in both cases the 

same entries would have been selected. In conclusion their data indicate that adjustment for envi-

ronmental heterogeneity is required for entries and can have a considerable influence on the 

selection. If conclusions drawn from ANOVA and RE are not consistent, which can be due to the 

small number of control plots and control subplots, Lin and Voldeng (1989) suggest to investi-

gate whether the disagreement arises from uneven distribution of control subplots or on outliers. 

If no apparent reason can be found, they recommend ANOVA to decide whether or not to adjust 
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the data and then to look at RE of subplot controls to choose the method. In borderline cases they 

propose Method 3 as it seldom over-adjusts. Schaalje et al. (1987) successfully used the MAD 

(Type1) in potato breeding, pointing out the ease of handling and ability to investigate environ-

mental variation. As others (Kempton and Gleeson, 1997) also do, they caution that if checks do 

not respond in a similar fashion as entries, the adjustment might lead to misleading estimates. 

May and Kozub (1995) arrive at a similar conclusions regarding the usefulness of MAD as Lin 

and Voldeng (1989) and May et al. (1989). In their discussion they point out that replication of 

“MAD in more than one environment would increase the likelihood of best lines being advanced 

to subsequent trials.” But they also point out that “selecting [...] in a specific environment does 

not imply that they [entries] will yield well in other environments.”

The ADs as proposed by Federer and those proposed by Lin et al. have advantages and disadvan-

tages. For the ADs proposed by Federer, the randomisation theory is valid and the analysis is 

based on a sound linear model. This has the advantage of an unbiased error estimate. But the 

random location of checks is also a problem. If checks are randomly located, e.g., to plots of a 

block, their  distribution pattern can become very patchy over  the experimental  site  (see e.g. 

Figure 2a). So assessment of soil heterogeneity can become unreliable for single randomisations. 

That is why Lin and Poushinsky (1983) hold that “the primary object […] is to obtain gross esti-

mates of genotypic values […], rather than to test […] differences critically, effective adjustment 

is more important than unbiased error estimation.” As second problem they point out that the 

“effectiveness of adjustment for environmental heterogeneity depends on the basic assumption of 

homogeneity of the plots within a block.” This may not hold with standard randomisations, if 

few checks are used to adjust many entries and/or if the distances between checks and entries 

show pronounced heterogeneity. So their MAD, where checks are always placed in the centre 

plot of every whole plot, prevents the problem with the experimental design. The uncertainty 

with their ADs lies with the analysis, for there is no obvious best model to estimate the genetic 

effect of an entry. None of the three proposed methods of analysis is based on an explicit statis-

tical model, and therefore there is no well-founded decision criterion to select between them. 

A recent  development  in  ADs are  so-called  alpha-alpha-designs  (Williams and John,  2003), 

which are advanced compared to augmented lattice square designs in that in every (long) row or 

column the number of different checks is equal. Thus, if a whole (long) row or column of a trial 

is lost, more than one check variety remains and therefore their information can be used.
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Computational analysis of ADs

In the nineties, when personal computers and statistical software became readily available, data 

analysis of AD became straightforward with linear models as a basis. Scott and Milliken (1993) 

published a SAS program for analysing augmented randomized complete block designs, which 

conducts ANOVA using a generalised linear model (GLM) procedure, and Restricted Maximum 

Likelihood (REML) is used to combine intra- and inter-block information via mixed models. 

Wolfinger et al. (1997) published an article with a similar focus. They offer SAS codes for ADs 

based on randomized complete and incomplete block designs and other designs such as row-

column designs. The codes to obtain only intra-block and intra-variety (= intra-entry) analyses as 

well as codes for recovering inter-block information are given. With row-column designs they 

propose  orthogonal  polynomial  regressions  (Arfken,  1985)  to  model  the  environmental 

heterogeneity.

Santos et al. (2002) conducted a simulation study on the efficiency of four types of mixed model 

for the augmented block design including effects for entries and blocks as well as a random 

error. The models differed in terms of the nature of the effects of blocks and entries, being either 

fixed (F) or random (R): FF, FR, RF, RR. In the simulation the number of entries (50, 100, 200), 

the heritability h² (0.2, 0.5, 0.8), the soil heterogeneity b (0.1, 0.5, 0.9) as suggested by Bearzoti 

(1997), and the number of blocks (5% or 20% of the number of entries) were varied. With the 

variance components there were two assumptions: In one investigation they were considered to 

be known and in the other they were assumed to be unknown. Using the mean squared error 

(MSE) as decision criterion, for known as well as unknown variance components and high re-

sidual variation (low h² and high b), RR is to be recommended. RR is also preferable with known 

variance components if Spearman correlation between predictions and actual genetic effect of 

entries  is  the  criterion.  With  unknown  variance  components  and  Spearman  correlation  as 

decision criterion, RF was always superior. The RR approach presented the smallest elite bias in 

85.2% of all cases. The elite bias is defined as the bias in the estimation of the percentage of 

treatments superior to the best check. These results suggest that if selection is non-truncated, the 

recovery of inter-block and inter-variety information is suitable.

Series of expriments – Combining AD results

Federer et al. (2002) considered the combination of results from ADs over sites. The authors 

investigated a case with three different sites. At sites 1 and 2 the design had 15 rows by 12 

columns with two checks, each of which was replicated 30 times, and 120 unreplicated entries. 
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At the third site the design was laid out as an incomplete block design with v = 120 treatments 

(the entries from site 1 and 2), incomplete block size k = 8, and 15 incomplete blocks within each 

of r = 2 replicates. No checks were included. The SAS codes for analysis are given as well as 

two methods to combine results over sites. The authors point out that “these methods do not re-

quire the same experimental design at each site, do not require the same check treatments at each 

site, do not require the same response model at each site, and do not require homogeneity of er-

ror variances from site to site. […] Apart from the saving of land and management costs, reduc-

ing the number of repetitions at a site and increasing the number of sites, improves the efficiency 

with which certain traits are evaluated by reducing the time to characterize a family of lines.”

Generally,  the  combination  of  results  from different  sites  is  straightforward,  when powerful 

mixed model procedures are used (Smith et al., 2005), also when designs differ among sites. 

Historically, a two-stage method has been used in most instances, in which adjusted means are 

computed per trial in the first stage, which are combined using a suitable mixed model (Cochran 

and Cox, 1957). With powerful software, a fully efficient single-stage analysis is now feasible 

with minimal computational effort (Smith et al., 2005).

ADs in context with gene bank needs
In the last years ADs have been enhanced, and due to high performance PCs and software pro-

grams, complex analysis procedures have become available. So ADs represent a well manage-

able tool to separate genetic and environmental effects. Nowadays ADs are used commonly in 

different areas of research, also when gene bank material is investigated (Padilla et al., 2005; 

Châtel et al. 2004; Sharma et al., 2003; Anstaltsleitung der BAZ, 2004). But so far ADs have not 

found their way into standard cultivation of accessions in gene banks. As a minimum require-

ment, the cultivation of checks with a sufficient number of replications is desirable (Hartung and 

Piepho, 2006). The associated design can and must be adapted to the examined crop and the con-

ditions of every single gene bank. An experimenter, who wants to implement AD, first has to de-

cide, which design fits his needs. In most cases the main environmental factors influencing plant 

growth – like slope, shadow, or main direction of infestation – are known. Therefore the experi-

menter decides on the experimental design of a gene bank trial on the same basis as he would 

with any other experiment. With unidirectional variation in field he might choose designs like a 

complete or incomplete block design. With field heterogeneity in more than on direction row-

column designs are advisable. One should try to use square whole plots, as recommended by Lin 

and Poushinsky (1985) while subplots can either be rectangular (Type 1) or elongated (Type 2) 
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(Figure 3). If that is not possible, all subplots should equally be affected by the stronger environ-

mental gradient, i.e. laid out orthogonal to this factor. The minimum number of checks and re-

plications depends on the chosen design, with the entries of the basic design corresponding to 

checks in the AD. For example if checks are laid out in a randomised complete block design, 

there must be at least two blocks and two checks per block. Regarding the number of replicates 

for checks, Yates (1932) proposed  n½ where  n is the number of entries,  while Kempton and 

Gleeson (1997) hold that a “higher frequency of checks (say grater than one in five) is unwise 

unless the spatial heterogeneity is large and very local so that correlation among plot yields fall 

off rapidly with separation”. Assuming that 400 accessions are to be tested, then the number of 

plots for entries (= accessions) and checks following Kempton and Gleeson is 480 plots, follow-

ing Lin it is at least 450 plots and following Yates it is 421 plots. So for 400 entries a design with 

21 to 80 check plots should be chosen. The number of different check varieties has to fit the 

demands of the design. In gene bank context it also might be interesting to replace some check 

varieties by accessions that are in higher demand due to a larger frequency of inquiries to the 

gene bank. These accessions could be replicated in the same way as checks.

The possibility to link data of diverse environments, i.e. between different gene banks, even 

though different checks and accessions were cultivated, might be of special interest in gene bank 

context. In order to come up with a meaningful analysis, however, it is reasonable to have as 

many connecting checks and accessions in all environments as possible. The collected data can 

than be set into a larger context and offer a better basis for decision as to which accession is of 

interest for a certain purpose. It is well known that testing an entry in one more environment is 

more efficient than one more replication in the same environment (Talbot, 1997), for it reduces 

not only the impact of the error variance but also that of the variance of interactions involving 

environmental effects. The same is truth for replication in time.

A general requirement for a joint analysis is that all data are connected (Searle, 1987). This is 

important, no matter whether a single experiment or a series of experiments over time or differ-

ent environments is analysed, because experiments are only comparable if at least one accession 

(= entry) or check is tested in two years or two sites to be combined. The more similar the con-

ditions under which checks and/or accessions are cultivated, the more meaningful and efficient 

the analysis will be. 
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Conclusion
ADs are very flexible and have been applied in different areas, mostly in field experiments, but 

also in other fields such as poultry research (Boyle and Montgomery, 1996). Powerful computers 

and software necessary for analysis are fully developed and available. It is likely that over time 

ADs and associated analysis software will be adapted to the gene banks needs. The programs for 

gene banks should include methods to select additional accessions that insure the connection of 

experiments over time in one place and within on year over sites, i.e. coordination between gene 

banks, if desired. It also might become possible to determine the optimal number of different 

checks and replications, based on experiences of previous years. 

This article arose from a research project focusing on the statistical analysis of gene bank data. In 

this context, we felt it desirable to call attention to the need of replication (checks) and good 

experimental design. Both requirements are satisfied if ADs are used. It is not only desirable but 

also economically reasonable to invest the additional costs for the more efficient design. The 

information content and the explanatory power of the data increases by use of good experimental 

design.
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Abstract
Spatial analysis can increase the efficiency e.g. compared to a standard complete block analysis, 

when within-block homogeneity is low, as can be the case in gene banks and early breeding 

stages, when block sizes are large. In this paper spatial analysis is used to find an optimal field 

layout for an augmented design, i.e. a layout that yields small least significant differences (LSD). 

The average variance of a difference (a.v.d.) and the average squared LSD are used to compare 

competing designs, using a theoretical approach based on variations of two anisotropic models 

(nearly isotropic, strongly anisotropic) and different rotations of anisotropy axes towards field 

reference axes. The a.v.d. is influenced by the number of blocks, plots and checks, with checks 

as dominating factor. Based on our calculations, up to five checks per block are recommended. 

The nearly  isotropic  combinations  lead to designs  with large  quadratic  blocks.  The strongly 

anisotropic combinations display effects resulting from the combination of degree of anisotropy 

and rotation  of  anisotropy axes.  Without  rotation  small  elongated  blocks  are  preferred.  The 

closer the rotation is to 45° the more square blocks and the more checks are approprate. The 

squared LSD is a meaningful optimization criterion, which can and must be set into context with 

the practitioners needs.

Introduction
In field experiments conditions in plots closer together are likely to be more similar than in plots 

further  apart.  Trials  in  gene  banks  often  include  only  few or  no  check  varieties  and  large 

numbers of genotypes. Block sizes, if blocks are used at all, tend to be large and so within block 

homogeneity often is low. This is due to competition between entries, heterogeneity of soil, crop 

diseases and insect dispersion as well as other influences. The same problem occurs in early 

breeding  stages.  Augmented  designs  have  been  proposed  by  Federer  (1956)  as  one  way to 

address these problems. To construct an augmented design, checks are randomized according to 

a common replicated design, e.g. a block design, which is then modified by augmenting blocks 

with unreplicated treatments (entries).  Numerous investigations have been conducted for this 

type of design (Wolfinger et al.,  1997; Scott and Milliken, 1993; Schaalje et  al.,  1987), and 

Kempton and Gleeson (1997) and Peterson (1994) give a general introduction. If mixed models 

are used to analyse an augmented design,  treatments  and/or blocks can analysed as fixed or 

random factors (Santos et al., 2002) and analysis over sites is possible (Federer et al., 2001). Be-

sides augmented designs, spatial methods, which analyse data with respect to spatial covariance, 

have been available since Papadakis (1937). Up to now numerous spatial methods have been 
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developed (Edmondson, 2005). In this investigation we used geostatistical methods to optimize 

block size and shape with a classical linear model analysis in mind. The purpose of this article is 

to help the researcher to find the best field layout for an augmented design with regard to:

• Number of entries to be tested (a), number of checks (s) to be used per block, 
ratio between numbers of entries and checks;

• plot size and shape as well as their position on the experimental site

• available number of plots (ns), number of plots necessary (nf) for entries plus 
checks, number of plots per block (k), number of blocks (b) and block shape;

• spatial information about the experimental site including degree of anisotropy, 
type of spatial model (e.g. Gaussian or exponential), spatial parameter values 
(sill, nugget, range), angle between major principal axis of anisotropy and re-
ference axis of experimental site.

These aspects interact with on another and therefore need to be considered simultaneously. 

Material and Methods
Gene banks and breeders are interested to detect differences between genotypes. A good design, 

i.e. one leading to a small (average) least significant difference (LSD), depends on a number of 

aspects, e.g. block shape and composition, number of checks, number of unreplicated entries, 

and spatial field variation.

Experimental site

The experimental site is assumed to be a symmetric rectangular grid with ns plots laid-out in r 

rows and c columns. Every plot is assumed to be of the same shape and size. The grid is defined 

via x- and y-coordinates with the x-axis as main reference axis. Every plot is referenced by the 

coordinates of its midpoint. If only a certain area of the experimental site is used, this will be 

called an experimental field with nf plots, where nf  < ns. Blocks laid out on the experimental site 

are assumed to be rectangular and to have the same number of plots (k) (see Figure 1).
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Figure 1: Experimental site with ns= 100 plots laid out with 9 blocks of 3x3 plots leading to a experimental 
field of nf = 89.

Geostatistical models

Geostatistical  models  assume that  the covariance of values measured at  two points becomes 

larger with decreasing distance, since the environmental influence becomes more similar. The 

spatial relationship may be represented by the semivariogram (for details see Schabenberger and 

Pierce,  2002;  Hartung  and  Piepho,  2006).  Semivariogram  and  covariance  structure  are  two 

different representations of the spatial correlation structure, which can be transferred one into 

another (Table 1; Schabenberger and Pierce, 2002). In our investigation the geostatistical model 

includes variogram model, isotropy or geometric anisotropy, and rotation (only with geometric 

anisotropy). We consider the linear, spherical, exponential and Gaussian variogram model (Table 

1), and assume second order stationarity for modelling the covariance structure.

Table 1: Isotropic variogram models and covariance structures used in this paper.

    Variogram model     Covariance structures

Spherical N
2  2{1.5 h

R−0.5 h
R

3} for h≤R 2[1−{1.5 h
R−0.5 h

R
3}] for h≤R

 N
2 for h≤R N

2 for h≤R

Exponential N
2  2{1−exp−h

R } 2{exp−h
R }

Gaussian N
2  2{1−exp[− h

R
2]} N

2  2{exp[− h
R

2]}  
            N

2 : nugget variance; σ2: variance of partial sill (sill minus nugget); h: distance; R: range
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When the semivariogram does not vary with direction, i.e. the variance between two points only 

depends on their distance and therefore the ratio of ranges is 1, it is said to be isotropic and 

isolines for correlation in the x-y-plane are perfect circles. If the variance is influenced not only 

by the distance but also by the direction, the semivariogram is said to be anisotropic. A special 

case of anisotropy occurs when the values for sill and nugget are identical in each direction but 

the range changes with direction, which is called geometric anisotropy. This leads to an elliptical 

contour of isolines of correlation.  The ellipse can be described by using the direction of the 

largest range as major principal axis and their orthogonal axis (see Figure 2). The more elon-

gated the ellipses, i.e. the more different the ranges of the two principal axes, the stronger is the 

degree of anisotropy. By linear transformation of axes, geometric anisotropy can be transformed 

into isotropy.

If main reference axis of experimental site and major principal axis of anisotropy are rotated 

against each other, the coordinates of the main reference axis need to be transformed so that the 

orientation is the same for anisotropy axes and coordinate axes of plots. The new coordinates 

here denoted x' and y', then represent the plot coordinates with respect to the new axes. With x 

and y being the coordinates of plot midpoints relative to the field main reference axes, we use the 

following transformation:

x' = x* cos α + y*sin α 
y' = x *(- sin α) + y*cos α  ,

where  α is the counter-clockwise angle between x-axis of field and major principal anisotropy 

axis  (Figure 2; Schabenberger and Gotway, 2000).

Figure 2: Isotropy (black circle), geometric anisotropy (black ellipse) and rotated anisotropy [red ellipse; 
major principal axis (x') is rotated by 15° regarding the main reference axis (x)]; circle and ellipses are 
isolines with same semivariance value.
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Deriving the error and block variance
Assume a simple linear model written as 

yij = µ + τij + dij, 

where µ is a general mean, τij is the effect of the treatment on the ij-th plot (in i-th row and j-th 

column of field layout) and dij   is the ij-th plot effect, whose distribution has zero mean and a 

spatial variance-covariance structure Σ, and the spatial model for dij is stationary with constant 

marginal  variance  σ  2.  If  the  experimental  field  is  divided  into  blocks,  plot  effects  will  be 

partitioned into block and residual error effects. It is convenient to consider a null model without 

treatment effects: 

yij  = µ + dij.
Assuming a block design, the deviation dij can be partitioned into block and plot effects, and the 

null model can be expressed as

yij  = µ + βh(ij) + eij, 

where βh(ij) is the h-th block effect and it is assumed that the ij-th plot has been assigned to the h-

th block. Let  Xβ be the design matrix for blocks and  y the observation vector, assumed to be 

sorted by blocks. The error sum of squares (SS) of a standard block ANOVA for the null model 

is computed as

 on (nf  - b) d.f., where I n f
is an nf  × nf  identity matrix, b is the number of blocks, nf the number 

of observed plots (nf  = b*k, with k the block size). Under a spatial model with variance-covari-

ance structure Σ, the error mean square (MSE)

MSE = SSE/(nf  - b)
has expected value

E(MSE) = (nf  - b)-1 trace {AΣ},

where                                                Searle et al., 1992, Appendix S) .

We set the error variance of the model yij = µ + βh(ij) + eij equal to e
2 = E(MSE). 

In  order  to  simplify  the  expression  for e
2 ,  note  that  the  design  matrix  can  be  written  as  

Xβ=Ib ⊗ 1k , where Ib is an b × b identity matrix, 1k is an column vector of k ones, and ⊗ denotes 

the Kronecker product. Also it can be that 

A= Ib ⊗ Rk ,

where Rk= I k− 1
k
J k  , and Jk is k × k matrix of ones everywhere.
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With the spatial variance-covariance matrix Σ partitioned as

  , 

where Σ0 is the spatial variance-covariance matrix within a block, it can be shown that

trace(AΣ) = b trace(RkΣ0) ,
whence

e
2 = (k-1)-1 tracε (ΡκΣ0) .

Computing  the  average  variance  of  a  difference  (a.v.d.)  and  the  squared  least  significant 

difference (squared LSD) for an augmented design

Assume an augmented design where s checks are laid out in complete blocks and these blocks 

are augmented by a=b(k-s) entries. The variance of a difference of entries tested in the same 

block is e
2 . With s checks and block size k, there are k–s entries per block and thus 

(k–s)(k–s–1)/2 direct comparisons among entries per block or b(k–s)(k–s–1)/2 direct comparisons 

overall. For an indirect comparison, the variance is 2 e
2 s1/ s . For each entry in a particular 

block, there are (b–1)(k–s) indirect comparisons. Thus, the total number of unique indirect 

comparisons is b(k–s)(k–s–1)2/2. The variance of a difference depends on the compared entries. 

An average variance of a difference (a.v.d.) can be calculated as follows: 

We also need to consider the fact that the d.f. for estimating error will be limited. Thus, it is 

useful to compute the average squared LSD as

LSD2 = a.v.d. × t2 ,
where t is the appropriate critical value of a t-distribution with (b–1)(s–1) d.f.                

For the following it is helpful to write a.v.d. as

 a.v.d.=2e
2∗ f b , k , s

with
                                        f b , k , s=k−s−1 s1b−1k−s/ s

b k−s−1
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Theoretical view on the influence of b, k, and s on squared LSD and f(b,k,s)

The squared LSD is a function of spatial variance [ e
2b ,0] , the influence of the block effect 

[f(b,k,s)], and the critical t-value [t(k,s)]. These factors are influenced by b, k or s. Each of these 

three variables influences two factors. In order to achieve small squared LSD, all factors should 

be small:

• To minimize  spatial  variance,  small  block sizes  are  preferable.  The optimal 
shape of a block, assuming square plots, depends on the degree of anisotropy 
(isotropy: ratio of ranges equals 1) and if anisotropy (ratio  ≠ 1) is present, it 
depends on the angle between major principal anisotropy axis (larger range) 
and reference axis of experimental site. 
With isotropy square blocks are always optimal. With anisotropy the optimal 
shape depends on the angle. If the angle is 0° + m* 90°, where m is an integer, 
the shapes elongate the more the ratio of both ranges differs from 1. This effect 
decreases the closer the angle is to 45° + m* 90°, in which case again square 
blocks are optimal.

• To minimize f(b,k,s) few large blocks and many checks are best.

• To  minimize  the  critical  t-value,  the  degree  of  freedom  (b-1)(s-1),  i.e.  the 
number of blocks and checks, should be high.

As can be seen from above considerations, the spatial variance and the critical t-value on the one 

side and the function  f(b,k,s) lead to contradicting demands regarding the optimal number of 

blocks (b). In addition, the number of checks per block and number of blocks need to fit the 

experimental site, i.e. the available number of plots (ns). Likewise the number of entries that need 

to be tested might be fixed.

The factor  f(b,k,s) was examined to get more detailed information about the influence of the 

number of checks as well as the number of entries per block and the number of blocks. To asses 

the influence of  every variable in  (b,k,s),  certain  combinations  of (b,k,s),  where always two 

variables were kept constant, were examined (see Table 3). For example, when b was assessed, k 

and s were fixed at a constant level k=6 and s=2, and b was replaced by a=b/(k-s) in f(b,k,s) and 

then plotted versus  a. To describe the magnitude of the influence of a variable in (b,k,s), the 

derivative  of  f(b,k,s)  with  respect  to  the  variable  divided  by  f(b,k,s),  was  plotted  for  every 

variable (fb'/fb; fk'/fk; fs'/fs).

The number of entries (a) was chosen as basis for evaluating alternative designs due to the fact 

that the number of entries to be tested might be the most relevant reference. Additionally the 

number of entries is a reference that can be used for all three variables of interest by converting 

number of checks (s), block size (k) and number of blocks (b) into that unit. For this purpose we 
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used the relation a=b*(k-s) to express the factors determining squared LSD as a function of the 

number of entries (a). This leads to a certain way of interpreting the figures: When reading a 

figure where the number of entries is the unit on the abscissa, the total number of plots depends 

on the number of checks and block size chosen.  For a given number of entries  or value of 

squared LSD one finds the corresponding value of b, k, or s by solving a=b*(k-s) for the variable 

in question and inserting the given values for the remaining variables. If for example the value of 

b corresponding to the function fb(b,6,2) from Figure 3a for 8 entries is of interest, the relation is 

8 = b*(6-2) therefore b = 8/4 and so b = 2. 

Testing the influence of some spatial combinations on squared LSD

To get insights regarding the spatial effects, some of the results of Pringle (2002) were used. He 

investigated variograms from published and unpublished reports. If variogram models were not 

spherical, an equivalent spherical model was estimated and used as approximation (McBratney 

and  Pringle,  1999).  Results  from  these  isotropic  spherical  variograms  were  combined.  To 

simulate anisotropy, nugget or partial sill were made to agree by averaging the values if they 

differed. Additionally, the values of partial sill, which equals the difference of sill minus nugget, 

and nugget were varied using the highest rounded-off values from Pringle (2002) (see Table 2).

Table 2: Parameter values of major and minor range, partial sill and nugget tested with the nearly 
isotropic and the strongly anisotropic spatial combinations taken from Pringle (2002).

Spatial
combinations   Parameter     Values
nearly major range 57 57 57 57
isotropic minor range 51 51 51 51

partial sill 0.09 0.09 0.5 a 0.5 a

nugget 0 0.2 a 0 0.2 a

strongly major range 500 500 500 500
anisotropic minor range 27 27 27 27

partial sill 0.065 0.065 0.5 a 0.5 a

nugget 0.02 0.2 a 0.02 0.2 a

a Rounded-off highest value reported in Pringle (2002)

An experimental field of size 480 x 480 m2 with plots of size 20x20 m2 was assumed, following 

the conditions of experimental sites described in Pringle (2002). Spatial models were parame-

terized with ranges, partial sill and nugget as shown in Table 2. Further restrictions were: the 

number of checks was between two and eight; the ratio between numbers of entries and checks 

was 2:1; due to the requirement of a ratio of 2 entries to 1 check and a minimum of 2 checks the 

block size was set to be between 6 and 24; all plots had to be used, so there had to be 384 plots 

for entries and 192 plots for checks. All combinations were tested for angles of rotation of 0°, 

15° and 45°.
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As a  second  example  all  restrictions  were  the  same as  before  except  for  the  ratio  between 

numbers of entries and checks. The ratio was changed to be at least 2 to 1, hence designs with at 

least 384 entries are comprised.

The ranks  of  competing  designs  according  to  the  squared  LSD values  were  determined  for 

exactly 384 entries  (ratio exact  2:1) and additionally for 384 and more entries (ratio  ≥ 2:1  

→ a ≥ 384) (see Table 4 and 7)

Computational Implementation 

To find a good design a macro was written, which is available from the authors. Geostatistical 

models  cover  isotropy  and  geometric  anisotropy  and  the  linear,  spherical,  exponential  and 

Gaussian model as well as an option for rotation of the major principal axis of anisotropy. The 

experimental  site  is  defined by plot  midpoints.  The semivariogram parameters  to  be entered 

include nugget, sill and range for major and minor principal axes. In case of isotropy, the range 

is the same for both axes and the angle of rotation is zero. With anisotropy the angle between 

major principal axis of anisotropy and reference axis of field has to be given counter clockwise 

(see Figure 2). The range, the x- and y-coordinates have to be specified in the same unit. 

Results 

Consideration of f(b,k,s)

The function  f(b,k,s) as  theoretically  examined for  the influence of  b,  k,  or  s is  denoted as 

fb(b,k,s), fk(b,k,s), and fs(b,k,s), respectively. Table 3 gives for each selected function of fb(b,k,s), 

fk(b,k,s),  fs(b,k,s) the limes, the smallest possible value regarding the constraints of the corre-

sponding variable b,  k, or  s and the minimum and maximum number of entries for b,  k, and s. 

This is because the number of s is restricted by k so the maximum number of entries is of interest 

and the outcome of this is a right hand side asymptote. The graphs of f(b,k,s) are shown in Figure 

3 a-c. The ratios of f'/f, where f' is the derivate of f, are shown in Figure 4 a-c.

As can be seen when combining information of Figures 3 a-c and 4 a-c as well as Table 3 there 

are no major changes in f(b,k,s) within the constraints. It emerges that the influence of checks 

outweighs that of block size and number of blocks. These results are obvious when looking at the 

limes in Table 3 and in Figure 3 a-c and 4 a-c. The asymptote of every function with regard to 

one variable differs depending on the fixed values of the other two variables, e.g. in Figure 3c it 

is 60 with fs(6,10,s) and 360 with fs(18,20,s).
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Figure 3 a: Five examples for the theoretical 
investigation of fb(b,k,s). In brackets the 
fixed values for k and s are given. The non-
asymptotic area is shown.

Figure 3 b: Four examples for the theoretical 
investigation of fk(b,k,s). In brackets the 
fixed values for b and s are given. The non-
asymptotic area is shown.

Figure 3 c: Four examples for the theoretical 
investigation of fs(b,k,s). In brackets the 
fixed values for b and k are given. 

Figure 4a: Defined domain up to 40 entries of 
five examples for the theoretical 
investigation of fb'/fb. Fixed values of fb'/fb 

are given in brackets.

Figure 4b: Defined domain up to 80 entries of 
three examples for the theoretical investi-
gation of fk'/fk . Not defined area of small 
values shown for (18,k,2) as broken line to 
visualise the curves progression. (18,k,4) 
not shown for defined domain is from 144 
up and therefore in the asymptotic area. 
Fixed values of fk'/fk  are given in brackets.

Figure 4c: Defined domain up to 340 entries of 
four examples for the theoretical investiga-
tion of fs'/fs . Fixed values of fs'/fs  are given 
in brackets.
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To give an impression of the complexity of f(b,k,s), Figure 5 shows all values for entries plotted 

against f(b,k,s) for all combinations of s between 2 and 7, k from 2 to 15 and b between 2 and 21. 

Constraints for Figure 5 were at least two checks per block, the number of plots per block was 

twice the number of checks and there were at least two blocks. For illustration the three functions 

fb, fk, and fs are displayed each with one example.

To add more checks has a larger impact than to reduce the number of blocks or to enlarge the 

block size. The effect of using 4 instead of 2 checks, which also can be seen in Fig 4 a and b, is 

more pronounced than doubling from 4 to 8 checks, which has not nearly the same effect (see 

Fig 5).

Table 3: Examined functions (fb, fk, fs), variable of interest, investigated combinations of other variables 
and the associated values of allowed minimum of the observed value of the variable (b,k,s) and minimum 
and maximum value of entries (a) are shown as well as the limes.

I : for s the minimum number of entries is defined as a = b* k
II : limes → ∞ for b, limes → ∞ for k, limes → 0 for s
var : related variable, i.e. b for fb, k for fk, s for fs

a : entries
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Relation of  interesting  variable Number of allow ed

Function blocks plots checks minimum maximum
b k s a a

b 6 2 2 8 ∞ 1.5
15 2 2 26 ∞ 1.5
20 2 2 36 ∞ 1.5
15 5 2 20 ∞ 1.2
20 5 2 30 ∞ 1.2

k 2 2 6 2 ∞ 1.25
18 2 6 18 ∞ 1.47
2 4 12 2 ∞ 1.13

18 4 12 18 ∞ 1.24

s 6 10 2 40 48 1
18 10 2 120 144 1
6 20 2 80 108 1

18 20 2 240 324 1

var and no. of entries (a) LimesII

var f (b.k.s)
fb(b,s,k) b= a/(k-s)

fk(b,s,k) k= s+(a/ b)

fs(b,s,k) s= k-(a/b)



Figure 5: scatter plot of entries plotted against f(b,k,s) for all combination of b (2 to 15), k (6 to 21) and s 
(2 to 7) within the permissible range. Different symbols show different numbers of checks. For a given 
number of checks every point represents a combination of b and k.
For example with 2 checks (circle) for the same colour the alternating symbol (filled and empty circle) 
represents changing number of blocks and the colour represents changing number of plots per block 
within a symbol. One example for every type of function fb, fk, and fs is given as solid line. – are three 
examples for values of points: (15,6,2), (4,6,2), (4,21,2)

Results for tested spatial combinations

Number of possible designs

The number of possible designs changes depending on the aspects mentioned in the introduction 

(e.g. ratio, checks) and the level of change. For example if only the ratio of entries and checks is 

allowed to be two or above (entries ≥ 384), while all other constraints are kept constant, the 

number of possible designs increases from 22 for exactly 384 entries to 107 for entries ≥ 384, 

while the smallest squared LSD value is the same in both cases. Keeping all constraints constant, 

except the size of experimental field (nf), the number of possible designs increases from 22 to 51 

and from 107 to 196 if size of experimental field changes from 480 to 400 plots. Reducing the 
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maximum  number  of  checks  used  per  block  from  8  to  5,  the  number  of  possible  designs 

decreases to 11 (exact 384 entries) and 80 (entries ≥  384).

'Nearly isotropic' spatial combinations (major range 57/ minor range 51)

The nearly isotropic (57/51) spatial combinations all lead to designs with large blocks and shapes 

as quadratic as possible. The row-column-combination (RCC), defined as the number of rows (r) 

and columns (c) of a block, for at least the first six ranks are identical for exactly 384 entries and 

entries ≥  384 within 0°, 15° and 45° rotation (not shown). 

When looking at the database (not shown) of Table 4 the spatial combination with nugget of 0.0 

and partial sill of 0.09 as well as 0.5 both behave quite similar. Compared to the other combina-

tions, with these combinations a quadratic shape is more important than the number of checks. 

Therefore, small square blocks appear within the ten best RCC for exactly 384 entries and there 

is only a slight difference between the ranks of RCC for exactly 384 entries and entries ≥  384. 

As shown in Table 4 the optimal RCC with 0° and 15° rotation has 8 checks and 6 rows by 4 

columns and if rotation is 45° it has 4 rows by 6 columns. Hence, this combination is different 

from the other combinations and the number of checks is the most important criterion for a good 

design. This emerges from the fact that up to rank 8 all designs use 8 checks. With partial sill 0.5 

and nugget 0.2 the ranks for designs are comparable to those for a partial sill 0.09 and a nugget 

0.2, but shape is more important, hence certain designs with more square-like shapes but fewer 

checks get better ranks. With both combinations that have a nugget of 0.2, there are several 

further designs for entries ≥ 384 in between designs with rank 1 and 10 for exact 384 entries. 
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Table 4: Squared LSD and ranks for a selection of row-column-combinations (RCC) for near-isotropy for exactly 384 (=384) and at least 384 (≥ 384) entries for 
rotation of 0°, 15° and 45°. The selection is from the 10 best RCC according to the squares LSD among designs with exactly 384 entries. Of these RCC, only the 
best RCC for every number of checks are shown and values for rank 10. Additionally for every RCC, the rank for at least 384 entries is given and RCC with numbers 
of checks different to exactly 384 but within rank 10 are presented.

0° Rotation 15° Rotation 45° Rotation
rank with rank with rank with

Range Partial Nugget RCC Number entries RCC Number entries RCC Number entries
major/minor sill r c checks 384 r c checks 384 ≥  384 r c checks 384 ≥  384

57/51
0.09 0.0 6 4 0.698 8 1 1 6 4 0.698 8 1 1 4 6 0.699 8 1 1

6 3 0.702 6 4 4 6 3 0.702 6 4 4 3 6 0.704 6 5 5
4 3 0.704 4 5 5 4 3 0.704 4 5 5 3 4 0.705 4 7 7
3 3 0.708 3 9 9 3 3 0.709 3 9 9 3 3 0.709 3 9 9
4 4 0.709 5 - 10 4 4 0.709 5 - 10 4 4 0.709 5 - 10

12 2 0.712 8 10 13 12 2 0.713 8 10 13 2 12 0.716 8 10 15

0.09 0.2 6 4 2.445 8 1 1 6 4 2.446 8 1 1 4 6 2.446 8 1 1
6 4 2.489 7 - 7 6 4 2.489 7 - 7 4 6 2.490 7 - 7
6 3 2.516 6 9 15 6 3 2.516 6 9 15 3 6 2.517 6 9 15
3 6 2.519 6 10 16 3 6 2.519 6 10 16 6 3 2.517 6 10 16

0.5 0.0 6 4 3.879 8 1 1 6 4 3.879 8 1 1 4 6 3.883 8 1 1
6 3 3.900 6 4 4 6 3 3.902 6 4 4 3 6 3.910 6 5 5
4 3 3.910 4 5 5 4 3 3.912 4 5 5 3 4 3.919 4 7 7
3 3 3.936 3 9 9 3 3 3.936 3 9 9 3 3 3.937 3 9 9
4 4 3.938 5 - 10 4 4 3.938 5 - 10 4 4 3.939 5 - 10

12 2 3.958 8 10 13 12 2 3.960 8 10 13 2 12 3.976 8 10 15

0.5 0.2 6 4 5.626 8 1 1 6 4 5.627 8 1 1 4 6 5.630 8 1 1
6 3 5.714 6 6 6 6 3 5.715 6 6 6 3 6 5.724 6 7 7
6 4 5.727 7 - 7 6 4 5.727 7 - 7 4 6 5.730 7 - 9
4 3 5.857 4 9 16 4 3 5.859 4 9 16 3 4 5.866 4 9 16
3 4 5.873 4 10 19 3 4 5.872 4 10 19 4 3 5.866 4 10 17

LSD2 LSD2 LSD2

≥  384



As can be seen in Table 5 the squared LSD values differ with every combination but the smallest 

squares LSD value is the same irrespective of the number of entries, i.e. the best design is the 

same (see Table 4). In principle the squared LSD value rises with rising partial sill and nugget. 

Within one spatial combination the rotation has little influence on the smallest  squared LSD 

value, while with the maximum squared LSD value the value reduces with rotation.

Table 5: squared LSD values for nearly isotropic spatial combinations. The smallest squared LSD value 
(min), which is the same for exact 384 entries and for ≥ 384 entries, as well as the highest value (max) for 
exact 384 entries and for ≥  384 entries are shown. 

       Squared LSD
Range   Parameter Rot. min max
major/minor p. sill nug. a=384 a≥  384
57/51 0.09 0 0 0.698 0.887 1.092

0.09 0 15 0.698 0.885 1.092
0.09 0 45 0.699 0.870 1.087
0.09 0.2 0 2.445 3.245 3.626
0.09 0.2 15 2.446 3.243 3.625
0.09 0.2 45 2.446 3.229 3.621
0.50 0 0 3.879 4.926 6.068
0.50 0 15 3.879 4.915 6.064
0.50 0 45 3.883 4.836 6.042
0.50 0.2 0 5.626 7.285 8.601
0.50 0.2 15 5.627 7.273 8.598
0.50 0.2 45 5.630 7.195 8.575

p.sill: partial sill; nug: nugget; rot: rotation

The 'strongly anisotropic' spatial combinations (major range 500/ minor range 27) 

The strongly anisotropic (500/27) spatial combinations displays the effects resulting from com-

bining anisotropy and rotation of axis. In general without rotation small elongated blocks are 

preferred, the block width being one plot. The closer the rotation is to 45° the more square the 

optimal blocks are and the more checks are optimal. More checks are also adequate with rising 

nugget. Overall when the number of entries is ≥ 384, there are many more designs up to the 

design with rank 10 with exactly 384 entries and it is often only the first or the first two designs 

that are identical (not shown).

In Table 6 the influence of checks and the RCC becomes obvious. For example with 0° rotation, 

partial sill of 0.065 and nugget of 0.02 the best combinations have elongated blocks and few 

checks. With 45° they are squared and have many checks. When the nugget is changed to 0.2 

(twice the partial sill) and the rotation is 0°, the best block design is 24 rows by 1 column and 8 

checks. With 45° rotation, a design with 4 rows by 6 columns with 8 checks is best. On rank nine 

the first design with 6 checks (6 rows by 3 columns) occurs and no design with 4 checks is 
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within the first 10 ranks. The combinations perform very differently when the angle of rotation 

differs from zero. The behaviour depends on the relation of partial sill and nugget. As with the 

nearly isotropic combinations, the combination where the nugget outweighs the partial sill differs 

from the other combinations. This can be seen with zero rotation, where, even though the shape 

is elongated, the block size is big due to the need of many checks. 

When examining the squared LSD values (see Table 7) with the strongly anisotropic combina-

tions, basically the same behaviour is found as with the nearly isotropic combinations: maximum 

values decrease towards 45° rotation, values increase with increasing partial sill and nugget, but 

more rapidly. The behaviour differs when looking at minimum squared LSD and small nugget. 

With 0° rotation the squared LSD is much smaller than with 15° or 45° rotation. The values for 

0° rotation, partial sill of 0.065 and nugget of 0.02 are between 0.343 and 0.979 compared to 

partial sill of 0.5 and nugget of 0.2 were they are between 1.057 and 5.951.

Table 7: Squared LSD values for strongly anisotropic spatial combinations. The smallest squared LSD 
(min), which is the same for exact 384 entries and for ≥ 384 entries, as well as the highest value (max) for 
exactly 384 entries and for ≥ 384 entries are shown. 

       Squared LSD
    Range   Parameter Rot. min         max
major/minor p.sill nug. a=384 a≥ 384
500/27 0.065 0.02   0 0.343 0.979 1.07

0.065 0.02 15 0.619 0.974 1.069
0.065 0.02 45 0.655 0.929 1.057
0.065 0.20 0 2.005 3.102 3.351
0.065 0.20 15 2.192 3.097 3.349
0.065 0.20 45 2.227 3.052 3.337
0.50 0.02 0 1.057 5.951 6.538
0.50 0.02 15 3.544 5.916 6.529
0.50 0.02 45 3.866 5.571 6.436
0.50 0.20 0 5.626 7.285 8.601
0.50 0.20 15 5.627 7.273 8.598
0.50 0.20 45 5.63 7.195 8.575

p.sill: partial sill; nug: nugget; rot: rotation
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Table 6: Squared LSD and ranks for a selection of row-column-combination (RCC) for strongly anisotropy for exactly 384 (=384) and at least 384 (≥ 384) entries for 
rotation of 0°. 15° and 45°. The selection is from the 10 best RCC according to the squares LSD among designs with exactly 384 entries. Of these RCC. only the 
best RCC for every number of checks are shown and values for rank 10. Additionally for every RCC the rank for at least 384 entries is given and RCC with numbers 
of checks different to exactly 384 but within rank 10 are presented.

0° Rotation 15° Rotation 45° Rotation
rank with rank with rank with

Range Partial Nugget RCC Number entries RCC Number entries RCC Number entries
major/minor sill r c checks 384 r c checks 384 ≥ 384 r c checks 384 ≥ 384

500/ 27
0.065 0.02 6 1 0.343 2 1 1 8 3 0.619 8 1 1 4 6 0.655 8 1 1

12 1 0.355 4 2 2 8 2 0.627 5 - 3 4 6 0.666 7 - 3
8 1 0.375 2 - 3 6 2 0.630 4 3 4 3 6 0.676 6 5 8

24 1 0.433 8 3 5 6 3 0.633 6 4 6 3 4 0.691 4 7 14
6 3 0.597 6 7 23 6 1 0.690 2 10 27 12 2 0.696 8 10 17
4 6 0.661 8 10 36

0.065 0.2 24 1 2.005 8 1 1 8 3 2.192 8 1 1 4 6 2.227 8 1 1
24 1 2.041 7 - 2 8 3 2.231 7 - 4 4 6 2.267 7 - 5
12 1 2.108 4 3 5 6 3 2.265 6 7 10 3 6 2.308 6 9 13
6 3 2.229 6 6 14 3 6 2.332 6 10 21 6 3 2.308 6 10 14
6 2 2.302 4 10 26

0.5 0.02 6 1 1.057 2 1 1 6 2 3.544 4 1 1 4 6 3.866 8 1 1
8 1 1.296 2 - 2 8 2 3.575 5 - 2 3 6 3.986 6 3 6

12 1 1.431 4 2 3 8 3 3.595 8 2 3 3 4 4.013 4 7 10
24 1 2.158 8 3 6 6 3 3.658 6 4 5 4 6 4.029 6 - 12
6 3 3.380 6 7 25 6 1 3.726 2 5 8 3 3 4.107 3 9 16
4 3 3.654 4 10 36 24 1 4.036 8 10 26 2 12 4.186 8 10 24

0,5 0,2 6 1 3.179 2 1 1 8 3 5.168 8 1 1 4 6 5.439 8 1 1
12 1 3.184 4 2 2 8 2 5.257 5 - 3 4 6 5.536 7 - 3
24 1 3.730 8 3 5 6 3 5.290 6 3 5 3 6 5.618 6 5 7
12 1 3.422 3 - 3 6 2 5.296 4 4 7 3 4 5.766 4 9 16
6 3 5.012 6 7 22 12 1 5.725 4 10 27 4 3 5.766 4 10 17
4 6 5.488 8 10 36

LSD2 LSD2 LSD2

≥ 384



Discussion 
In simple screening experiments  as performed e.g. at  gene banks for preserving germination 

capacity, it is advisable to carefully choose a suitable design such as an augmented design. Using 

an augmented design with at least two checks per block allows for statistical analysis of collected 

data,  including  adjustments  for  local  trend,  and  therefore  the  collected  data  become  more 

informative for researchers and breeders. 

Our study involved scrutiny of the properties of the function f(b,k,s) as  b,  k or s changes. One 

possibility to obtain information about a function is to inspect the area under the curve. To com-

pute an area, limits of integration must be defined. For this purpose one might consider coordi-

nates  axes,  limes  and  asymptotes.  In  this  paper  the  investigated  functions  converged  rarely 

against a limes, so that for each function an arbitrary point would have had to be set, for which 

the limes is considered to be reached. The asymptotes and axes for each function are located 

elsewhere. Additionally they are located beyond the range for which the function is admissible 

given its constraints. With the type of function investigated when looking at k or s it is also im-

possible to identify the value on the abscissa for which the function reaches half of its maximum. 

Hence for each function individual limits would have had to be defined. These problems led to 

the choice of  f'/f for  describing the function.  From Figure 4 a-c it  becomes evident that  the 

functions are defined only in ranges with small slopes. The function f(b,k,s) has steep slope only 

for values of b, k or s outside the permissible range. Hence, no major changes occur within the 

definition range of the function when changing value of  b,  k  or  s, and it is difficult to predict 

their influence. 

In addition to the basic advice to use small blocks with high spatial variability, more elongated 

blocks with anisotropy, more rectangular blocks with rotated anisotropy axes towards reference 

axes of field or isotropy, a more precise advice can be given regarding the checks. It is obvious 

that the influence of the checks is stronger than that of block size or number of blocks, so that it 

seems advisable  to  use  many checks,  although the efficiency decreases  with each additional 

check. In context with this investigation it is recommended to use up to five checks per block.

Depending on the spatial variability, the differences in squared LSD can be marginal. The more 

designs need to be tested, the more computation time is needed. Hence the smaller the ranges of 

values for every aspect (e.g. entries to be tested), the fewer designs need to be tested, and the less 

choices among designs are necessary afterwards. If a design is needed when there are many un-
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certainties  regarding  aspects  such  as  block  size,  shape,  number  of  blocks  and  plots,  other 

methods may be used for investigation like tabu or simulated annealing (Eccleston and Chan, 

1998) or linear programming (e.g. Bertsimas and Tsitsiklis, 1997; Cook et al., 1997).

Apart from the LSD and costs there seems to be no other meaningful criterion in context with 

this investigation. It is difficult to generally weight the influencing factors or specify the costs, 

because in individual cases it can, e.g., be more important that the number of plots on the experi-

mental field (nf) equals the number of plots on the experimental site (ns) or that the number of 

blocks or the number of plots per block are more important than the number of entries due to 

costs or requirements of field equipment. So it appears unpractical to specify an objective crite-

rion other than the squared LSD. Nevertheless, the squared LSD can and must be set into context 

with practitioners needs and costs. This is mostly in accordance with Paterson and Hunter (1983) 

who in their investigation pointed out that “the choice of block size still remains a matter of 

judgement”. The method investigated in this paper can help in fine-tuning an augmented design. 

The squared LSD can be used as a decision criterion if  a selection has to be made between 

different designs, which in terms of costs and complexity are one a par with another.
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 4 General Discussion
Initially gene banks were installed primarily to preserve biodiversity,  so accessions were de-

scribed mainly to control gene drift. For this purpose many phenotypic traits were used and still 

are today. Complex analyses,  as possible with current powerful computers and software, e.g. 

assessing information for accessions over different years and sites, is a recent development, as is 

the use of molecular methods. With the rising possibilities, the demands by potential users of 

accessions, e.g. breeders, increased. But, unfortunately, the budgets of gene banks decrease, even 

in developed countries, as do the governmental budgets. The tight financial resources of gene 

banks lead to reduced capacity, so that more and more activities are reduced to the absolutely 

necessary: preserving germinability and preventing gene drift. Therefore the usefulness of gene 

bank databases for potential users deminishes. The fundamental potential of accessions regarding 

breeding still  remains. Evaluation on a genetical level is cost-intensive.  So a good statistical 

analysis of phenotypic data is advisable in order to make the best possible use of both phenotypic 

and genetic information. But the phenotypic data, as available today, are often not fully satisfac-

tory for proper statistical evaluation: standards and experimental design are missing; randomness 

of yearly chosen accession is assumed, but may sometimes be insufficient, e.g. after collection 

missions; the scales used to asses ratings are mostly ordinal. The objective of the investigations 

of  this  thesis  therefore  was  to  develop  and assess  methods  to  better  exploit  the  phenotypic 

information of accessions.

The discussion starts with a view on fixed and random effects in mixed models and then turns to 

geostatistical methods used for analysing gene bank data. As next topic the possibility to use 

augmented designs is considered, followed by a comparison of both approaches and a glance on 

the use of geostatistical methods for obtaining optimal designs. Statistical problems with ratings 

are the next topic, followed by a discussion of the issue of connecting gene bank data over envi-

ronments. A brief look at multivariate methods and quantitative traits are the last topic before the 

conclusion.

 4.1 Accessions and blocks as fixed or random effect in the mixed 
model

A common method is to analyse experimental data by mixed model analysis, where the response 

is modeled by fixed and random explanatory factors plus a residual error that represents all the 

variability  of the response not  accounted for by the explanatory variables.  With each mixed 
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model that is developed to analyse a data set, the question arises whether an effect is fixed or 

random. Conventionally, an effect is called fixed if the levels in the study represent all possible 

levels of the factor, or at least all levels about which inference is to be made. This can include 

regression models where the observed values of the explanatory variable cover the entire region 

of interest. Effects are random if they are used in the study to represent only a sample (ideally a 

random sample) of a larger set of potential levels with a probability distribution (Littell et al., 

1996; Piepho et al., 2003). It is well recognised, however, that the assumption of random effects 

may be advantageous also in settings were interest is only in the observed levels of a factor but 

the number of levels is large (Piepho et al., 2006). One should think carefully whether to con-

sider a certain effect as random, if it is represented by only few levels, say less than 10, e.g. if 

only two types of fertiliser are tested. In such cases, variance components can be only be esti-

mated poorly, resulting in inefficient effect estimates. On the other hand if there are very many 

levels,  the large number of fixed parameters might lead to estimation problems, e.g. when a 

threshold model is used (c.f. Paper 2). 

Within this thesis accessions were taken to be random in Paper 1 for it is assumed that accessions 

grown within one year are a random sample from the accessions stored at the gene bank. This 

assumption does  not  strictly  hold in  years  were,  for  example  after  a  collecting mission,  the 

collected accessions are grown for multiplication. With Paper 5 accessions were taken as fixed, 

mainly because this facilitated derivation of good experimental designs, as theory is much better 

developed in a fixed effects setting. Piepho and Williams (2006) show that designs optimal for a 

fixed effects analysis may also be advantageous when analysis is done by BLUP (see below). 

There are some suggestions for optimal design when treatment effects are random (Bueno and 

Gilmour, 2003; Cullis et al., 2006), but this is a recent development. A practical difficulty with 

these approaches is  that  strong assumptions need to be made regarding the genetic variance 

structure. With the analysis of the barley collection over several years by a threshold model in 

Paper 2, it was not feasible to take accessions as fixed, due to the large number of parameters to 

be estimated and the resulting breakdown of asymptotic theory (McCulloch and Searle, 2001). 

Thus,  accessions  had to  be taken  as  random.  This  discussion  shows that  the  decision as  to 

whether an effect is fixed or random often needs to be made based on a number of different, 

possibly conflicting considerations. Hence, in practice the final decision will often need to be a 

pragmatic one, while adhering to very strict rules is not generally feasible. Nevertheless, for gene 

banks, where the number of accessions is very large, it will almost invariably be advantageous to 

take accessions as random when it comes to analysis.
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Best linear unbiased estimation (BLUE) and best linear unbiased prediction (BLUP) are standard 

methods to  estimate  fixed and random effects,  respectively.  Both  BLUP and BLUE assume 

known variance components (Searle et al., 1992). In practice variance components are replaced 

by their estimates, obtained preferably by Restricted Maximum Likelihood (REML), resulting in 

empirical BLUP and empirical BLUE. Besides the decision criteria mentioned above, BLUE is 

preferable if unbiased estimates of differences between specific pairs of the explanatory variable 

(accessions, rater, etc.) are of interest, since BLUP of a specific difference is biased. By contrast, 

if the aim is to rank the estimated effects, BLUP is advisable (Searle et al., 1992; Smith et al., 

2005) since it maximises the probability of a correct ranking (Searle et al., 1992), and also has 

the property of shrinkage towards the mean and thus involves bias. 

Within this discussion the block effect takes up an exceptional position. In field experiments 

with complete blocks there are usually only few blocks (<10), so it is not advisable to take block 

effects as random. By contrast, when incomplete blocks are used, the number of blocks is typi-

cally so large that it is preferable to take blocks as random. An exception are augmented designs, 

where the number of incomplete blocks may be rather limited, unless the number of accessions is 

very large compared to block sizes. If the block effect is taken as fixed, only the intra-block-in-

formation can be used. If the block effect is assumed to be random, one can use both the intra- 

and the inter-block-information (Paterson and Thompson, 1971) thus increasing efficiency. The 

question of whether to take blocks as a fixed or a random effect is discussed widely in the litera-

ture (Samuels et al., 1991). As the main task of blocking is the reduction of the unexplained (ran-

dom) error, so that the differences of treatments are estimable with minimal error, it is advisable 

for gene banks to use blocks. And it is reasonable to use fixed block effects if the experimental 

field design has only few blocks (less than 10) and interest lies on the genetic value of individual 

accessions. 

 4.2 Geostatistical methods for optimising usage of gene bank data
If interest lies on the assessment of the genetic value of an accession, it is necessary to correct 

the value observed in the field for environmental effects. This can be achieved by using a proper 

experimental  design. Since the barley data of the gene bank at the IPK had no experimental 

design and only few standards, a geostatistical approach was used to correct the obtained values 

for field heterogeneity by estimating the environmental effects from the neighbouring accessions 

(e.g. Isaaks and Srivastava, 1989). The complete model was formulated including information 

from standards and accessions, partitioning variance into a genetic part, an environmental part, 
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and a random error, each of the three assumed to be independent of one another. The environ-

mental values were assumed to be spatially correlated. The selected model for spatial correlation 

was embedded into a mixed model, which allowed an estimation of the genetic effect by BLUP 

(Stroup and Mulitze, 1991). Usually the choice of a covariance model was not critical, as the 

considered models differed only slightly in most cases. The spherical and the exponential model 

were preferable in most cases. This is in contrast to the findings of Pilarczyk and Tomaszyk 

(2006), who found the linear model to be the most suitable model. This might be due to the 

shape of the plots in their trials and the fact that all plots were laid out in long single rows. The 

plots were elongated and the direction of spatial analysis was unidirectional and perpendicular to 

the direction of cultivation. With the barley data of the IPK the spatial analysis was isotropic and 

the plots much smaller and of square shape. For variogram estimation and adjustment, the first 

points of the empirical variogram should be explained well by the fitted theoretical variogram, as 

it is normally impossible to properly explain the entire variogram. Reducing the maximal lag 

distance improves the  fit  for  short  distances when using non-linear  regression.  Since spatial 

mixed models use all of the original data, excluding large distances is not possible. Therefore the 

spatial component obtained by non-linear regression was considered as fixed within the mixed 

model analysis, thus leading to better adjustment of the lower distances of the theoretical vario-

gram and to better convergence behaviour. A nugget effect (residual error) was needed for nearly 

all traits. For the method to work well with unreplicated accessions, a good estimate of the two 

variance components associated with the nugget is essential (i.e., genetic and non-genetic), and 

this requires replications of at least one check. The small number of check plots within the avail-

able  data  made  it  difficult  to  accurately  dissect  genetic  and non-genetic  components  in  the 

nugget effect. Field designs for spatial analysis that allow for checks, as used with Australian 

breeding programs (Cullis et al., 1989; Eccleston, 1998), improve the analysis. But only a few 

gene banks cultivate checks in regularly spaced intervals every year. A larger number of gene 

banks have at least some checks grown without an underlying design or grow some replicated 

accessions, e.g. on border plots, that could be used as checks (personal communications from 

several gene banks, 2003) to better estimate the unreplicated accessions. If checks are not avail-

able or sparsely replicated, one may still use geostatistical methods introduced in Paper 1 to 

remove spatial  effects.  This  leads to  accession estimates  that  include both genetic  and non-

genetic effects. While this will be less informative than BLUP of genetic effects, it may still be 

more efficient than using uncorrected raw data. If the use of a mixed model is abandoned, how-

ever, the possibility of separating the genetic effect from the residual error is lost.
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An alternative approach, not investigated in this thesis, is the analysis  of first differences as 

recommended  by,  e.g.  Besag  and  Kempton  (1986),  Williams  (1986),  and  recently  Wu  and 

Dutilleul (1999). The ANOFT-Program (Schwarzbach, 1984), which is based on second differ-

ences, is used by some German plant breeders. Wu and Dutilleul (1999) point out that a model 

with nugget is advisable, which is in agreement with the analysis in Paper 1. 

It should be stressed, however, that a geostatistical analysis can be of some help when the chosen 

design has some deficiencies, but it cannot be expected to salvage an entirely inappropriate or 

missing design.

 4.3 Augmented designs for optimising gene bank data
Another  option to conduct  experiments  with  unreplicated  accessions are augmented designs. 

Federer (1956) introduced augmented design for the similar problem of testing many unreplicat-

ed test lines in early breeding stages. Augmented designs combine the option of testing many un-

replicated entries with a well-known statistically analysable design that includes checks connect-

ing the blocks (or rows and columns). Thus it can be decided to which degree the observed dif-

ferences are based upon genetical or environmental causes. An augmented design is based on 

any of the common replicated designs and its randomisation principles. The checks are random-

ised according to the chosen design. This design is then augmented by entries (i.e. accessions), 

which are in general not replicated. Kempton and Gleeson (1997) and Petersen (1994) supply a 

good introduction to augmented design. The chosen design must be adapted to the examined 

crop and the conditions of the gene bank. Regarding the number of replicates for checks, Yates 

(1932) proposed the square root of  n, where  n  is the number of entries,  while Kempton and 

Gleeson (1997) recommend a frequency of one check in five or more accessions. In gene bank 

context, it  might also be of interest to replace some check varieties by accessions that are in 

higher demand due to a larger frequency of inquiries to the gene bank. Cullis et al. (2006) re-

cently proposed the p-rep design that allocates a certain percentage of each block for repeated 

test lines and therefore does not need special check varieties. But checks may be required to en-

sure connection of data across trials. In the recent years augmented designs have been enhanced, 

e.g. by mixed model analysis (Federer et al., 1998), and due to high performance computers and 

software programs, complex analysis procedures have become available. So augmented designs 

represent a well manageable tool to separate genetic and environmental effects. It is likely that 

over time augmented designs and associated analysis software will be adapted to gene banks 

needs. Design tools for gene banks should include methods for selection of additional accessions 
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that ensure the connection of experiments over time in one place and within one year over sites, 

i.e. coordination between gene banks, if desired. It also might become possible to determine the 

optimal number of different checks and replications, based on experiences obtained in previous 

years. In relation to the information gained, the additional effort for gene banks to implement 

augmented designs is small. That this additional effort is necessary and desirable emerges from 

articles like that  of Haussmann et  al.  (2004).  Especially  in  times of decreasing financial  re-

sources it is worthwhile to obtain the largest benefit possible from evaluation data routinely col-

lected by gene banks. Through the inclusion of checks and proper experimental design, aug-

mented designs offer an economical and easy-to-implement option for sound testing of many 

accessions. 

 4.4 Similarities and differences between design and analysis of 
geostatistical methods and augmented designs

If a chosen field design is based on randomisation theory, e.g. an augmented design, the model 

for statistical analysis derives from randomisation. With augmented designs, as with other field 

experimental designs, the large scale trend is handled through blocking and the small scale trend 

at the scale of the experimental unit within blocks is coped with through randomisation. If, re-

garding the spatial field trend, an inadequate design is chosen, the error variance increases and 

therefore it becomes difficult to detect treatment differences (Schabenberger and Gotway, 2005). 

In other words: randomization ensures that unaccounted effects, such as spatial trends, are bal-

anced out. Another way to account for spatial trends follows the assumption that two experimen-

tal units closer together are more similar and that similarity decreases with increasing distance. 

Thus the assumption of independence of two experimental units as arises in randomisation-based 

models is abandoned. The researcher can model the fixed effects by adding or deleting terms by 

means of which the large scale trend is described and through modelling the covariance structure 

of the random error term all small scale trends can be handled. This includes the necessity to 

develop a suitable model and select among several options. But whether the chosen model is “the 

optimal choice” can never be stated without doubt. The gain in efficiency when using geostatis-

tics instead of classical field experimental designs depends on how well the large and the small 

scale trends can be assessed via modelling (Schabenberger and Pierce, 2002).

Both methods,  classical field experimental  designs (e.g. augmented design) and geostatistical 

approaches, try to reduce random error to optimise the obtained information about the genetical 

effect  of  an  accession.  With  both  methods  checks  are  necessary  and  the  amount  of  check 
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varieties  and replicates  of  every check variety  is  similar  to  obtain  comparable  results.  With 

geostatistical methods it is indeed possible to omit checks, but this reduces the accuracy when 

accessions are unreplicated. Combining both methods seems to be a promising route in gene 

banks because accession material is diverse and many influences, e.g. pests, are not under the 

researcher's control.

 4.5 Using geostatistical models for finding optimal designs 
So far in this discussion, geostatistical methods were considered for analysis of evaluation trials. 

It is also possible to optimise an experimental design with a particular geostatistical analysis in 

mind. Finding good designs requires valid parameterization of the geostatistical model. It is not 

guaranteed  that  the  selected  design  will  still  perform well,  when the  assumed  geostatistical 

model does not hold. It is therefore worthwhile to follow an intermediate path by using geosta-

tistical methods to optimise block size and shape with a classical linear model analysis in mind. 

This approach is similar in spirit to Williams et al. (2006), who optimise row-column designs 

assuming a linear spatial model, but allow for an efficient classical row-column analysis as a 

fall-back option, when the assumed spatial model does not hold for the data at hand after the 

trial. The purpose of Paper 5 was to help the researcher to find the best field layout for an aug-

mented design, i.e. a layout that yields small least significant differences (LSD) with regard to 

different aspects of an assumed geostatistical model, e.g. degree of anisotropy and rotation of the 

major axis of anisotropy (c.f. Paper 5). As these aspects interact with one another, they need to 

be considered simultaneously. Based on the calculations performed, up to five checks per block 

are recommended. The nearly isotropic combinations lead to designs with large quadratic blocks. 

The strongly anisotropic combinations display effects resulting from the combination of the de-

gree of anisotropy and rotation of anisotropy axes. Without rotation, small elongated blocks are 

preferred. The closer the rotation is to 45° the more square blocks and the more checks are ap-

propriate. The squared LSD is a meaningful optimization criterion, which can and must be set 

into context with the practitioners needs. The method investigated in Paper 5 can help in fine-

tuning an augmented design. The squared LSD can be used as a decision criterion if a selection 

has to be made between different designs, which in terms of costs and complexity are on par 

with another.

 4.6 Ratings
Plant disease severity and other traits are often visually scored, using either a percentage scale or 
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an ordinal scale, and it is not always obvious which scale is preferable. Conceptual and computa-

tional difficulties are caused by ordinal ratings. Thresholds for these scales are rarely accurately 

defined but  mostly  descriptive  and may change over  time (more or  fewer  or  even different 

thresholds). In the most favourable case they are based on an underlying genuinely metric scale 

with clearly defined class thresholds, but the true class means on that underlying scale are usu-

ally unknown. The compatibility of two scales may not always be given. Finally, most statistical 

methods as used for metric data are not strictly valid. Therefore ordinal data need to be analysed 

by less informative nonparametric methods that are available (Shah and Madden, 2004). With 

percentage ratings most problems associated with ordinal ratings do not occur, even though one 

needs to account for heteroscedasticity and non-normal distribution of data (Piepho, 1999; Shah 

and Madden, 2004). Furthermore, one uses a larger number of values with percentages than with 

ordinal  ratings  (e.g.  one  hundred  versus  nine)  which  was  shown to  result  in  more  accurate 

disease assessment. 

Ratings were considered in Paper 1 and 2: most ratings were assessed on nominal or ordinal 

scales; the scales were mainly descriptive and only some had an underlying percentage scale; 

some rating values were given as ranges, e.g. 2-3, so an ad hoc decision had to be made when 

converting these data to single scores, which always is problematic;  scales required complex 

transformation and normalisation to fit standard statistical procedures. So the third paper directly 

addressed  the  problem of  assessment  of  three  rating  methods  (1%-steps,  5%-  steps,  9-point 

rating) assessed by untrained persons (Group A) and persons experienced in rating (Group B). 

Every person had to rate several computer-generated pictograms of diseased grain leaves. The 

estimates of Group B were always closer to the real disease value than those of Group A. The 

highest accuracy was found with Group B using the 1%-scale and with Group A using the 5%-

scale. This is comparable to the findings of Hau and Kranz (1996). And the results of Group A 

correspond to the results of Schumacher et al. (1995) and Hau et al. (1989). They found that with 

a percentage scale many raters tend to use values that are multiples of 5% or 10%. But raters 

will, at least to a certain degree, use the entire range of the 1%-rating scale. For the time needed 

per leaf assessment the trained group was fastest when using the 5% rating scale. One decides 

faster when there are fewer possibilities due to wider distances between class thresholds and/or 

the scale feels “familiar” (e.g. 5%-rating scale). Moreover, raters feel uncomfortable with un-

common thresholds as given with log-divided scales and tend to linearise scale intervals (Forbes 

and Korva, 1994). Most raters  preferred 9-point rating, especially when untrained. Also the 

chance to give the right answer is felt to increase with decreasing number of possible answers 
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(here: 9 versus 100). But from a statistical point of view both percent ratings performed better 

than the ordinal rating scale. Generally the closer the scale of collected data is to a ratio scale 

with normal distribution, the more powerful methods are available for analysis. Therefore, per-

centages perform better than ordinal ratings and more ordered classes are better than fewer. It is 

also obvious that the scale used needs to fit the demands of the investigation (Campbell and 

Madden, 1990, p. 112). But one should keep in mind that if interpretation is to be possible even 

after years or over locations, percentages are unique and therefore more informative especially if 

statistical analysis is required, while the definition of ordinal rating scales might change over 

time and be forgotten later. The smaller the intervals of the used scale are, the better the statisti-

cal properties of the resulting data. One may have to overcome one's inhibitions to decide on a 

definite number, but statistically the possible error made by the rater is calculable and usually 

smaller than with rougher methods, which is a main result of Paper 3. So directly rating percent-

ages whenever possible leads to smaller overall estimation errors, and with proper training, e.g. 

using  an  appropriate  computer  program,  accuracy  and  precision  (see  below)  can  be  further 

improved.

Once percentage estimates are available, one can always derive the associated ordered class for a 

rating scale, if needed. Conversely, transforming ordinal data back to a metric scale is strictly 

impossible and can be implemented only by making some  ad hoc assumptions. An added ad-

vantage of using percentage estimates is that the comparison between data sets of different origin 

(by different experimenters) becomes easier and meaningful. Therefore it is strongly suggested 

that gene banks, as well as researchers in general, assess traits on a percentage scale wherever 

possible. The results of this thesis suggest that a 5%-rating scale can be recommended regarding 

rater's preference and in terms of accuracy.

 4.6.1 Ratings in phytopathological context (accuracy and precision)

The influence of rating scale, rater, and disease on the obtained rating value is a main objective 

in phytopathology. Although it is generally well known by phytopathologists that direct percent-

ages or even better metrical data should be generated, many phytopathological investigations are 

done using ordinal ratings with underlying percentage scales. In Paper 3, accuracy and precision 

as  attributes  of  disease  assessment  where  considered.  Accuracy describes  the closeness  of  a 

sample estimate (E) to the true value (T), whereas precision refers to the repeatability (Campbell 

and Madden, 1990, p.110). These terms are comparable to variance (precision) and bias (accu-

racy) in statistics. Together variance and bias determine the mean squared error (MSE) which in 
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statistics is frequently used to assess the performance of an estimator. The MSE is defined as 

MSE (E) = variance (E) + (bias(E))² (Agresti, 2002, p.85). 

The mixed model analysis utilised in Paper 3 can be looked upon as an extension of correlation 

or regression analysis which are often done on a single rater basis (Nutter et al., 1993; Newton 

and Hackett, 1994; Nita et al., 2003) in phytopathology. The mixed model analysis applied to the 

transformed data resulted in significant influences of leave, rater, and method. With Group B 

both percentage ratings led to smaller variance estimates. With Group A the method had no sig-

nificant influence, but also the percent ratings had the smallest variance estimates.  A further 

extension are the generalised linear mixed models that can be applied when transformation of 

data fails to fulfil the requirements for mixed model analysis (Madden, 2002). Aspects as shape, 

size, colour, and intensity of disease that are also influencing the rating value (Hau and Kranz, 

1996) were not investigated.

 4.7 Connection over years and locations
Joint analysis of trials over years and locations is widely used in plant breeding (Hill and Rosen-

berger, 1985; Yan and Rajcan, 2003). This type of analysis may be of special interest in a gene 

bank context, as it is possible even if different designs were used and different checks and acces-

sions cultivated (Federer et al., 2001). And since more efficient utilisation of gene bank acces-

sions in breeding programs is worthwhile (Duvick, 1984; Williams, 1991), joint analyses are 

desirable to obtain more reliable estimates for accessions, which therefore become more inter-

esting to breeders. A general requirement for such a joint analysis is that all data are connected 

(Searle, 1987), no matter whether a single experiment or a series of experiments over time or 

different locations are analysed. It is desirable to have as many similar checks and connecting 

accessions as possible. Connected data offer a better basis for decision as to which accession is 

of interest for a certain purpose,  even though for two locations the rank correlation between 

accessions may be very different for different traits (Annicchiarico et al., 2000). Different rating 

scales, e.g. due to changes over years, cause problems. This complicates the integration of multi-

year data into a single score per accession. For metrical data an appropriate linear model can be 

fitted, for ordinal rating data a threshold model (McCullagh and Nelder, 1989; Piepho and Kalka, 

2003) is applicable. In this thesis the standard threshold model (c.f. Paper 2) was extended to 

jointly analyse data from two different ordinal rating scales, and it was based on the assumption 

that the two rating scales are anchored in a common threshold. The threshold model may also be 

used when a metric scale,  such as a percentage scale (Piepho, 2002), underlies the observed 
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ratings. In this case, the thresholds need not be estimated, but follow directly from the definition 

of the rating scale. A critical point then is the distribution assumption on the percentage scale. 

While for a latent scale, it can be assumed that there is a monotone transformation to normality, 

this assumption is not generally tenable, when the metric scale is not latent. If transformation of 

the percentage scale to normality can be found (Piepho, 2003b), the thresholds may be trans-

formed accordingly. Adaptive quadrature (Pinheiro and Bates, 1995) was used to numerically 

integrate the likelihood over the random effects in the linear predictor. In the mildew example 

(c.f. Paper 2) using adaptive quadrature a single quadrature point was adequate, which is mainly 

due to the large number of accessions tested each year. In general it is recommendable to in-

crease the number of quadrature points until the change in parameter estimates becomes negli-

gible. Accession-by-year interaction was not separated from experimental error, as this would 

require replicate data for at least some accessions and/or a geostatistical model for within-trial 

variation (Hartung et al., 2006). Furthermore computing time would increase dramatically due to 

the need to integrate not only the genetic effect, but also the random accession-by-year interac-

tion out of the likelihood. So if gene banks are interested in joined analysis, the data and thresh-

olds of rating scales need to be connected. So in order to be able to use the threshold procedure, 

care should be exercised when redefining rating scales. It will generally be advantageous to have 

partial agreement between categories on all used scales. Further research on threshold models is 

necessary, if one is interested in analysing more complex data structures, e.g. due to incomplete 

blocking or specific pedigree structure (Piepho and Pillen, 2004).

 4.8 Multivariate methods and mapping of quantitative traits
Multivariate methods are used widely, e.g. to analyse genomic data. In plant breeding, multi-

variate methods can be used to group genotypes according to genetic distance. The most pro-

minent example is hybrid breeding, where multivariate methods can be used to form heterotic 

groups (Reif et al., 2005). With gene banks the main interest is in controlling and preventing 

gene drift and developing core collections (Knüpffer and Hintum, 2003, p. 260). Cluster analysis 

and principal component analysis, which are multivariate methods, are used to group accessions. 

Grouping can be done based on phenotypic data or genotypic data or a mixture of both. For 

example cluster analysis  and principal component  analysis  are used to investigate qualitative 

traits in PGRs (Rojas et al., 2000; Ortiz et al., 2001; Knezović et al., 2005) but are much more 

common with genetical markers (Schena, 2003; Wang et al., 2006). Phenological and morpholo-

gical traits, which are assessed on several metrical, ordinal and/or nominal scales, are the basis of 
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these investigations.  To obtain  an accurate  grouping,  a  sound database  is  fundamental.  It  is 

advisable to have similar measurement levels for different characteristics to prevent bias and to 

ensure similar influence of all variables on the outcome of a multivariate analysis. So the data 

may need transformation (Digby and Kempton, 1987; Backhaus et al., 2000, p.345). If phenotyp-

ic trait data are the basis of such an analysis, their measurement level and variance can be very 

diverse. In addition phenotypic data are typically very noisy due to multiple sources of random 

variation,  including  genotype-by-environment  interaction.  Poor  phenotypic  data  can  lead  to 

erroneous grouping of genotypes and thus to suboptimal decisions in the management of core 

collections, exacerbating the problem of genetic drift. 

While metrical data are preferable to ordinal data, many traits are often assessed on an ordinal 

scale. In these circumstances, a threshold model is a promising option for extracting information. 

During the course of this thesis  some barley traits were investigated by cluster and principal 

component  analysis.  Similarity  of  measurement  levels  was  attained  by restriction  to  ordinal 

traits, by use of the threshold model to obtain effect estimates on a latent scale (leading to similar 

scales for all traits) and by the standardisation to unit variance of effect estimates obtained from 

the threshold model. Since the results showed no clear grouping, they were not presented. It is 

expected, however, that analyses that use estimates of effects on the latent scale of the threshold 

model, are more powerful than direct analyses of ordinal data by multivariate methods.

Another  important  use  of  phenotypic  information  from gene  banks  is  quantitative  trait  loci 

(QTL) mapping (Lynch and Walsh, 1998) and association mapping (Yu et al., 2006). While most 

QTL mapping procedures are based on classical linkage analysis for a segregating population 

derived from a single cross, association mapping procedures, as developed mainly in the field of 

human and animal genetics, exploit marker-QTL associations within a larger pedigree, thereby 

achieving more power  compared to classical  linkage mapping methods.  To fully  exploit  the 

power of these methods, it is very worthwhile to study large populations. In this context, gene 

bank data are expected to gain increased importance in the future. The most critical issue, again, 

is  reliability  of  the phenotypic  data.  Association mapping procedures  search for  associations 

among the  genotype,  as  assessed  by  markers  or  more  recently  by  gene  expression  profiles 

(Kendziorski and Wang, 2006; Kendziorski et al., 2006), and the phenotype. The more reliablly 

the phenotype can be measured, the more powerful any mapping approach will be. Conversely, 

when the phenotypic database is poor, any attempt to detect marker-trait associations is doomed 

to fail. So not only the precise interpretation of the analysis of the genome (microarrays, QTL-
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mapping,  etc.)  is  important,  but  first  and foremost  the  precise  generation  and  evaluation  of 

phenotypic data is crucial. 

 4.9 Conclusion
To obtain data on phenotypic traits of accessions that are satisfactory for proper statistical eval-

uation  checks,  experimental  design,  and randomness  of  yearly  chosen  accession  have  to  be 

warranted. Additionally, metrical and percentage scales should be used.

5%-rating scales are advisable in respect to rater's preferences and in terms of accuracy, but a 

wider range of scales should be investigated in further studies. The focus should be on scales 

composed of different threshold ranges for different infestation intensities, e.g. 1%-steps from 

0% to 15% and 5%-steps up to 100% infestation. Aspects such as shape, size, color, and inten-

sity of disease lesions that are also influencing the rating value (Hau and Kranz, 1996) could be 

included. The effect of computer-supported training of raters is worth more intensive study, as it 

is known to improve ratings. It is also advisable to give raters insights as to their effect on accu-

racy and precision of the rating particularly from a statistical point of view. This will help raters 

to understand and accept the necessity of small distances between thresholds.

Mixed model analysis offers precise assessments of genetic effects as well as of rater effects. 

This method is also recommendable if gene banks are interested in joint analysis of their pheno-

typic data. In combination with the thresholds model for categorical rating scales presented in 

Paper 2, the data become more reliable. In order to be able to use a joint analysis it is important 

to ensure connectedness of the design by ensuring a certain number of accession and checks re-

plicated over years. It is also important to have an agreement of scales within a gene bank over 

years and between gene banks that want to cooperate. The squared LSD, as can be obtained by 

mixed model analysis, can be a help in selecting accessions interesting to breeders. In addition, 

as shown in Paper 5, this criterion can help to decide between different designs, which in terms 

of costs and complexity are on par with another. 

The implementation of augmented designs in gene banks seems promising as their application is 

established and likewise is their analysis.  Further research is necessary regarding the optimal 

number of different checks and replications per check, e.g. based on experience gained in previ-

ous years. When using geostatistical methods, there is no certainty whether the right model is 

chosen and quality depends on how well large and small scale trend are modelled. The advantage 
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of geostatistical methods is their ability to reflect and exploit the spatial variability. It is difficult 

so state which of the two approaches is preferable. Both are expected to result in considerable 

gains compared to the current practice of no or only rudimentary analyses of phenotypic data as 

practised by many gene banks. Combining both methods seems to be a promising route for gene 

banks,  as  accession  material  is  diverse  and  many  influences,  e.g.  pests,  are  not  under  the 

researcher's control. Regardless which method is chosen, geostatistical methods, classical field 

experimental  designs or a combination of both,  it  is  essential  to adopt one of these options. 

Especially in times of decreasing financial resources it is worthwhile to invest money to gain the 

largest benefit possible from evaluation data routinely collected by gene banks.

The geostatisical approach of first differences (Besag and Kempton, 1986; Williams, 1986; Wu 

and Dutilleul, 1999), which was not investigated in this thesis, should be explored in context 

with gene bank data, since it is an alternative method to account for spatial variance. Its main 

advantage is the simplicity of the resulting mixed model, which often involves a linear variance 

structure that is straightforward to fit. Due to this advantage, it may be preferable over other geo-

statistical methods that require more choices and selection steps on the part of the user.

Research  on  suitability  of  multivariate  methods  like  cluster  analysis  or  principal  component 

analysis for gene bank data should be continued. The use of the threshold model as well as per-

centage or metric scales is expected to improve the power of these methods, when applied to 

phenotypic gene bank data. Since the aim of many genome analyses is to predict phenotypic ex-

pression from genomic data, it is obvious that less precise phenotypic data lead to poor analysis, 

and therefore to rougher differentiation between genotypes. So precise assessment of field data is 

as essential as accurate molecular data. Good experimental design as well as use of checks and 

suitable scales are prerequisites to achieve this aim.
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 6 Summary
A  main  interest  in  plant  breeding  today  is  to  analyse  the  genome  at  the  molekular  level. 

Microarray and QTL analyses  become more and more important.  The aim of these genome 

analyses is to predict the phenotypic characteristics of a trait using genomic data. These analyses 

are based on phenotypic data, so therefore an imprecise assessment of the phenotypic data results 

in imprecise  genomic analyses.  Hence,  to obtain proper genomic information,  highly precise 

assessment of field data is as important as accurate work at the genetic level. The aim of the 

present thesis was to explore methods to statistically analyse phenotypic data of gene banks for 

cultivated plants.  Selected traits of the barley data (Hordeum spec.)  of the gene bank of the 

Leibniz-Institut  für  Pflanzengenetik  und Kulturpflanzenforschung  (IPK)  were  evaluated.  The 

data of years 1948 to 1991 and 1993 to 2002 were available. Within this period the ordinal scale 

changed from a 0 to 5 scale between the years 1991 and 1993 to a 1 to 9 scale after 1993.

At most gene banks, evaluation during seed reproduction of accessions is currently done without 

any experimental design. With the data of a single year there are only few replications of a single 

check for winter and summer barley and only rarely do accessions have replications. The data of 

2002 were analysed separately for winter and summer barley using geostatistical methods. For 

the traits analysed (plant density before winter, plant density after winter, waxy cover of culm 

and leaves, lodging, plant length, growth habit, mildew, brown rust) four different types of vario-

gram model (linear, spherical, exponential and Gaussian) were fitted to the empirical variogram 

using non-linear regression. The spatial parameters obtained by non-linear regression for every 

variogram model then were implemented in a mixed model analysis and the four model fits com-

pared using Akaike's Information Criterion (AIC). Best linear unbiased predictors (BLUP) of 

accessions were generated for the best model according to AIC. The approach to estimate the 

genetical parameter by Kriging can not be recommended, since this approach often estimated a 

genetic variance of zero. The BLUPs obtained by the first approach and the original data were 

investigated using Spearman’s rank correlation. The values were between 0.79 and 0.96. The 

heritability was between 0.008 and 0.95. The most common well-fitting geostatistical models 

were the spherical and the exponential model. Usually the choice of a covariance model was not 

critical, as the considered models differed only slightly in most cases. It is normally impossible 

to properly model the whole variogram. The first points of the empirical variogram should be 

explained well by the fitted theoretical variogram, as these represent most of the pairwise dis-

tances between plots and are most crucial for neighbour adjustments. A nugget effect (residual 
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error) was needed for nearly all traits. The small number of check plots for the available data 

made it difficult to accurately dissect the genetical effect from environmental effects.

A method to analyse multi-year data assessed on an ordinal scale is the threshold model investi-

gated in this thesis. Here the complete data set from 1948 to 2002 was analysed. The threshold 

model allows for joint analysis of data from different rating scales, assuming a common latent 

scale for the different rating systems. With the barley data of the IPK empirical Bayes estimates 

based on the threshold model yielded a rank order of accessions which was quite similar to the 

ranking by BLUPs based on observed scores (rs = 0.985),  though there were a  considerable 

number of rank changes. This suggests that a mixed model analysis which treats ordinal scores 

as metric data will yield meaningful results, but that the gain in efficiency is higher when using a 

threshold model. The threshold model may also be used when there is a metric scale, such as a 

percentage scale, underlying the observed ratings. The Laplace approximation (a single quadra-

ture point) as a numerical method to integrate the log-likelihood for random effects worked well, 

but it is recommended to increase the number of quadrature points until the change in parameter 

estimates becomes negligible. For more complex data structures, e.g. due to incomplete blocking 

or specific pedigree structure, further research is necessary.

Since ratings are important in the gene bank context, their statistical performance was analysed. 

Three rating methods (1%-steps, 5%- steps, 9-point rating) were assessed by untrained persons 

(Group  A)  and  persons  experienced  in  rating  (Group  B).  Every  person  had  to  rate  several 

computer-generated pictograms of diseased grain leaves. The estimates of Group B were always 

closer to the real disease value than those of Group A. The highest accuracy was found with 

Group B using the 1%-scale and with Group A using the 5%-scale.  With a percentage scale 

untrained raters tended to use values that are multiples of 5% or 10%. For the time needed per 

leaf assessment the trained group was fastest when using the 5% rating scale. The raters mostly 

preferred 9-point rating, especially when untrained. From a statistical point of view both percent 

ratings performed better than the ordinal rating scale. Generally, raters felt uncomfortable with 

uncommon thresholds for 9-point ratings as given with log-divided scales. The closer the scale of 

collected  data  is  to  a  ratio  scale  with  normal  distribution,  the  more  powerful  methods  are 

available for analysis. And if interpretation is to be possible even after years or over locations, 

percentages  are  unique  and  therefore  more  informative  especially  if  statistical  analysis  is 

required, while the definition of ordinal rating scales might change over time and be forgotten 

later. For the rater it might be inconvenient to decide on a definite number, but statistically the 
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possible error made by the rater is calculable and usually smaller than with ratings by rougher 

methods. So directly rating percentages whenever possible leads to smaller overall estimation 

errors,  and with  proper  training,  e.g.  using  an  appropriate  computer  program,  accuracy  and 

precision can be further improved.

One way to make gene bank data more reliable is to use a proper experimental field design. The 

augmented designs as proposed by Federer in 1956 offer themselves. Over the past 50 years a lot 

of additional research results have been published, e.g. on the construction and analysis of aug-

mented lattice square designs or the so-called alpha-alpha-designs. Another widely used method 

is the modified augmented design, which was introduced by Lin and his co-workers. The aug-

mented designs as proposed by Federer and those proposed by Lin have advantages and disad-

vantages. The augmented designs proposed by Federer have the advantage of an unbiased error 

estimate.  But  the  random allocation  of  checks  is  a  problem,  as  the  distribution  pattern  can 

become very patchy over the experimental site and therefore the assessment of environmental 

estimation can become unreliable. The augmented design by Lin et al. always places checks in 

the centre plot of every, if possible square-shaped, whole plot. The uncertainty with their aug-

mented designs lies with the analysis, for there is no obvious best model to estimate the genetic 

effect of an entry. So none of the methods of analysis proposed by Lin and co-workers is based 

on an explicit statistical model, and therefore there is no well-founded decision criterion to select 

between them. Computational analysis is now available for all designs as is the combination of 

results from augmented designs over sites.

Spatial analysis can increase the efficiency, e.g. compared to a standard complete block analysis, 

when within-block homogeneity is low, e.g. when block sizes are large. In this thesis spatial 

analysis is also used to find an optimal field layout for an augmented design, i.e. a layout that 

yields small least significant differences (LSD). The average variance of a difference (a.v.d.) and 

the average squared LSD are used to compare competing designs, using a theoretical approach 

based  on  variations  of  two  anisotropic  models  (nearly  isotropic,  strongly  anisotropic)  and 

different rotations of anisotropy axes towards field reference axes. The a.v.d. is mainly influ-

enced by the number of blocks, plots and checks. Based on theoretical calculations, up to five 

checks per block are recommended. The nearly isotropic combinations lead to designs with large 

quadratic  blocks.  The  strongly  anisotropic  combinations  display  effects  resulting  from  the 

combination of degree of anisotropy and rotation of anisotropy axes.  Without rotation small 

elongated blocks are preferred. The closer the rotation is to 45° the more square blocks and the 
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more checks are appropriate. 

Augmented designs represent a cost-effective,  efficient and well-manageable tool to separate 

genetic and environmental effects. But so far they have not found its way into standard regener-

ation of accessions. In a gene bank context it might be interesting to replace some check varieties 

by accessions that are in higher demand. The possibility to link data of diverse environments 

might be of special interest. But a general requirement then is that all data need to be connected, 

so it is important to have connecting checks and accessions in all environments. Powerful com-

puters and software necessary for analysis are fully developed and available and it is likely that 

over time augmented designs and associated analysis software will be adapted to the gene banks' 

needs. Computer programs for gene banks should include methods to select additional accessions 

that insure the connection of experiments over time in one place and within one year over sites, 

i.e.  coordination between gene banks,  if  desired.  Further  research is  necessary regarding the 

optimal number of different checks and replications per check.

Especially in times of decreasing financial resources it is worthwhile to invest money to gain the 

largest  benefit  possible  from evaluation  data  routinely  collected  by  gene  banks.  Combining 

geostatistical methods and classical field experimental designs, like augmented designs, seems to 

be a promising route in gene banks, for accession material is diverse and many influences, e.g. 

pests, are not under the researcher's control. Regardless which method is chosen, geostatistical 

methods, classical field experimental designs or a combination of both, it is essential to adopt 

one of these methods. The geostatisical approach of first differences (Besag and Kempton, 1986; 

Williams, 1986; Wu and Dutilleul, 1999), which was not investigated in this thesis, should be 

explored in context with gene bank data, since it is an alternative method to account for spatial 

variance.

The results presented in this thesis may be summarised as follows:

To achieve phenotypic trait data of accessions that are satisfying for statistical analysis, it is nec-

essary that the cultivation for regeneration of accessions is based on a meaningful and statisti-

cally analysable experimental field design. The design needs to include checks and a random 

sample of accessions from the gene pool held at the gene bank. Furthermore it is advisable to 

utilise metric or percentage rating scales. It can be expected that using a threshold model with 

ordinal ratings as well as applying metric or percentage rating scales wherever possible increases 

the quality of multivariate analysis and association mapping studies based on phenotypic gene 

bank data.

76



 7 Zusammenfassung
Großes Interesse im Bereich der Pflanzenzüchtung liegt heute auf der Genomanalyse. Microarry- 

und QTL-Analyse spielen dabei eine immer größere Rolle. Dabei ist das Ziel vieler Genomana-

lysen, die phänotypische Ausprägung eines Merkmale mittels genomischer Daten vorherzusagen. 

Diese Analysen basieren auf phänotypischen Daten, so dass eine ungenaue Erhebung der phäno-

typischen Daten zu ungenauen Ergebnissen bei der Genomanalyse führt. Daher ist für die Ermitt-

lung genomischer Informationen eine so präzise wie mögliche Erhebung der Felddaten genauso 

wichtig, wie akkurate Laborarbeit. Die vorliegende Arbeit hatte zur Aufgabe, sich mit der statis-

tischen Auswertbarkeit von phänotypischen Kulturpflanzen-Genbankdaten zu beschäftigen, mit 

dem Ziel, den genetischen Effekt möglichst genau zu schätzen. Exemplarisch wurden hierzu die 

Boniturdaten verschiedener Merkmale von Gerste (Hordeum  spec.) der Genbank des Leibniz-

Instituts  für Pflanzengenetik und Kulturpflanzenforschung (IPK) ausgewertet.  Zur Verfügung 

standen die Daten der Jahre 1948-1991 und 1993-2002. Innerhalb dieses Zeitraumes war die 

Skalierung der Ordinal-Skalen zwischen den Jahren 1991 und 1993 von 0-5 auf 1-9 Intervalle 

umgestellt worden. 

Dem Erhaltungsanbau lag kein Versuchsdesign zu Grunde. Die Daten je eines Jahres hatten nur 

wenige  Wiederholungen  je  eines  einzigen  Standards  (eine  Akzession)  innerhalb  der  Winter- 

bzw.  Sommergerste,  von  anderen  Akzessionen  gab  es  nur  ganz  vereinzelt  Wiederholungen. 

Daher wurde der Datensatz des Jahres 2002 getrennt für Sommer- und Wintergersten mit geosta-

tistischen Verfahren ausgewertet.  An jedes Merkmal (Bereifung,  Pflanzenlänge,  Mehltau und 

Zwergrost (Krankheitsbonituren), Lagerneigung vor der Reife, Wuchsform sowie Bestand vor 

und nach Winter) wurden vier Variogramm-Modelle (linear, sphärisch, exponentiell und Gauß) 

mittels  nichtlinearer  Regression  an  das  jeweilige  empirische  Variogramm angepasst.  Die  so 

gewonnenen geostatistischen Parameter wurden in ein Gemischtes Modell integriert und danach 

die 4 Modelle anhand des Akaikeschen Informationskriterium (AIC) verglichen. Für das nach 

AIC beste Modell wurden die Besten Linearen Unverzerrten Prädiktoren (BLUP) der Akzes-

sionenseffekte geschätzt. Mit dem Ansatz, die genetischen Effekte mittels Kriging zu schätzen, 

konnte jedoch häufig kein genetischer Effekt gefunden werden. Daher kann er nicht empfohlen 

werden. Die mit dem ersten Ansatz erhaltenen BLUPs wurden mit den ursprünglichen Bonitur-

daten mittels Spearmanscher Rangkorrelation verglichen. Die Werte lagen bei mindesten 0,79. 

Die Heritabilität  lag zwischen 0,008 und 0,95. Als optimale geostatistische Modelle erwiesen 

sich das Sphärische und das Exponentielle. Grundsätzlich war die Wahl des Kovarianzmodells 
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nicht kritisch, denn die Modelle unterschieden sich meist nur geringfügig. Ein Nugget-Effekt 

wurde häufig gebraucht. Da das gesamte Variogramm selten zufriedenstellend beschrieben wer-

den kann, ist es sinnvoll, den vorderen Bereich des Variogramms, der von besonderem Interesse 

ist, gut anzupassen. Wegen der geringen Zahl an Standards und Wiederholungen war es insge-

samt jedoch schwer, den Nugget und damit den genetischen Effekt gut zu schätzen.

Ein Möglichkeit, mehrjährige ordinale Daten auszuwerten, hier der gesamte Datensatz von 1948-

2002, ist das in dieser Arbeit untersuchte Schwellenwertmodell. Es erlaubt die gemeinsame Aus-

wertung von Daten, die mit zwei verschiedenen Boniturskalen erhoben wurden. Die bei der An-

wendung dieser Methode auf die Gerstendaten des IPK erhaltenen empirischen Bayes Schätzer 

wiesen eine hohe Spearmansche Rankorrelation mit den BLUPs auf, die direkt aus den beob-

achteten Werten gewonnen wurden (rs=0,985). Es ergab sich jedoch eine Vielzahl von unter-

schiedlichen Rängen. Dies deutet darauf hin, dass eine Analyse mit einem gemischten Modell 

zwar  sinnvolle  Ergebnisse liefert,  das  Schwellenwertmodell  jedoch noch zu besseren Ergeb-

nissen  führt.  Das  Schwellenwertmodell  kann auch verwendet  werden,  wenn den vergebenen 

Boniturnoten metrische Daten zu Grunde liegen, z.B. Prozentwerte.  Die verwendete Laplace-

Approximation (ein einzelner Quadraturpunkt) zur numerischen Integration der log-Likelihood 

über die zufälligen Effekte erwies sich hier als geeignete Methode. Die Anzahl der Quadratur-

punkte sollte jedoch so lange erhöht werden, bis die Änderung der Parameter vernachlässigbar 

ist.  Für  komplexere  Datenstrukturen,  z.B.  aufgrund unvollständiger  Blöcke oder  zusätzlicher 

Verwandschaftsverhältnisse zwischen den Genotypen, sind weitere Untersuchungen nötig.

Da Bonituren im Genbank-Kontext eine wichtige Rolle spielen, wurden ihre statistischen Eigen-

schaften  untersucht.  Geübte  und  ungeübte  Boniteure  wandten  drei  unterschiedliche  Bonitur-

skalen (1%-, 5%-Schritte,  9er Bonitur) auf computergenerierte Bilder von Getreideblätter mit 

Mehltaubefall an. Die genauesten Schätzungen gelangen den Geübten mit der 1% Skala und den 

Ungeübten mit der 5% Skala. Bei der 1% Skalierung neigten die Ungeübten dazu, Vielfache von 

5 häufiger als andere Werte zu vergeben. Bezüglich der zum Bonitieren benötigten Zeit war die 

trainierte Gruppe eindeutig mit der 5% Bonitur am schnellsten. Die meisten Boniteure, beson-

ders die Untrainierten, bevorzugten die 9er Bonitur, fanden die logarithmische Unterteilung je-

doch unangenehm. Aus statistischer Sicht sind die beiden Prozentbonituren angemessener, da 

metrische Skalen den Vorteil haben, auch nach Jahren oder über verschiedene Versuchstandorte 

hinweg, eindeutig und identisch zu sein und mehr Information zu beinhalten. Daher sind sie, 

besonders wenn statistische Auswertung der Daten gewünscht ist, den Boniturnoten vorzuziehen, 
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zumal  die  Skalierung von Boniturnoten  sich über  die  Jahre  hinweg verändern  oder  verloren 

gehen kann. Dem Boniteur mag es unangenehm sein, sich auf eine bestimmte Prozentzahl fest-

zulegen, von statistischer Seite ist es jedoch günstiger, da der Fehler des Boniteurs berechenbar 

und in der Regel kleiner ist, als der, der bei groberer Unterteilung einer Ordinalskala entsteht. 

Daher führt das Bonitieren mit Prozentskalen zu geringeren Schätzfehlern. Und Schätzübungen 

mittels geeigneter Computerprogramme erhöhen die Genauigkeit und Präzision.

Eine Möglichkeit,  Genbankdaten aussagefähiger zu machen, ist,  beim Erhaltungsanbau einem 

Versuchsdesign zu folgen. Dazu bieten sich Augmented Designs an, die 1956 von Federer vor-

geschlagen und seit dem weiterentwickelt wurden, u.a. durch Methoden zur Konstruktion und 

Analyse  auf  der  Basis  eines  Gitterquadrates  und das  so  genannte  Alpha-Alpha-Design.  Eine 

ebenfalls weit verbreitete Methode ist das Modified Augmented Design, das von Lin und Kolle-

gen vorgestellt und weiterentwickelt wurde. Die Augmented Designs, wie sie von Federer und 

Lin vorgeschlagen wurden, haben Vor- und Nachteile. Federers Designs schätzen den Fehler un-

verzerrt. Die zufällige Verteilung der Standards kann jedoch im Einzelfall sehr unregelmäßig 

und dadurch die Schätzung des Umwelteffekts unzuverlässig werden. Das Modified Augmented 

Design vermeidet dies durch Platzierung der Standards in die Mitte der möglichst quadratischen 

Großparzelle (whole plot). Da das Modified Augmented Designs nicht auf einer expliziten statis-

tischen Methode beruht,  gibt  es  jedoch kein  offensichtlich  bestes  Modell  zur  Schätzung der 

Effekte.  Computeranalyse  von Augmented Designs  ist  möglich,  ebenso wie die gemeinsame 

Auswertung verschiedener Umwelten.

Die Verwendung räumlicher Statistik kann, verglichen mit einer einfachen vollständigen Block-

anlage, die Effizienz erhöhen, wenn die Homogenität innerhalb eines Blocks gering ist, z.B. bei 

großen  Blöcken.  In  dieser  Arbeit  wurden  geostatistische  Methoden  genutzt,  um Augmented 

Designs zu optimieren, d.h. eine möglichst kleine Grenzdifferenz (LSD) zu erhalten. Die durch-

schnittliche Varianz einer Differenz (a.v.d.) und die durchschnittliche quadrierte LSD wurden 

zum Designvergleich genutzt. Hierzu wurde ein theoretischer Ansatz gewählt, der auf zwei an-

isotropen Modellen (fast isotrop, stark anisotrop) und verschiedenen Rotationen der Anisotropie-

Achse zur Hauptachse des Feldversuchs beruhte. Die a.v.d. wird hauptsächlich von der Zahl der 

Blöcke, Parzellen und Standards beeinflusst. Bis zu fünf Standards je Block scheinen empfeh-

lenswert. Liegt nahezu Isotropie vor, sind große quadratische Blöcke empfehlenswert. Bei An-

isotropie ist die Blockform von der Intensität der Anisotropie und der Rotation der Achsen zu-

einander  abhängig.  Ohne  Rotation  sind  schmale  lange  Blocks  empfehlenswert.  Je  näher  die 
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Rotation bei  45° liegt,  um so quadratischer  sollte  der  Block sein und umso mehr Standards 

sollten Verwendung finden.

Augmented Designs stellen für Genbanken vom Standpunkt  der  Kosten und des Arbeitsauf-

wands ein gut handhabbares Werkzeug dar, das seinen Weg jedoch noch nicht in den Vermehr-

ungsanbau gefunden hat. Für Genbanken interessant ist, dass Standards auch durch Akzessionen 

ersetzt werden können, für die z.B. eine größere Nachfrage besteht. Auch die Möglichkeit, ver-

schiedene Umwelten zusammen auswerten zu können, ist im Genbankkontext interessant. Hierzu 

müssen die Datensätze jedoch verbunden sein (connected), wobei es sinnvoll ist, so viele gleiche 

Standards  und Akzessionen  wie  möglich  in  mehreren,  der  zu  vergleichenden  Umwelten,  zu 

haben. Die für solche Auswertungen notwendige Soft- und Hardware steht zur Verfügung und es 

ist anzunehmen, dass in Zukunft spezielle Design- und Analyseprogramme für Genbanken ent-

wickelt werden. Diese sollten die Akzessionen so auswählen können, dass die Datensätze über 

verschiedene Orte und Jahre verbunden sind, so dass eine gemeinsame Auswertung in Koopera-

tion zwischen Genbanken möglich ist. Weitere Forschung hinsichtlich der Schätzung der opti-

malen Anzahl verschiedener Standards im Verhältnis zu deren Wiederholungen ist nötig.

Gerade in finanziell schwierigen Zeiten ist es sinnvoll, soviel Informationen wie möglich aus 

Routineerhebungen der Genbanken zu ziehen. Die Kombination geostatistischer Methoden und 

des klassischen Felddesigns, z.B. Augmented Design, scheint ein viel versprechender Weg für 

Genbanken, da das genetische Material divers und viele Einflüsse, wie z.B. Krankheiten, nicht 

vorhersagbar  sind.  Es  ist  weniger  ausschlaggebend,  ob geostatistische  Methoden,  klassisches 

Felddesign oder eine Kombination von beiden gewählt  wird,  aber  es ist  sinnvoll  eine dieser 

Optionen zu wählen.

Der geostatistische Ansatz der Ersten Differenzen (first differences), der in dieser Arbeit nicht 

berücksichtigt wurde, sollte im Zusammenhang mit Genbankdaten untersucht werden, da er eine 

weitere Möglichkeit darstellt räumliche Varianz zu modellieren. 

Zusammenfassend kann gesagt werden:  

Um phänotypische Merkmalsdaten von Akzessionen zu erhalten, die für statistische Auswertung 

geeignet sind, ist es nötig, dass der Erhaltungsanbau auf einem sinnvollen und statistisch aus-

wertbaren Versuchsdesign beruht, dass wiederholte Standards und dass eine zufällige Auswahl 

der  angebauten  Akzessionen  aus  der  Gesamtheit  garantiert  ist.  Des  Weiteren  ist  es  sinnvoll 

metrische oder Prozentboniturskalen zu verwenden.
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Es ist davon auszugehen, dass die Anwendung des Schwellenwertmodells bei Boniturnoten so-

wie  die  Verwendung  von metrischen  oder  Prozentskalen  die  Qualität  multivariater  Auswer-

tungen sowie Assoziationsstudien mit phänotypischen Genbankdaten verbessern.
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