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A B S T R A C T   

Forensic DNA Phenotyping (FDP) comprises the prediction of a person’s externally visible characteristics 
regarding appearance, biogeographic ancestry and age from DNA of crime scene samples, to provide investi-
gative leads to help find unknown perpetrators that cannot be identified with forensic STR-profiling. In recent 
years, FDP has advanced considerably in all of its three components, which we summarize in this review article. 
Appearance prediction from DNA has broadened beyond eye, hair and skin color to additionally comprise other 
traits such as eyebrow color, freckles, hair structure, hair loss in men, and tall stature. Biogeographic ancestry 
inference from DNA has progressed from continental ancestry to sub-continental ancestry detection and the 
resolving of co-ancestry patterns in genetically admixed individuals. Age estimation from DNA has widened 
beyond blood to more somatic tissues such as saliva and bones as well as new markers and tools for semen. 
Technological progress has allowed forensically suitable DNA technology with largely increased multiplex ca-
pacity for the simultaneous analysis of hundreds of DNA predictors with targeted massively parallel sequencing 
(MPS). Forensically validated MPS-based FDP tools for predicting from crime scene DNA i) several appearance 
traits, ii) multi-regional ancestry, iii) several appearance traits together with multi-regional ancestry, and iv) age 
from different tissue types, are already available. Despite recent advances that will likely increase the impact of 
FDP in criminal casework in the near future, moving reliable appearance, ancestry and age prediction from crime 
scene DNA to the level of detail and accuracy police investigators may desire, requires further intensified sci-
entific research together with technical developments and forensic validations as well as the necessary funding.   

1. Introduction 

Forensic DNA Phenotyping (FDP) refers to the prediction of a per-
son’s externally visible characteristics (EVCs) regarding appearance, 
biogeographic ancestry and age from DNA extracted from human bio-
logical samples collected at crime scenes [1]. FDP is applied in criminal 
cases where no match in forensic STR-profiling is found, because the 
sample donor is unknown to the investigative authorities and thus its 
STR-profile is unavailable for comparative matching [2]. FDP aims to 
provide investigative leads to help find unknown perpetrators of crime 
by reducing the number of potential suspects to a group of people that 

match the EVC information predicted from the crime scene DNA. FDP 
therefore allows focused police investigation based on information ob-
tained directly from the evidential material. Because current FDP tools 
cannot deliver appearance on the individual-specific level, which also is 
unlikely to become possible in the foreseeable future, FDP applications 
are always followed by forensic STR-profiling for final individual iden-
tification. Because appearance, ancestry and age by themselves describe 
a person’s EVCs, and since some appearance traits depend on certain 
biogeographic ancestries and/or a certain age range, the combination of 
all three FDP components is the most informative way to find unknown 
perpetrators with the help of DNA. Therefore, it is recommended to 
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combine DNA-based appearance, ancestry and age prediction in forensic 
practice, provided the legal situation allows [2]. FDP does not come 
without ethical, societal and legal implications as described elsewhere 
[3]. In recent years, several countries have revised their forensic DNA 
legislation to allow and regulate FDP, while in some other countries FDP 
is allowed without law specifications [2]. 

The final practical success of FDP in criminal casework depends on 
the level of detail, accuracy and reliability with which appearance, 
ancestry and age can be predicted from crime scene DNA. Another factor 
is the frequency of the predicted EVC feature in the region where the 
crime was committed, assuming the criminal is local. Predicted EVC 
features that are less frequent in the region where the crime happened 
will help more in the police investigation to find the unknown perpe-
trator (provided the perpetrator comes from that region), than common 
ones. However, this does not mean that predicting common features has 
no value because it allows the exclusion of individuals not matching 
these common features, for instance members of minority groups [2]. 
Practical success of FDP also depends on how the FDP outcome is finally 
utilized during the police investigation. An effective way in cases with 
unknown male perpetrators is to combine FDP with patrilineal familial 
search [4], where only those men are approached for voluntary partic-
ipation in the Y-STR profiling that meet the FDP outcome. This com-
bined approach allows to focus on a smaller number of volunteers 
matching the FDP outcome than would DNA mass screening or DNA 
dragnets without combining with FDP. The success of this combined 
approach is exemplified in the murder and rape case of Milica van Doorn 
in the Netherlands [5]. 

FDP tools generally consist of two components: i) a forensically 
validated multiplex genotyping tool for analyzing all predictive DNA 
markers in the crime scene sample based on a forensically suitable DNA 
technology allowing low quality and low quantity DNA analysis, and ii) 
a prediction tool based on a validated prediction model for obtaining 
probabilities in appearance and ancestry prediction, and for estimating 
the age from the epigenetic data, established with the multiplex geno-
typing tool from the crime scene DNA. Average prediction accuracy 
estimates available from the validation of the prediction models indicate 
if a prediction model / tool is accurate enough for practical application. 
However, even models with lower average accuracy can yield high 
probabilities in certain individuals, albeit in less individuals than with 
accurate models. In practical casework application, current appearance 
DNA prediction tools deliver probabilities of trait categories for all 
appearance traits for which DNA predictors are included in the geno-
typing tools. Thus far, appearance DNA prediction in forensic applica-
tions purely reflects categorical prediction as the science of continuous 
appearance prediction from genetic data is not yet advanced enough or 
troubled by the very large number of DNA predictors needed. The esti-
mation of a probability is mirrored in the inference of biogeographic 
ancestry from crime scene DNA, where typically a likelihood ratio (LR) 
framework is applied. In DNA-based age prediction, the prediction 
model delivers an age estimate for which the error comes as average 
error of the prediction model. Thus, FDP not only provides information 
on the unknown sample donor’s most likely category of all appearance 
traits, the most likely geographic region of bio-geographic ancestry, and 
the most like age, but also on the errors of these DNA-based predictions. 
This marks an advantage over eyewitness descriptions (when these are 
available) that are known to be highly subjective and prone to change 
over time [6], but the error in an eye witness report of any specific case 
is completely unknown. Based on the magnitude of the probabilities or 
LRs obtained in any one case, police investigators can decide what 
weight to give the generated FDP information in the investigation. FDP 
always relies on reference data used either directly or indirectly. 
Directly, as with most biogeographic ancestry prediction tools per-
forming inference analysis of the case sample data alongside reference 
population sample data. Indirectly, as with appearance and age pre-
diction, where the reference data are used in the prediction models to 
obtain the probabilities, but not by the prediction tools directly. 

Therefore, reference data should always be described together with the 
prediction outcome, when FDP results are reported to the investigative 
authorities. 

In recent years there have been significant advances in FDP in all 
three components: appearance, ancestry and age prediction from crime 
scene DNA, which we summarize in this review. For earlier achieve-
ments in this field, we refer to the previous review articles on the 
forensically-motivated prediction of appearance and ancestry published 
in 2015 [7,8] and age published 2016–17 [9,10]. A key element for the 
improved FDP solutions was the increased number of DNA predictors 
that have become available over recent years. However, this number 
went beyond the limits of the multiplex capacities of the forensic DNA 
technologies previously used in FDP tools. Advances in targeted MPS 
technologies demonstrated increased multiplex capacity compared to all 
previously used forensic DNA technologies, which together with its 
sensitivity and reliability makes MPS the key technology for FDP pur-
poses. The multiplex capacity of targeted MPS is highest for SNPs, used 
for appearance and ancestry prediction, compared to DNA methylation 
markers, used for age prediction. In the last years, significant progress 
has been made in the implementation of MPS technologies in the 
forensic workflow for all types of forensic purposes including for FDP 
[11]. Various MPS-based multiplex genotyping tools have been devel-
oped recently for predicting from crime scene DNA i) several appearance 
traits combined, ii) multi-region biogeographic ancestry, iii) several 
appearance traits combined with multi-regional ancestry, and iv) age 
from different tissues, which provide improved FDP solutions, as we 
discuss in this review. 

However, there are critical points that apply to many of the recent 
and earlier studies on forensically motivated DNA-based appearance, 
ancestry and age prediction. First, the sample size of the dataset used for 
discovering the predictive DNA marker was often small, which leads to 
uncertainty in the predictive value of the markers used. Second, datasets 
used for building and validating the prediction model were also small in 
scale and not independent from each other and/or the marker discovery 
dataset. Applying the same datasets for the different steps in the pre-
diction modelling can result in overestimation of the prediction accu-
racy, especially when the same dataset is used for all three steps. Using 
the same (large) dataset for model building and model validation by 
performing cross-validation is a valid option as long as it such dataset 
was not additional used for marker discovery, but using independent 
datasets for all three steps is always better. Third, many of the reported 
prediction models were not made available as prediction tools, which 
prevents others, besides the reporting authors, to apply them in practice. 
Fourth, many articles that describe prediction markers and models do 
not provide a dedicated multiplex genotyping tool, which hinders 
practical applications. Fifth, when multiplex genotyping tools were re-
ported, they often lacked forensic validation studies, which prevents 
applications in forensic practice.An optimum approach for developing 
and validating FDP tools includes: i) DNA predictors ascertained from a 
large dataset not used in prediction modeling, ii) a prediction model 
built in a large independent dataset and validated in a large independent 
dataset, while the model validation delivers high-enough prediction 
accuracies for appearance and ancestry and low-enough error for age, 
iii) the developed prediction model is made available for practical ap-
plications as a prediction tool, iv) a single-multiplex genotyping tool is 
developed for all DNA predictors used in the prediction model(s) based 
on a technology suitable for analyzing low quantity and low quality 
DNA, v) the multiplex genotyping tool has undergone forensic valida-
tion and successfully passed the major validation steps, and vi) the 
forensically validated multiplex genotyping tool is made available 
together with the prediction tool, thereby allowing practical FDP ap-
plications in forensic casework. However, in reality, many studies did 
not meet several or all of these points, which limits FDP applications. 
The VISible Attributes through GEnomic (VISAGE) Consortium and 
Project, which worked on improving, integrating, implementing, 
disseminating and assessing the societal and ethical implications of 
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Forensic DNA Phenotyping on appearance, bio-geographic ancestry and 
age (http://www.visage-h2020.eu), considered all the above raised 
points when designing, developing, and forensically validating the 
VISAGE Toolbox. 

2. Recent progress in predicting appearance traits from crime 
scene DNA 

Developments in forensically motivated DNA prediction of appear-
ance traits published up to 2014–15 are summarized elsewhere [7]. At 
that time, categorical eye and hair color prediction from crime scene 
DNA had become established with several predictive DNA marker sets, 
multiplex genotyping tools - some with forensic validation, and statis-
tical prediction models – some with prediction tools [7]. Skin color DNA 
prediction was emerging, while other appearance traits were not pre-
dictable from DNA due to strong limitations in the genetic knowledge 
available for these traits at that time [7]. Since 2015, DNA prediction of 
skin color became more established [12,13], and (more) predictive DNA 
markers for more appearance traits were discovered, such as for 
eyebrow color, freckles, hair structure, hair loss in men, tall stature, and 
grey hair. In the following sections, we summarize the recent advances 
in appearance DNA prediction for these recently added traits after we 
provide a brief update on advances in eye, hair, and skin color DNA 
prediction. For other appearance traits, such as ear morphology, facial 
hair traits and facial shape, the number of reported associated DNA 
variants has increased over the last years, but the phenotypic variance 
they explain is not large enough for developing FDP tools as of yet, 
which we summarize in one section. In the last section of this chapter, 
we discuss the newly emerging field of epigenetic prediction of exter-
nally visible characteristics or habits that are determined by the expo-
sure to external factors such as tobacco smoking. 

2.1. Recent advances in eye color and hair color DNA prediction 

The main steps in the establishment of eye and hair color DNA pre-
diction from crime scene DNA were accomplished prior to 2015 as 
described before [7]. The recent years have seen many validation studies 
of these previously established eye and hair color DNA prediction tools 
in different populations from the same and different continents 
including admixed groups, and with different statistical approaches 
including machine-learning methods. Discussing these here would go 
beyond the practical length of this review. 

In 2018, the IrisPlex model for eye color prediction and the HIrisPlex 
model for hair color prediction were both revised by increasing the 
model-underlying reference data, respectively [13]. The updated Iris-
Plex model is now based on close to 9500 samples and yields prediction 
accuracies expressed as cross-validated AUC (area under the receiver 
operating curve) of 0.95, 0.94 and 0.74 for brown, blue, and interme-
diate eye color, respectively (Table 1). Notably, the relatively low AUC 
for intermediate eye color understates the ability to predict non-blue and 
non-brown eye color with IrisPlex, which is possible by deviating from 
concluding the most likely eye color from the category with the highest 
probability, as typically done for blue and brown eye color. In many 
cases, IrisPlex allows concluding intermediate eye color from similarly 
high probabilities obtained for the blue and the brown eye color cate-
gories. The updated HIrisPlex model is based on close to 1900 samples 
and gives cross-validated AUCs of 0.92, 0.83, 0.80 and 0.72 for red, 
black, blond and brown hair color, respectively (Table 1). The updated 
IrisPlex and HIrisPlex models are publicly available for practical use as 
prediction tools via the Erasmus MC Hirisplex website at https://hir 
isplex.erasmusmc.nl. Both prediction tools available via the HirisPlex 
website are based on a dynamic IrisPlex and HIrisPlex prediction 
models, thereby allowing missing data depending on which SNP is 
missing in the incomplete profiles obtained from low quality and/or 
quantity crime scene DNA. Non-dynamic versions of the updated Iris-
Plex and HIrisPlex models are implemented in the VISAGE Software for 

Appearance, Ancestry and Age prediction from DNA (VISAGE Software, 
Table 1), which uses as input the MPS data generated with the VISAGE 
Enhanced Tool for Appearance and Ancestry [14] and the two VISAGE 
Enhanced Tools for Age [15,16]. The VISAGE Software is available for 
expert forensic genetic practitioners via the European Network of 
Forensic Science Institutes (ENFSI). 

The IrisPlex and HIrisPlex SNPs can be analyzed with the forensically 
validated IrisPlex and HIrisPlex multiplex genotyping tools based on a 
single SNaPshot assay, respectively [17–19]. They are included together 
with autosomal ancestry informative SNPs and Y-chromosome SNPs in a 
hybridization capture based MPS assay [20] (Table 1). They are part of 
the forensically validated commercial MPS-based ForenSeq DNA 
Signature Prep Kit (Verogen) together with genetic markers for 
biogeographic ancestry and other forensic purposes [21] (Table 1). The 
commercial Universal Analysis Software (Verogen) for data analysis 
allows, amongst other things, to generate eye and hair color probabili-
ties from the data established with the kit. Notably, the prediction pa-
rameters used by this commercial prediction tool are the ones from the 
first IrisPlex and HIrisPlex models, which were based on much smaller 
datasets and deliver lower accuracies then the updated current models 
available via the HirisPlex webtool (Table 1). The Iris and HIrisPlex 
SNPs can also be analyzed together with additional skin color predicting 
SNPs of the HIrisPlex-S system with several MPS tools (see below under 
skin color). 

The last years have also seen significant progress in genetically un-
derstanding eye and hair color variation more completely via outcomes 
of genome-wide association studies (GWASs) with enlarged sample size 
and consequent increased statistical power. Published in 2018 [22], the 
International Visible Trait Genetics (VisiGen) Consortium performed a 
GWAS on hair color in almost 300,000 Europeans and identified 124 
significantly associated genetic loci, of which 111 were not previously 
known for hair color. Next to GWAS, the authors tested the predictive 
value of the newly identified SNPs in a total of < 15,000 Europeans from 
two cohorts. Based on 252 of the 258 independently associated SNPs 
discovered in their GWAS together with 18 available HIrisPlex SNPs, 
and based on data from two cohorts combined (split 80 %:20 % for 
model building and testing), AUCs of 0.86 for red, 0.86 for black, 0.74 
for blond and 0.68 for brown were achieved, while the incomplete 
18-SNP HIrisPlex model gave 0.85, 0.78, 0.67 and 0.62, respectively, in 
the same data [22]. Thus, a prediction accuracy increase was achieved 
for all four hair color categories, which, however, was relatively small 
for the price of adding 234 (14-fold) more SNPs to the model, with AUC 
increases of 0.08 for black, 0.07 for blond, 0.06 for brown, and 0.01 for 
red hair [22]. A dedicated multiplex genotyping tool for the SNP pre-
dictors and a prediction tool were not made available by the authors, 
who used GWAS data from SNP microarrays. Provided enough multi-
plexing capacity of the genotyping method, the hair color SNP predictor 
identified by Hysi et al. should be considered in the development of 
future FDP tools. 

In 2021, the VisiGen Consortium published a GWAS on eye color in 
195,000 Europeans and identified 61 significantly associated genetic 
loci of which 50 were previously unknown for eye color [23]. Although 
the eye color predictive value of the identified SNPs was not tested in 
this study, the authors quantified the amount of eye color variation 
explained by these SNPs, which was 53 % (95 % confidence interval 
45–61 %) of the total eye color variation in their study population. Also 
published in 2021, Kukla-Bartoszek et al. [24] performed a whole exome 
sequencing study in a (for association studies very small) number of 150 
Polish subjects and reported 27 new candidate SNPs for eye color. 
Testing 137 newly and previously discovered eye color SNPs in 849 
Polish samples enabled the authors to develop new predictive models for 
eye color following a two-step modelling approach. In the first step, AIC, 
BIC and LASSO methods were applied for marker selection, and in the 
second step, regression models were built based on the selected markers. 
The regression model based on LASSO-selected markers consisted of 10 
SNPs and that based on BIC-selected markers only had 4 SNPs; both 
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Table 1 
MPS-based tools for predicting appearance traits from crime scene DNA.  

Tool name Appearance Traits Appearance 
Markers 

Composition, MPS 
technology 

Forensic 
validation* 

Prediction models with 
reference data and prediction 
accuracy** 

Prediction tool References 

ForenSeq DNA 
Signature Prep 
Kit (Verogen) 
# 

Eye color, hair color 24 HIrisPlex 
SNPs 

Appearance + BGA +
other forensic purposes, 
ForenSeq 

Yes Eye color: first IrisPlex model: 
model building N = 3804, model 
validation N = 2364, AUCs blue 
0.91, brown 0.93, interm. 0.72; 
Hair color: first HIrisPlex model: 
model building and cross- 
validation N = 385, AUCs red 
0.9, black 0.78, blond 0.75, 
brown 0.72 

Universal 
Analysis 
software, UAS 
(Verogen)# 

[21,214, 
215] 

Bulbul & Filoglu Eye color, hair color, 
skin color 

41 HIrisPlex-S 
SNPs 

Appearance + BGA, 
AmpliSeq 

Yes Eye color: updated IrisPlex 
model; Hair color: updated 
HIrisPlex model; Skin color: 
HIrisPlex-S models (all see 
above) 

HirisPlex 
webtool https 
://hirisplex.eras 
musmc.nl/ 

[13,27] 

HIrisPlex-S Eye color, hair color, 
skin color 

41 HIrisPlex-S 
SNPs 

Appearance; AmpliSeq, 
Illumina 

Yes Eye color: updated IrisPlex 
model: N = 9466 cross- 
validation, AUCs: blue 0.94, 
brown 0.95, intermediate 0.74; 
Hair color: updated HIrisPlex 
model: model building and cross- 
validation N = 1878, AUCs red 
0.92, black 0.83, blond 0.80, 
brown 0.72; Skin color: IrisPlex-S 
model: N = 1423, cross- 
validation: AUCs very light 0.74, 
light 0.72, interm. 0.73, dark 
0.88, dark to black 0.96 

Hirisplex 
webtool https 
://hirisplex.eras 
musmc.nl/ 

[13,26] 

VISAGE Basic 
Tool for 
Appearance 
and Ancestry$ 

Eye color, hair color, 
skin color 

41 HIrisPlex-S 
SNPs 

Appearance + BGA, 
AmpliSeq, ForenSeq, 
PowerSeq 

Yes Eye color: updated IrisPlex 
model; Hair color: updated 
HIrisPlex model; Skin color: 
HIrisPlex-S models (all see 
above) 

Hirisplex 
webtool https 
://hirisplex.eras 
musmc.nl/ 

[13,28–30] 

Forensic Capture 
Enrichment 
(FORCE) 

Eye color, hair color, 
skin color 

41 HIrisPlex-S 
SNPs 

Appearance + BGA +
other forensic purposes, 
capture enrichment 
MPS, Illumina Next 
Seq,$, $$ 

No Eye color: updated IrisPlex 
model; Hair color: updated 
HIrisPlex model; Skin color: 
HIrisPlex-S models (all see 
above) 

HirisPlex 
webtool https 
://hirisplex.eras 
musmc.nl/ 

[13,31] 

Rauf et al. Eye color, hair color 23 HIrisPlex 
SNPs 

Appearance + BGA, 
capture enrichment 
MPS, Illumina 

No Eye color: updated IrisPlex 
model; Hair color: updated 
HIrisPlex model; Skin color: 
HIrisPlex-S models (all see 
above) 

HirisPlex 
webtool https 
://hirisplex.eras 
musmc.nl/ 

[13,20] 

VISAGE 
Enhanced Tool 
for 
Appearance 
and Ancestry 

Eye color, hair color, 
skin color, eyebrow 
color, freckles, hair 
shape, male hair loss 

199 
appearance 
SNPs 

Appearance + BGA, 
AmpliSeq 

Yes Eye color: updated IrisPlex (see 
above); Hair color: updated 
HIrisPlex model, partial model 
with 20-SNPs, N = 1878, cross- 
validation, AUCs: red 0.91, black 
0.83, blond 0.80, brown 0.72; 
Skin color: HIrisPlex-S model, 
partial model with 34 SNP, N =
1423, cross-validation, AUCs 
very light 0.74, light 0.72, 
interm. 0.73, dark 0.89, dark to 
black 0.96; Eyebrow color: Peng 
model (Peng et al.), partial model 
with 24 SNPs + sex, N = 3114 
model building, N = 779 model 
validation, AUCs blond 0.7, black 
0.68, brown 0.62; Freckles: 
Kukla-Bartoszek model (Kukla- 
Bartoszek et al.), 10 SNPs +
MC1R r/R + SNP-SNP 
interactions + sex, N = 960, 
cross-validation, AUC yes-no 
0.75; 
Hair shape: Pospiech model 
(Pospiech et al.), partial model 
with 28 SNPs + sex, N = 9674 
model building, N = 2138 model 
validation, AUC straight / non- 
straight 0.68 (all), 0.66 
(Europeans), 0.81 (non- 

VISAGE 
Software 

[14,35,37, 
42,46] 

(continued on next page) 
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models included 3 of the 6 IrisPlex SNPs. These two best models ach-
ieved similarly high AUCs for blue and brown eye color as available with 
the IrisPlex markers and model, while for intermediate eye color the 
AUC was significantly higher with AUC of 0.85 [24]. No multiplex 
genotyping tool and no prediction tool were made available in this 
study. Provided enough multiplexing capacity of the genotyping 
method, the newly identified eye color SNPs should be considered in the 
development of future FDP tools. Eventually, DNA-based eye and hair 
color prediction should be moved from the categorical to the continuous 
level in the future. 

2.2. Skin color DNA prediction 

The first comprehensive system for skin color prediction DNA 
became available in 2014 from Maronas et al. [25] as previously dis-
cussed together with earlier developments [7]. In 2018, Chaitanya et al. 
[13] published an extension of the HIrisPlex system by additionally 
including skin color predicting SNPs previously identified by Walsh 
et al. [12]. This HIrisPlex-S (S for skin) system includes 41 SNPs of which 
36 are predictive for skin color, some of which were already included in 
HIrisPlex. The predictive value for skin color of the 36 SNPs included in 
the HIrisPlex-S system was identified by Walsh et al. [12] in a 
comprehensive study testing 77 pigmentation SNPs from 37 genetic loci 
in 2025 individuals from 31 global populations. By applying both 
marker sets in the same 194 DNA samples, Wlash et al. demonstrated 
that these 36 SNPs outperformed the 10 SNPs from the skin color pre-
diction system of Maronas et al. [25]. 

The current HIrisPlex-S model for skin color prediction consists of 
genotype and phenotype data of 1423 globally distributed individuals 
[13] and achieves prediction accuracies expressed as cross-validated 
AUC of 0.96 for dark to black, 0.88 for dark, 0.73 for intermediate, 
0.72 for light, and 0.74 for very light skin color (Table 1). The dynamic 
HIrisPlex-S model is publicly available for practical use as prediction 
tool via the Erasmus MC Hirisplex website at https://hirisplex.era 
smusmc.nl together with the IrisPlex model for eye color and HIr-
isPlex model for hair color prediction. A non-dynamic version of the 
HIrisPlex-S model is implemented in the VISAGE Software (Table 1). 

The HIrisPlex-S SNPs can be analyzed via two forensically validated 
SNaPshot multiplex assays [13] or via targeted MPS. Targeted MPS as-
says for HIrisPlex-S are available as i) one multiplex based on AmpliSeq 
and Illumina sequencing with the HIrisPlex-S MPS tool [26] (Table 1), ii) 
one multiplex in combination with ancestry-informative SNPs based on 
AmpliSeq [27] (Table 1), iii) one multiplex in combination with 
ancestry-informative SNPs with the VISAGE-BT-AA based on AmpliSeq 
[28], ForenSeq [29], and PowerSeq [30], for which the AmpliSeq primer 
pool is commercially available as a community panel from Thermo 
Fisher Scientific, iv) one multiplex in combination with SNPs for 
biogeographic ancestry and other forensic purposes based on hybridi-
zation capture enrichment with the Forensic Capture Enrichment 
(FORCE) tool [31], and v) one multiplex in combination with SNPs for 
four additional appearance traits and biogeographic ancestry with the 

VISAGE Enhanced Tool for Appearance and Ancestry (VISAGE-ET-AA) 
based on AmpliSeq technology [14] (Table 1). All these MPS tools, 
except FORCE, have been involved in forensic validation studies, albeit 
not to the same degree (Table 1). 

Genetic knowledge on skin color further improved in the recent 
years. In 2018, Visconti et al. [32] published a GWAS on sun sensitivity 
as a proxy phenotype for skin color in over 175,000 Europeans and 
identified 20 significantly associated genetic loci of which 14 were 
previously unknown for skin color. Skin color GWASs were also per-
formed recently in non-Europeans such as in Africans [33] and South 
Asians [34] that re-discovered genetic skin color loci previously known 
from Europeans as well as genetic loci previously unknown from Euro-
peans, which, however, still require independent replication. These 
newly identified skin color associated SNPs have not been tested yet for 
their skin color predictive value, which should be done in the future. 
However, given that prediction accuracies available with current sys-
tems, such as HIrisPlex-S, are considerably lower for light skin cate-
gories than those of the dark categories, finding more predictive SNPs 
for light skin is more essential to improve skin color DNA prediction, 
than adding more dark skin SNP predictors. Eventually, as with eye and 
hair color, also skin color DNA prediction should also be moved from the 
categorical to the continuous level in the future. 

2.3. Eyebrow color DNA prediction 

In 2019, Peng et al. [35], with support by the VISAGE Project, 
published the first GWAS on eyebrow color, a trait which is largely but 
not completely correlated with head hair color (e.g., some blond in-
dividuals have dark eyebrows). They used >8500 European samples and 
identified six significantly associated genetic loci, one of which had not 
been previously linked with eyebrow color or other human pigmenta-
tion traits. In addition to GWAS, the authors used all identified signifi-
cantly associated SNPs for prediction modelling of eyebrow color by 
building the prediction model in >3000 Europeans and validating it in 
>750 subjects. Their best model based on 25 SNPs achieved AUCs of 0.7, 
0.67 and 0.62 for blond, black and brown eyebrow color, respectively 
(red eyebrow color was excluded due to the extremely small sample size 
in the study). Dedicated multiplex genotyping and prediction tools for 
eyebrow color were not made available by the authors, who used GWAS 
data from SNP microarrays. However, the eyebrow color predictive 
SNPs reported by Peng et al. are included in the forensically validated 
VISAGE-ET-AA MPS tool (Table 1), and the eyebrow color prediction 
model is implemented in the VISAGE Software (Table 1). Given the 
medium level accuracy achieved by the current model, future efforts 
should focus on identifying additional independently predictive SNPs 
for eyebrow color and consider them in developing future FDP tools. 

2.4. Freckle DNA prediction 

In 2018, Hernando et al. [36] reported the first genetic prediction 
model for freckles, for which the same dataset of 458 Spanish subjects 

Table 1 (continued ) 

Tool name Appearance Traits Appearance 
Markers 

Composition, MPS 
technology 

Forensic 
validation* 

Prediction models with 
reference data and prediction 
accuracy** 

Prediction tool References 

Europeans); Male hair loss: Chen 
model (Chen et al.), partial model 
with 102 SNPs, N = 104,694 
model building, N = 26,177 
model validation, AUC no / any 
0.69. 

MPS-tools are listed in time-wise order of publication, * in the sense of published forensic validation studies of the MPS tool including testing of sensitivity, specificity, 
degradation, concordance, population samples, mock casework samples; ** prediction accuracy expressed as AUC where 1.0 means perfect prediction and 0.5 random 
prediction, for additional prediction accuracy parameters, see original references, also see Caliebe et al. [216] for discussion on prediction accuracy parameters, # 

commercial tool, $ AmpliSeq primer pool commercially available from Thermo Fisher Scientific, $$ QIAseq primer pool commercially available from QIAGEN. 
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were used for prediction model building and model validation. Their 
final prediction model was based on three SNPs from three genes plus 
the compound R/r markers from MC1R. The model achieved a 
cross-validated AUC of 0.77 for presence versus (vs.) absence of freckles 
without considering sex, and 0.78 with sex. Independent model testing 
in an additional > 190 samples gave an AUC of 0.81. Dedicated multi-
plex genotyping and prediction tools for freckles were not made avail-
able by the authors. In 2019, Kukla-Bartoszek et al. [37], with support 
by the VISAGE Project, published the second prediction model for 
freckles. In their study, the authors first screened 113 DNA variants from 
46 genes previously associated with pigmentation traits in 960 Polish 
samples to identify genetic freckle predictors. They used the same 
dataset for prediction model building and model validation. Their 
2-category model for presence vs. absence of freckles based on 12 var-
iables achieved a cross-validated AUC of 0.75. Their 3-category model 
based on 14 variables revealed a cross-validated AUC of 0.79 for heavy 
freckling, 0.66 for medium freckling, and 0.75 for absence of freckles. As 
variables in their prediction models, the authors considered SNPs, 
compound MC1R R/r markers, sex, SNP-SNP interactions, and sex-SNP 
interactions. This model achieved a prediction accuracy increase of 
0.085 AUC compared to the previous model from Hernando et al. 
Dedicated multiplex genotyping and prediction tools for freckles were 
not made available by the authors. However, the freckle predictive SNPs 
reported by Kukla-Bartoszek et al. for their 2-category model are 
included in the forensically validated VISAGE-ET-AA MPS tool 
(Table 1), and the freckles prediction model is implemented in the 
VISAGE Software (Table 1). Based on the medium-level AUC achieved 
by the current models, future efforts should focus on identifying addi-
tional independently predictive SNPs for freckles and consider them in 
future FDP tools. 

2.5. Grey hair DNA prediction 

In 2016, a GWAS on hair phenotypes including head hair greying was 
published [38] based on over 6000 Latin Americans, which discovered 
one significantly associated genetic locus for grey hair harboring IRF4, a 
known pigmentation gene. In 2020, Pospiech et al. [39] published an 
association study based on whole-exome sequencing data in a (for as-
sociation testing very small) number of 150 Polish samples, followed by 
targeted MPS of 378 newly identified exonic and literature-based SNPs 
in over 849 Polish subjects. The authors used the same dataset for pre-
diction model building and model validation. Their 2-category predic-
tion model for presence vs. absence of hair greying based on ten SNPs, 
age and sex achieved a cross-validated AUC of 0.87, while their 3-cate-
gory model based on twelve SNPs, age, and sex cross-validated AUCs of 
0.86 for no, 0.79 for mild, and 0.88 for severe hair greying. However, the 
authors reported that their SNP predictors explained only 10 % of the 
hair greying variation in their study population, while age explained 48 
% and sex > 5 %. Thus, age alone was responsible for most of the pre-
diction accuracy these models achieved. Dedicated multiplex genotyp-
ing and prediction tools for grey hair were not made available by the 
authors. Future efforts will need to concentrate on finding more inde-
pendently predicting SNPs for hair greying to develop more accurate 
prediction models and tools. Moreover, because of its strong age de-
pendency, hair greying should additionally be investigated via 
epigenome-wide association studies (EWAS) to find DNA methylation 
sites associated with grey hair that may serve as epigenetic predictors for 
grey hair and consider them in future epigenetic FDP tools. 

2.6. Hair shape DNA prediction 

In 2015, Pospiech et al. [40], as part of the EUROFORGEN-NoE 
Consortium, reported the first prediction model for hair shape based 
on three SNPs in 528 Polish samples using the same dataset for predic-
tion model building and model validation. Based on different methods 
used, their models achieved cross-validated AUCs between 0.589 and 

0.688 for straight vs. non-straight hair. Dedicated multiplex genotyping 
and prediction tools for hair shape were not made available by the au-
thors. In 2018, Liu et al. [41] published a GWAS on hair shape in almost 
29,000 individuals from different continental populations, which iden-
tified 12 significantly associated genetic loci, of which 8 were not pre-
viously involved in hair shape. The authors reported a prediction model 
for hair shape based on 14 SNPs and sex, which was built from over 6000 
Europeans that were part of the discover GWAS and achieved a 
cross-validated AUC of 0.66, while the external validation in almost 
1000 independent Europeans gave 0.64. Dedicated multiplex genotyp-
ing and prediction tools for hair shape were not made available by the 
authors, who used GWAS data from SNP microarrays. As part of the 
EUROFORGEN-NoE Consortium, Pospiech et al. [42] published in 2018 
what is currently the most comprehensive prediction model for hair 
shape. For model building, the authors used data from over 9600 Eu-
ropean and non-European subjects previously used by Liu et al. [41] and 
tested 90 candidate SNPs. Model validation employed an independent 
dataset of nearly 2500 European and non-European samples. The best 
2-category prediction model for straight vs. non-straight based on 32 
SNPs, sex and age achieved an AUC of 0.7 for Europeans and 
non-Europeans combined. A considerably higher AUC of 0.80 was ob-
tained from non-Europeans (N = 277) compared to 0.68 Europeans (N 
= 2138). For combined Europeans and non-Europeans, the best 3-cate-
gory model based on 33 SNPs, mostly overlapping with those in the 
2-category model, yielded AUCs of 0.68, 0.6 and 0.62 for straight, wavy 
and curly hair shape, respectively, without sex and age. For 
non-Europeans and Europeans separately, the AUCs were 0.8, 0.61, 0.74 
and 0.67, 0.6, 0.6, respectively. The increased prediction accuracy in 
non-Europeans is explained by a strong SNP predictor in the EDAR gene, 
for which the predictive allele does not exist in Europeans [41]. Dedi-
cated multiplex genotyping and prediction tools for hair shape were not 
made available by the authors. However, the SNP predictors of the 
2-category model of hair shape prediction by Pospiech et al. are included 
in the forensically validated VISAGE-ET-AA MPS tool (Table 1), and the 
hair shape prediction model is implemented in the VISAGE Software 
(Table 1). The medium-level AUC currently achieved for hair shape 
prediction should prompt future efforts to identify additional indepen-
dently predictive SNPs and consider them in the development of future 
FDP tools. 

2.7. Male hair loss DNA prediction 

In 2015/16, the first two genetic prediction models for hair loss in 
men, or male pattern baldness (MPB), were independently published. 
Marcinska et al. [43], as part of the EUROFORGEN-NoE Consortium, 
tested 50 MPB-associated SNPs for their predictive value in > 600 Eu-
ropeans from different European populations. The authors reported a 
5-SNP model and an extended 20-SNP model, both built in 305 samples 
and validated in independent 300 samples. Their 20-SNP 2-category 
model achieved an AUC of 0.66 for no baldness vs. significant baldness 
without considering age, while when selecting males over 50 years of 
age, the AUC increased to 0.76. Dedicated multiplex genotyping and 
prediction tools for MPB were not made available by the authors. In a 
study carried out in parallel, Liu et al. [44] tested 25 SNPs previously 
associated with MPB for their predictive value in 2455 samples from 
three European populations. Prediction modelling was done separately 
in three cohorts and yielded overlapping sets of 6–14 SNP predictors and 
age as predictor. The same data were used for model building and 
validation. In an early-onset enriched MPB dataset (N = 727), the best 
2-category model based on 14 SNPs achieved a cross-validated AUC of 
0.741 for baldness vs. no baldness. In a population-based dataset (N =
1161), the best 2-category model based on 11 SNPs plus age achieved a 
cross-validated AUC of 0.711 while in an independent smaller 
population-based dataset (N = 567) the AUC was lower with 0.685 
based on a smaller number of 6 SNPs plus age. Dedicated multiplex 
genotyping and prediction tools for MPB were not made available by the 
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authors, who used GWAS data from SNP microarrays. In 2017, Hage-
naars et al. [45] reported a MPB prediction model based on 331 SNPs 
they identified via GWAS in 40,000 samples from the UK Biobank 
(UKBB) study they also used for model building, which was validated in 
> 12,000 independent UKBB males. The authors reported AUCs of 0.78 
for no MPB vs. severe MPB, 0.68 for no MPB vs. moderate MPB, and 0.61 
for no MPB vs. slight MPB without considering age, and 0.79, 0.70, and 
0.61, respectively, when considering age. Dedicated multiplex geno-
typing and prediction tools for MPB were not made available by the 
authors, who used GWAS data from SNP microarrays. 

In 2022, Chen et al. [46] with support by the VISAGE Project, pub-
lished a genetic prediction model for MPB that currently represents the 
most data-supported model available for the genetic prediction of MPB 
or any other appearance trait, because they used large and independent 
datasets for all different analytical steps. Based on the associated SNPs 
reported by Hagenaars et al. [45], the authors identified 117 SNP pre-
dictors in over 55,500 UKBB males that largely overlapped with those 
previously used by Hagenaars et al. for discovering the MPB-association 
of these SNPs. Based on these 117 SNPs from 85 genetic loci, they build 
MPB prediction models with different methods in over 100,000 inde-
pendent UKBB males and validated them in over 26,000 independent 
UKBB males. The reported AUC were similar across methods in the range 
of 0.725–0.728 for severe, 0.631–0.635 for moderate, 0.598–0.602 for 
slight, and 0.708–0.711 for no hair loss with age, and slightly lower 
without. Two-category prediction of any versus no hair loss gave AUCs 
of 0.690–0.711 with age and slightly lower without. Additional external 
validation in an early-onset enriched MPB dataset (N = 991) showed 
improved prediction accuracy without considering age such as AUC of 
0.830 for no vs. any hair loss. Dedicated multiplex genotyping and 
prediction tools for MPB were not made available by the authors, who 
used GWAS data from SNP microarrays. However, the MPB-predictive 
SNPs identified by Chen et al. are included in the forensically vali-
dated VISAGE-ET-AA MPS tool (Table 1), and the male hair loss pre-
diction model is implemented in the VISAGE Software (Table 1). A 
recent GWAS on MPB [47] in over 200,000 UKBB males identified 624 
significantly associated genetic loci, which in the future should be tested 
for their predictive value, provided the necessary independent dataset 
for prediction model building and validation become available. 

2.8. Body height DNA prediction 

In 2014, Liu et al. [48] used 180 previously height-associated SNPs in 
a total of > 10,300 Europeans enriched with 770 very tall individuals for 
building and validating a prediction model for tall stature, which ach-
ieved a cross-validated AUC of 0.75 for tall vs. non-tall stature. A 
dedicated multiplex genotyping tool for the SNP predictors and a pre-
diction tool were not made available by the authors, who used GWAS 
data from SNP microarrays. In 2019, the same group [49], with support 
by the VISAGE Project, published an update on the genetic predictability 
of tall stature by using the same cohort for testing the predictive value of 
697 height-associated SNPs that were identified in a previous GWAS on 
over 250,000 subjects published in 2014 [50]. Based on 689 available 
SNPs, the model achieved a cross-validated AUC of 0.79 for tall vs. 
non-tall prediction, representing an AUC increase of 0.04 for the price of 
509 (3.8-fold) more SNPs. The authors also demonstrated that the most 
informative subset of 412 SNPs achieved an AUC of 0.76 i.e., 0.01 AUC 
increase for 232 (2.3-fold) more SNPs. Of note, these two models for 
genetic prediction of tall stature have almost no value for predicting 
continuous height as indicated by the obtained correlations between 
genetically predicted height and observed height of R2 = 0.12 for the 
180-SNP model and 0.21 for the 689-SNP model [49]. Provided enough 
multiplexing capacity of the applied genotyping method, tall stature 
prediction should be included in future FDP tools. 

Such studies indicate the enormous difficulty in predicting normal 
height from DNA, which is caused by the large genetic complexity of 
height together with the minimal effect size in the millimeter and 

submillimeter range that associated SNPs have on body height. This 
problem can only be overcome by including a very large number of SNPs 
in the prediction model i.e., via genomic prediction. A rare example for 
genomic appearance prediction is the study by Lello et al. published in 
2018 [51], which presented prediction of continuous body height using 
> 630,000 SNPs in > 460,000 UKBB samples. Based on 5000 samples 
not previously used for prediction model building and with their best 
100,000 SNP predictors, the authors reported a correlation between 
predicted height and observed height of R2 < 0.7, where a subset of 20, 
000 SNPs were described as optimal height predictors. Dedicated 
multiplex genotyping and prediction tools for height were not made 
available by the authors, who used GWAS data from SNP microarrays. In 
2022, Yengo et al. [52] published what currently is the largest GWAS on 
body height in 5.4 million individuals, which revealed over 12,000 
significantly associated SNPs from over 7200 genetic loci accounting for 
40 % of height variations in their European study population. 

Reliable genotyping of many thousands of SNPs from low quality and 
quantity DNA typically obtained from crime scene samples with 
currently available targeted MPS technologies and chemistries is ex-
pected to be challenging. Targeted MPS involving hybridization capture 
enrichment allows to drastically increase the number of simultaneously 
analyzable SNPs and is already used since many years in the field of 
ancient DNA for hundreds of thousands of SNPs. Since recently, capture- 
based targeted MPS is started to be used for thousands of SNPs for 
forensic purposes [53]. In 2021, Tillmar et al. [31] published the 
Forensic Capture Enrichment (FORCE) panel involving several thou-
sands of SNPs for different forensic purposes including appearance 
(pigmentation) and ancestry prediction. 

2.9. Recent genetic progress on appearance traits not yet applicable for 
DNA prediction 

Since 2015, several GWASs were published that have improved and 
broadened our knowledge on the genetic basis of human appearance 
also regarding additional traits not discussed above, such as on ear 
morphology, facial hair traits, and facial shape. However, the number 
and effect sizes of the SNPs associated with these traits are too small so 
that they explain too little of the phenotypic variance; hence, these traits 
are not applicable for FDP purposes yet. Therefore, a clear need exists for 
more GWASs based on larger sample sizes to identify more small-effect 
SNPs that serve as DNA predictors, which may eventually provide 
practically useful prediction accuracies and if so, include them in future 
FDP tools in case the multiplex capacity of the genotyping method 
allows. 

In 2015, Adhikari et al. [54] published a GWAS of ear morphology in 
>5000 Latin Americans and reported seven significantly associated ge-
netic loci for different ear phenotypes including earlobe attachment and 
others. In 2017, a large GWAS on earlobe attachment in nearly 75,000 
individuals identified 49 significantly associated genetic loci for 
whether the earlobe is free hanging, partially, or fully attached [55]. A 
large GWAS on multiple ear morphology traits is currently underway by 
a group including one of the authors. In 2016, Adhikari et al. published a 
GWAS on scalp and facial hair features in the same Latin American 
cohort and found significant associations with scalp hair shape and 
balding, hair greying (see above), mono-eyebrow, beard thickness, hair 
color and eyebrow thickness at 18 genetic loci, of which 10 were novel 
findings [38]. In 2018, Wu et al. [56] reported two additional signifi-
cantly associated genetic loci involved in eyebrow thickness identified 
via GWAS in < 3000 Chinese. A GWAS on eyebrow thickness in Euro-
peans is currently underway by a group including one of the authors. In 
2022, Pospiech et al. [57] published a candidate SNP association study 
and a prediction study on several hair-related phenotypes considering 
240 SNPs in 999 Polish samples, demonstrating clear evidence of plei-
otropy and epistasis in the genetics of hair traits. The reported prediction 
models achieved low to medium cross-validated AUCs for hairiness in 
females (0.69–76) and males (0.51–0.59), mono-eyebrow (0.62–0.70), 
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eyebrow thickness in males (0.5–0.63), head hair thickness (0.6–0.63), 
and head hair density (0.56–0.65). 

Recent progress has also been made in increasing the genetic 
knowledge underlying phenotypic variation of facial shape, building on 
the first two facial GWASs published before 2015 [58,59] summarized 
elsewhere [7]. In 2016, three GWASs on facial shape were published. 
Adhikari et al. [60] identified four significantly associated genetic loci 
mostly for the nose in >6200 Latin American subjects. Cole et al. [61] 
identified two significantly associated genetic loci with measures of 
facial size in >3500 African children that were replicated in <2400 
African children. Shaffer et al. [62] reported seven significantly asso-
ciated genetic loci with different facial shape measurements in >3000 
European subjects. In 2018, Claes et al. [63] published a GWAS on facial 
shape in >2300 European subjects that identified 38 significantly 
associated genetic loci of which 15 were reported to replicate in an in-
dependent European sample of >1700; four of the reported loci were 
novel. In a follow-up study published in 2021 [64], this group applied 
their phenotyping approach to an enlarged sample set of >8200 Euro-
pean subjects and reported a large number of 203 significantly associ-
ated genetic loci of which 53 were located in regions not previously 
known to be involved in facial development or diseases with facial 
manifestation. In a parallel study published in 2019, Xiong et al. [65], on 
behalf of the VisiGen Consortium, performed a GWAS on 78 facial shape 
phenotypes, obtained from 13 facial landmarks placed mostly auto-
matically on the 3-dimensional digital facial images using dedicated 
computer vision methods, in > 10,100 European subjects with replica-
tion in an additional >7900 Europeans and non-Europeans. The authors 
identified 24 significantly associated genetic loci, of which 17 were 
novel. In 2021, Bonfante et al. [66] published a face GWAS in more than 
6000 Latin Americans and reported significant associations at 32 genetic 
loci of which 9 were previously unidentified. In 2022, Zhang et al. [67] 
published a face GWAS in Chinese based on nearly 7000 samples for 
discovery and over 2700 for replication, which revealed 166 signifi-
cantly associated genetic loci, of which 62 were not previously involved 
in facial variation. End of 2022, Xiong et al. [68] published a new 
method for combining GWASs of multiple traits (C-GWAS) and pre-
sented its first application to facial shape, which identified 56 signifi-
cantly associated genetic loci, of which 17 were not involved in facial 
variation before. 

In their 2019 paper, Xiong et al. [65] reported on the quantification 
of the facial phenotypic variance genetically explained by the SNPs they 
identified in their GWAS. A multiple-regression analysis conditioning on 
the effects of the lead SNPs from 24 genetic loci identified 31 SNPs with 
significant independent effects on sex- and age-adjusted facial distance 
phenotypes, which per each SNP explained less than 1 % of the 
phenotypic facial variation and all together 4.62 %. In their 2022 paper, 
Xiong et al. [68] performed a polygenic risk score analysis based on their 
C-GWAS findings using 57 significantly face-associated SNPs, which 
explained on average 2.28 % and up to 4.51 % sex- and age-adjusted 
facial variance. These very small proportions of facial variance 
explained by face-associated SNPs illustrate the major problem of 
moving from face GWASs identifying facial SNPs to predicting faces with 
SNPs. Therefore, scientific publications that claim to predict human 
faces from genetic data [69–71], and companies that provide commer-
cial service testing on predicting faces from crime scene DNA, must be 
viewed very critically [72,73]. 

2.10. DNA prediction of externally visible characteristics induced by 
exposure to external factors 

A recent newcomer in the field of (extended) FDP is the epigenetic 
prediction of externally visible characteristics (or habits) that are 
determined by individual interaction with external factors, such as to-
bacco smoke, which is summarized elsewhere [74]. Its combination with 
genetic prediction of appearance and ancestry (see chapter 2) and the 
epigenetic prediction of age (see chapter 3) is expected to characterize 

the externals of an unknown person from DNA in a more complete way. 
Several recent epigenome-wide association studies (EWASs) revealed 
DNA methylation sites showing significant association with (non)con-
sumption of substances such as tobacco, alcohol, coffee, tea, cocaine, 
heroin etc. The first epigenetic prediction models for smoking and 
drinking were already reported of which we mention here the two most 
recent ones. In 2019, Maas et al. [75] published an epigenetic prediction 
model for smoking habits based on 13 DNA methylation sites that was 
built and internally validated on 3764 samples and delivered 
cross-validated AUCs of 0.925 for current smokers, 0.83 for never 
smokers, and 0.766 for former smokers, while external validation in 
1608 independent samples gave 0.914, 0.781, and 0.699, respectively. 
In 2021, Maas et al. [76] reported epigenetic prediction models for 
alcohol consumption based on different sets of DNA methylation 
markers that were built in 2883 samples and for heavy and at-risk 
drinkers vs. light and non-drinkers delivered mean (across marker 
sets) cross-validated AUCs of 0.67–0.68, and 0.6–0.7 in the external 
validation in 1794 independent samples. Continues progress in under-
standing the impact of environmental exposure on the human epi-
genome will likely lead to increasingly accurate epigenetic prediction 
models for the named and other environmentally determined externally 
visible habits. 

3. Recent progress in inferring biogeographic ancestry from 
crime scene DNA 

In this chapter, we review recent advances in biogeographic ancestry 
(BGA) inference from forensic DNA published since the 2015 review of 
this topic [8]. We will describe the key elements of recently reported 
forensic BGA tools, which comprise marker selection, genotyping 
multiplex design, and statistical analysis of the resulting data. 
Ancestry-informative DNA marker (AIM) selection must compile a 
suitable panel for a defined set of population differentiations. The 
consequent statistical regime applied to the genotype data must be able 
to predict BGA using reference population datasets, but also ideally 
having the capacity to detect co-ancestry in individuals with admixed 
backgrounds. Because the resolution of BGA inferences from DNA 
largely depends on the number of AIMs used, and targeted MPS has the 
largest multiplex capacity of all DNA technologies currently available 
for forensic DNA analysis, we concentrate here on forensic BGA tools 
based exclusively on targeted MPS. Recent efforts in developing such 
tools have concentrated on autosomal SNPs as the ancestry-informative 
markers (AIMs) of choice, but there is increasing interest in the ancestry 
informativeness of autosomal microhaplotypes (MHs) – combinations of 
closely sited SNPs in short sequences which are readily detected with the 
single-strand sequencing of MPS. Insertion/deletion polymorphisms 
(Indels) for forensic BGA tools were reviewed previously [8] and have 
not developed further during the last ten years. Recent progress has also 
been made in targeted MPS tools for hundreds of Y-chromosome SNPs, 
many of which are ancestry-informative for a male’s paternal lineage 
[77], and for complete mitochondrial genome analysis that provides the 
maximal level of maternal BGA information [78]. Since we focus here on 
bi-parental BGA inferred with autosomal AIMs, we will only mention 
such markers if they are part of MPS tools that focus on autosomal AIMs. 
Autosomal STRs used in forensic DNA profiling for individual genetic 
identification can give viable population differentiations especially 
when the entire sequence information is available, as with targeted MPS 
(Fig. 5 of [79]. However, this form of variation has less power than 
autosomal AIM SNPs, so STR tests have not been adapted specifically for 
BGA and therefore are not discussed further (but see section 6.2 of [8]). 

3.1. AIM SNP panels in forensic MPS tools for BGA 

Several MPS tools have been developed since 2015 that are either 
dedicated to forensic BGA analysis or include DNA markers for BGA 
combined with those for other forensic applications. Each of the MPS 
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tools discussed below is summarized in Table 2. 

3.1.1. AIMs in commercial MPS-based forensic BGA tools 
The compact set of 56 AIMs developed by the Kidd lab at Yale Uni-

versity were described in [1] and have been the subject of several studies 
since [80,81], but this panel is only a portion of two larger scale SNP sets 
for MPS analysis: i) MPSplex (developed jointly by QIAGEN and ICMP, 
but not yet commercially available) combining more than 1400 SNPs 
and MHs for individual identification, but adding the 56 AIMs to provide 
BGA inference for missing persons identification [82]; and ii) Verogen’s 
ForenSeq DNA Signature Prep Kit (FDSPK) comprising SNPs and STRs 
for individual identification in ‘primer pool A′ with a multiplex exten-
sion possible using ‘primer pool B′ which adds eye and hair color pre-
dictive SNPs and AIM SNPs [83,84]. As well as being smaller in scale 
than other MPS-based AIM panels, the 56 Kiddlab AIM-SNPs in FDSPK 
do not benefit from a comprehensive statistical system, as the universal 
analysis software of FDSPK (UAS) just runs a simplified principal 

component analysis (PCA) based on limited 1000 Genomes Phase-I 
reference populations (now superseded by more comprehensive 1000 
Genomes Phase-III datasets, but not used by UAS), and 
distance-to-closest-centroid calculations (see Section 5 and Fig. 6 of [8]). 
Therefore, users make BGA assessments based on scrutinizing the posi-
tion of the forensic sample in relation to reference clusters in the PCA 
plot, but without accompanying statistical output. To compensate for a 
lack of likelihood-ratio (LR) analysis in UAS, more complete reference 
population data from 1000 Genomes Phase-III and CEPH human genome 
diversity panel (HGDP-CEPH) samples are available in Snipper for the 
same AIM SNPs (http://mathgene.usc.es/snipper/forensic_mps_aims. 
html). Snipper analysis provides similar 2D PCA but with more exten-
sive reference data than used by UAS, plus coupled LR calculations, both 
of which can analyze customizable combinations of reference pop-
ulations. Adapting reference data in this way can fine-tune the pop-
ulations compared to evaluate the forensic sample with more limited 
ranges of ancestries (e.g., comparing African, Europe, Middle East and 

Table 2 
MPS-based tools for inferring biogeographic ancestry from crime scene DNA.  

Name BGA 
resolution 

Ancestry 
Informative 
Markers 

Composition, MPS 
Technology 

Forensic 
validation 

Prediction Approach and 
Prediction Tool 

Original 
Publication 

Validation 
Publication 

EUROFORGEN 
gAIMs 

5-groups* 127 autosomal 
SNPs 

BGA, AmpliSeq Yes Snipper-based LR tests and PCA 
(http://mathgene.usc.es/ 
snipper/index.php), 
STRUCTURE analysis 
(https://web.stanford.edu/gr 
oup/pritchardlab/structure. 
html) 

[87] [217] 

ForenSeq DNA 
Signature Prep Kit 
(Verogen)# 

5-groups* 56 autosomal SNPs BGA + Appearance +
other forensic purposes, 
ForenSeq (MiSeq) 

Yes PCA with centroids marked 
generated in Verogen Universal 
Analysis Software (UAS) 

- [21] 

Precision ID 
Ancestry Panel 
(Thermo Fisher 
Scientific)# 

5-groups* 165 autosomal 
SNPs 

BGA, AmpliSeq Yes Distribution of simulated 
likelihoods using inferred 
admixture ratios generated in 
TFS Converge software 

- [125] 

Bulbul & Filoglu 6 groups: 5- 
groups*+
Middle East / 
SW-Asia 

117 autosomal 
SNPs 

BGA + Appearance, 
AmpliSeq 

Yes Snipper and/or FROG-kb (http 
s://frog.med.yale.ed 
u/FrogKB/), STRUCTURE 
analysis 

[27] [27] 

MAPlex 7 groups: 5- 
groups*+ S- 
Asia + Middle 
East / SW-Asia 

144 autosomal 
SNPs + 20 MHs 

BGA, AmpliSeq Yes Snipper-based LR tests and 
PCA, STRUCTURE analysis 

[88] [218] 

NAME 1 group: North 
African-Middle 
East 

111 autosomal 
SNPs 

Complementary BGA, 
MiSeq, AmpliSeq 

Yes Snipper-based LR tests and 
PCA, STRUCTURE analysis 

[89] [89] 

MPSplex 6 groups: 5 
groups*+ S- 
Asia 

1270 tri-allelic 
autosomal SNPs 
+46 MHs** 

BGA + individual ID, 
QIAseq, MiSeq 

Yes STRUCTURE analysis [82] [82] 

PhenoTrivium 7 groups: 5 
groups*+ S- 
Asia + Middle 
East / SW-Asia 

163 autosomal 
SNPs +120 Y-SNPs 

BGA + Appearance, 
AmpliSeq 

Yes Distribution of simulated 
likelihoods using inferred 
admixture ratios generated in 
TFS Converge software 

[90] [90] 

VISAGE Basic Tool 
for Appearance 
and Ancestry$ 

6-groups: 5 
groups*+ S- 
Asia 

115 autosomal 
SNPs 

BGA + Appearance, 
AmpliSeq, ForenSeq, 
PowerSeq 

Yes Snipper-based LR tests and 
PCA, STRUCTURE analysis 

[91] [28–30] 

Forensic Capture 
Enrichment 
(FORCE) 

5 groups* with 
South Asians 
instead of 
Oceanians 

241 autosomal 
SNP, 829 Y-SNPs 

BGA + Appearance +
other forensic purposes, 
capture enrichment MPS, 
Illumina NextSeq,$, $$ 

No PCA and Naïve Bayes LR test, 
Yleaf 

[31] [31] 

Rauf et al. 5 groups* 67 autosomal 
SNPs, 35 Y-SNPs 

BGA + Appearance, 
capture enrichment MPS, 
Illumina 

No Snipper-based LR tests and PCA [20] - 

VISAGE Enhanced 
Tool for 
Appearance and 
Ancestry 

7 groups: 5 
groups*+ S- 
Asia + Middle 
East 

104 autosomal 
SNPs +87 Y-SNPs 
+16 X-SNPs +123 
MH SNPs 

BGA + Appearance, 
AmpliSeq 

Yes VISAGE Software [92] [14] 

MPS-tools are listed in time-wise order of publication, # Commercial tool, which lack original scientific article describing it, $ AmpliSeq primer pool commercially 
available from Thermo Fisher Scientific, $$ QIAseq primer pool commercially available from QIAGEN, MHs: autosomal microhaplotypes consisting of several SNPs in 
close physical proximity. * 5-groups: distinguishing Sub-Saharan African, European, East Asian, Oceanian and Native American population groups. * * Markers not 
selected for ancestry but for individual identification purpose; because of their number they also provide BGA information. 

M. Kayser et al.                                                                                                                                                                                                                                 

http://mathgene.usc.es/snipper/forensic_mps_aims.html
http://mathgene.usc.es/snipper/forensic_mps_aims.html
http://mathgene.usc.es/snipper/index.php
http://mathgene.usc.es/snipper/index.php
https://web.stanford.edu/group/pritchardlab/structure.html
https://web.stanford.edu/group/pritchardlab/structure.html
https://web.stanford.edu/group/pritchardlab/structure.html
https://frog.med.yale.edu/FrogKB/
https://frog.med.yale.edu/FrogKB/
https://frog.med.yale.edu/FrogKB/


Forensic Science International: Genetics 65 (2023) 102870

10

South Asian data alone). Snipper also handles missing genotypes effec-
tively by highlighting the relative informativeness of those AIMs drop-
ping out, by listing the SNPs in order of informativeness and marking 
absent genotypes in red. FROG-kb, the Kidd lab’s own population 
database for SNPs useful in the forensic setting including for BGA, also 
offers comprehensive sets of population data and the means to perform 
likelihood-based ancestry calculations on multiple SNP profiles [85]. 
Both MPSplex and FDSPK MPS assays constitute forensic ancestry tools 
but use a relatively small portion of the total genotypes that the test 
generates and for detailed statistical analysis the user must bring in 
complementary analysis systems in Snipper or FROG-kb to infer BGA. 

Of the 56 AIM SNPs described above, 55 were combined with 128 
from Seldin’s non-forensic panel (the Kiddlab SNP rs1919550 is 
redundant as it is completely linked to rs12498138 selected indepen-
dently by Seldin), creating the Thermo Fisher Scientific (TFS) Precision 
ID Ancestry Panel (PIAP), which represents the first commercial MPS 
test dedicated wholly to BGA inference [86]. With 37 SNPs common to 
both panels, 165 autosomal AIM SNPs are genotyped in a single MPS 
assay. TFS provide an ancestry analysis plug-in for use with PIAP and 
forms part of the Converge software suite which performs LR tests using 
population data to generate a ranked list of likelihoods for individual 
populations and/or continental regions. Likelihood comparisons also 
enable an estimate of co-ancestry proportions which are used to evaluate 
individual ratios of admixture components using simulation-based 
modelling (described below). Limitations of this commercial BGA tool 
include: i) a requirement to link to the allele frequencies held in 
FROG-kb via the ALFRED database to make the likelihood calculations, 
although these are quite extensive in geographic scope, this limits a 
user’s flexibility to apply specific population comparisons; and, ii) an 
emphasis on sub-population comparisons, which do not always accu-
rately reflect a forensic DNA donor’s ancestry (e.g., likelihood ratios less 
than 100 that suggest ‘more likely Japanese than Chinese Han’) which 
give the impression that the test can reliably make such distinctions. The 
reporting forensic scientist can moderate this statistical output to reduce 
the risk of overstated accuracy but may also be tempted to provide the 
investigators with ancestry information that has too high a classification 
error rate when the compared sub-populations are closely related 
and/or lack geographic separation. 

3.1.2. AIMs in non-commercial MPS-based forensic BGA tools 
Dedicated MPS-based forensic AIM panels which are not currently 

commercially developed are, in order of publication: the 126-SNP 
EUROFORGEN Global AIMs (gAIMs) [87], a 154-SNP combined 
BGA-pigmentation phenotype predictive panel [27], the 164-marker 
MAPlex panel [88], the 111-SNP EUROFORGEN NAME panel [89], 
the PhenoTrivium combined ancestry-appearance panel [90], the 
153-SNP VISAGE-BT-AA tool [28–30,91], and the 524-SNP 
VISAGE-ET-AA tool (counting all SNPs for appearance and ancestry) 
[14,92]. Available statistical data analysis tools such as Snipper and 
GenoGeographer (see below) can be applied to data generated by all 
these MPS tools. Snipper provides LR and PCA analysis frameworks, 
extendable to STRUCTURE-based genetic cluster analysis using the same 
population data input. Applying LR, PCA and STRUCTURE analyses 
simultaneously and to the same chosen reference population datasets is 
advocated as this enables complementary approaches to ancestry 
inference and analysis of admixture in individuals with co-ancestry. The 
VISAGE-ET-AA panel has a more closely integrated statistical analysis 
package designed to combine the age and appearance predictions with 
those for BGA in a single workflow, the VISAGE Software. 

The combined BGA-pigmentation phenotyping MPS test from Bulbul 
and Filoglu [27] combined two ancestry panels – 55 of the Kiddlab AIMs 
with 65 additional ‘SWA’ AIMs previously developed to differentiate 
populations from Southwest Asia (here considered equivalent to the 
Middle East region) [93] with the HIrisPlex-S SNPs for eye, hair and skin 
color prediction [13]. The authors tested the panel for MPS performance 
gauging sequence coverage, genotype concordance and ability to 

analyze mixtures. The panel provided improved ancestry predictive 
performance when differentiating Southwest Asia (Middle East), Euro-
pean and South Asian populations compared with using 55 AIMs alone. 

The AIM selection for MAPlex focused on variation in Asia-Pacific 
populations, while preserving the differentiation power across all 
main global population groups obtained with the markers of gAIMs. It 
also extended gAIMs’ geographic scope by adding South Asia as a tar-
geted sub-continental population group. The original remit of MAPlex 
was to enhance the sub-continental differentiation within East Asia in 
addition to neighboring Oceania and South Asia regions. Although 
MAPlex did this successfully [88], the ability to differentiate 
well-defined populations in all these regions has been the main goal of 
studies assembling smaller dedicated panels [93–95] exemplified by the 
Japaneseplex panel [96]. Although Japaneseplex is small in scale and 
lacks a specific genotyping assay design, this study demonstrated the 
potential for compiling AIMs dedicated to differentiating one population 
from others in the same continental group. Such custom assays can 
potentially be applied in a ‘nested’ approach, i.e., where an initial 
continental-wide inference is refined by follow-up tests targeting a 
specific region or population. 

The EUROFORGEN NAME panel is a stand-alone MPS tool developed 
to enhance the gAIMs panel for improved differentiation of European 
individuals from those of North African, Middle East, and South Asian 
populations [89]. Therefore, it extends the existing gAIMs ancestry test 
which did not originally aim to differentiate these neighboring pop-
ulations from Europe. Although the success NAME obtained in differ-
entiating North African/Middle East populations from other closely 
related populations was limited, when gAIMs and NAME markers are 
combined, Middle East populations, but not North Africans, were 
distinguishable from Europeans and South Asians (see Fig. 4 of [88]). 
Studies to select the best AIMs for specific population differentiations, 
were until recently, hindered by being restricted to a pool of 650,000 
candidate SNPs from the Stanford analyses using 650 K microarray SNP 
genotyping of the HGDP-CEPH diversity panel (detailed in [8]). As 
discussed below, 929 unrelated HGDP-CEPH panel samples have now 
undergone whole-genome-sequencing, which identifies several million 
SNPs and Indels per individual [97], making it more straightforward in 
the future to identify and compile AIMs informative for HGDP-CEPH 
populations additional to those of 1000 Genomes (namely, Native 
American, Oceanian, Middle East population groups). One other benefit 
of the NAME panel initiative was to find the most informative and best 
performing loci, in MPS sequencing terms. Consequently, 29 SNPs from 
the NAME panel were adopted for the VISAGE-ET-AA tool [92], repre-
senting almost 28 % of the total autosomal AIMs assembled in that assay. 

The PhenoTrivium panel, developed by Diepenbroek et al. in 2020 
[90], combines 163 of the 165 PIAP ancestry SNPs and the 41 
HIrisPlex-S eye, hair, skin color SNPs into a single AmpliSeq-based 
panel, but importantly, also includes 120 lineage-specific Y-SNPs. The 
paper reporting the development of PhenoTrivium also evaluated 
forensic performance by applying sequence thresholds of a minimum 
100 reads (50 for Y-SNPs); and 95 %/5 % homozygote or 65 %/35 % 
heterozygote allele read frequency balance. The forensic sensitivity of 
PhenoTrivium was assessed with dilution series DNA and post-mortem 
blood and bone samples. Full concordant SNP profiles were obtained 
down to 125 pg input DNA, with just SNP rs1470608 failing to reach 
sequence coverage thresholds. The downstream ancestry analyses using 
the Converge software (likelihood calculations and bootstrapping runs 
with the admixture analysis algorithm) of samples with known admix-
ture patterns (self-declared parental and grandparental combinations), 
representing a comprehensive evaluation of the analysis of co-ancestry 
with this software. Converge-based bootstrapping co-ancestry analyses 
were also compared to those of Snipper and FROG-kb, indicating 
Converge handles admixture component prediction well. 

The AIM panel of the VISAGE-BT-AA tool [91] was designed to 
match the MPS multiplex scales of the gAIMs, MPSplex and PIAP panels 
to ensure good sequencing performance with forensic DNA, but more 
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importantly, to begin the process of combining FDP and ancestry SNPs in 
one MPS genotyping assay. The combination of 115 AIMs with the 41 
pigmentation predictive SNPs of HIrisPlex-S (with SNPs rs16891982; 
rs1426654; rs12913832 shared for BGA and pigmentation prediction 
purposes) – means the VISAGE-BT-AA tool has the smallest number of 
AIMs of any forensic MPS ancestry test. As it was developed to differ-
entiate South Asians in addition to the five main continental population 
groups, only the most differentiating markers were retained. A small 
proportion of previously used AIMs were excluded to preserve space for 
optimum South Asian-informative SNPs taken from the previous Eura-
siaplex [98] and NAME [89] panel development work. Therefore, the 
final AIM panel of VISAGE-BT-AA tool consisted of 57 gAIMs, 7 Kiddlab 
56 SNPs, 12 NAME SNPs, 5 SNPs from PIAP not in the 56 Kiddlab panel, 
and 19 South Asian informative SNPs from Eurasiaplex [91]. As well as 3 
tri-allelic SNPs from gAIMs, a further 12 tri-allelic SNPs were added to 
the VISAGE-BT-AA AIM panel to provide scope for mixed DNA analysis, 
and to improve the differentiation of six of the seven target population 
groups [91]. The careful selection process for all the above AIMs is 
underlined by the ancestry prediction success of VISAGE-BT-AA, where 
cross-validation of the reference population samples gives 100 % clas-
sification success for all groups apart from Middle East, which has 80.6 
% success, with the biggest proportion of error (17.2 %) coming from 
samples misclassified as European [91]. Selecting AIMs for the 
VISAGE-BT-AA that are not only the most ancestry informative but have 
proven performance in MPS has benefited the sensitivity and reliability 
of the VISAGE-BT-AA tool based on different MPS chemistries and in-
struments [28–30]. For instance, Xavier et al. [28] reported for 
VISAGE-BT-AA tool 100 % genotype call rates with 0.1 ng input DNA 
and in DNA with up to 240 min of sonication degradation, with good 
MPS performance across the whole range of SNPs in the test. Although 
the primer pool for the VISAGE-BT-AA is available as a community panel 
from TFS, the entire VISAGE-BT-AA MPS tool is not commercially 
available as of yet. 

Given the MPS performance success of the VISAGE-BT-AA tool, the 
fact that multiplex space could be shared between AIMs and phenotype 
predictive SNPs without reducing ancestry informativeness, and because 
a total of 153 SNPs is likely to be well below the multiplex limits of 
targeted MPS while preserving the necessary sensitivity and reliability, 
for the VISAGE- ET-AA tool it was decided to increase the multiplex size 
almost three-fold relative to VISAGE-BT-AA. Although the VISAGE-ET- 
AA tool [14] has a markedly increased number of appearance predic-
tive SNPs for 7 traits (see chapter 1), it also has a more complex com-
bination of AIM SNPs from autosomes, X-chromosome, Y- chromosome, 
and autosomal microhaplotypes in order to improve analysis of 
co-ancestry patterns in individuals with admixed backgrounds. Despite a 
reduced total number of autosomal AIM SNPs (115 in VISAGE-BT-AA to 
104 in VISAGE-ET-AA), the augmented autosomal SNP panel of 
VISAGE-ET-AA tool more than doubles the Middle East informative 
markers [92] originally chosen for the VISAGE-BT-AA tool (12− 28). 
Consequently, it more efficiently distinguishes Middle East populations 
from those of Europe, Africa and South Asia, with the benefit that this 
differentiation power extends to the majority of samples from North 
African and East African populations when such comparisons are made. 
The VISAGE-ET-AA tool additionally includes 87 Y-SNPs and 16 X-SNPs 
to provide a distinct method for obtaining extra detail about co-ancestry 
patterns identified in males with admixed backgrounds. To test how 
effectively Y- and X-SNPs can do this, a supplementary analysis system 
was developed for the X-SNP data and tested on genotypes compiled 
from six admixed populations of 1000 Genomes, plus a cohort of urban 
and rural Brazilian samples sequenced with the VISAGE-ET-AA tool 
[92]. Y-SNP data from the male Brazilian test samples were analyzed 
using haplotype designations based on a core 859 Y-SNP dataset 
defining 640 haplogroups [77]. In all eight admixed populations, X-SNP 
data was used to evaluate the possible ancestry of each male sample’s 
X-chromosome, by co-analysing these samples in PCA with African, 
European and Native American male reference population data for the 

16 X-SNPs only. Clearly separated PCA clusters were formed by the 
reference samples from each of the admixture contributor populations, 
and when the test points were positioned in these reference clusters, the 
X chromosome ancestry was inferred to be the same. The four 1000 
Genomes admixed American populations gave varied patterns ranging 
from 10 % to 50 % unassigned (i.e., positioned between clusters), but the 
two 1000 Genomes African American populations gave more clearly 
lineated patterns with 64 % of X-chromosomes African in ASW, 87.5 % 
in ACB; 20 % European in ASW, 8 % in ACB; and only 16 % unassigned 
in ASW, 5 % in ACB. The two Brazilian samples from urban and rural 
regions had the benefit of Y-SNP pattern comparisons (1000 Genomes Y 
data was incomplete), which allowed analysis of sex biased admixture 
patterns that contrasted between the two samples. Urban Brazilians had 
a high proportion of European X-chromosomes (62 %) and few African 
(19 %) whereas rural Brazilians had the inverse pattern: 17 % European 
X-chromosomes and 61 % African. Applying an independent X-SNP and 
Y-SNP ancestry inference regime in parallel to that of autosomal SNP 
genotype analysis allows a degree of extra detail to be obtained for in-
dividuals in which co-ancestry has been detected. A detailed description 
of the AIM set of the VISAGE ET-AA is currently underway [92]. 

The gAIMs, MAPlex, VISAGE-BT-AA tool and VISAGE-ET-AA tool 
AIM panels were all built on the principle of balancing cumulative 
population-specific Divergence values (termed In POP in [87] across all 
the population differentiations the panels were designed to make (Fig. 4 
in [87]; Fig. 4 in [88]). This principle was extensively explored in the 
2015 review [8] and such AIM selection and balancing steps applied to 
the forensic AIM panels were based on methods developed for the LACE 
ancestry panel used in genomics studies [99]. The benefits from 
balancing an AIM set in this way include i) more efficient analysis of 
co-ancestry in admixed individuals; ii) equilibrated likelihood statistics 
in most populations reducing the bias towards particular populations; 
and iii) more robustness to the statistical effects of missing genotypes. As 
more worldwide population groups are differentiated, the balancing 
process becomes more difficult to achieve and it will not be possible to 
ensure balanced In for comparisons of more closely related groups, e.g., 
Europeans vs South Asians vs Middle East populations. Nevertheless, 
balancing In POP values for the five major continental population groups 
of Africans; Europeans; East Asians; Americans and Oceanians repre-
sents a key step in the assembly of panels differentiating these groups. 

To evaluate the benefit of attempting to balance In as much as 
possible, direct comparisons of co-ancestry patterns in samples from the 
six admixed 1000 Genomes populations, using STRUCTURE analysis, 
were made for both VISAGE Appearance and Ancestry tools. Inferred co- 
ancestry proportions in these samples were compared between those 
estimated using the Affymetrix Human Origins array (comprising 
>572,000 SNPs) and the VISAGE-BT-AA tool, with sample-to-sample 
correlations giving r2 values above 0.8 in all populations and co- 
ancestries, apart from African/American co-ancestry in Puerto Ricans 
(Fig. 4 of [28]). The same analyses were made for the VISAGE-ET-AA 
tool [92], but the study compared the co-ancestry patterns to those 
from the full genome-wide SNP datasets obtained directly from 1000 
Genomes (comprising several million SNPs, parsed to remove <0.05 
minor allele frequency variants) [100]. The VISAGE-ET-AA tool corre-
lation analyses showed very similar values to those obtained with the 
VISAGE-BT-AA tool – an important finding, given the 26 % reduction in 
the autosomal AIM SNPs in VISAGE-ET (from 103 in BT to 76 markers in 
ET, excluding those extra SNPs added to ET to differentiate Middle East 
populations). Additional independent evaluations of the ability of 
forensic MPS ancestry panels to differentiate populations in comparison 
to much larger SNP sets were made by Resutik et al. [101] in a study that 
analyzed a larger dataset of CEPH, SGDP and EGDP genotypes combined 
with those of 1000 Genomes, for the SNPs of VISAGE-BT-AA tool, 
MAPlex, and PIAP, compared to a 100,000-SNP dataset from the Affy-
metrix Human Origins array. Computing the G′ similarity score and area 
under the precision-recall curve (AUC-PR) to assess similarities in 
STRUCTURE cluster memberships between the forensic AIMs panels and 
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the 100,000 SNP set showed all three forensic panels had similar per-
formance, with VISAGE-BT-AA tool giving a marginally better match to 
the large-scale SNP set STRUCTURE patterns at inferred cluster values 
above six. 

3.1.3. Autosomal microhaplotypes as emerging forensic AIMs 
MAPlex was the first forensic assay to combine binary SNPs, 

multiple-allele SNPs i.e., tri-allelic SNPs catalogued in [82]; tetra-allelic 
SNPs in [102] and microhaplotypes (MH) based on closely spaced 
autosomal SNPs [103]. A large proportion of autosomal MHs show 
sufficient population differentiation to be viable AIMs in their own right. 
The use of MHs in forensic BGA assays was reviewed elsewhere [104] 
and the population differentiation capabilities of a 65-MH panel were 
explored in [105] (a subset of 130 Kidd lab MH loci with high In values, 
but lacking MPS designs). The study by Chen et al. [106] indicated 
African-European vs East Asian differentiation can be achieved with 
only ten MHs. Therefore, given their widely recorded capacity to effi-
ciently detect mixed-source DNA, MHs justify inclusion in MPS-based 
BGA panels and tools. MAPlex [88] incorporated 22 MHs; 13 short-
ened versions of loci from 130 MHs the Kiddlab identified [103], while 
the VISAGE-ET-AA tool includes 21 ancestry-informative MHs [14]. 

Although not all autosomal MHs make suitable AIMs, the ability to 
detect mixed-source DNA more efficiently than binary SNPs justifies 
their inclusion in MPS panels for forensic use. The same rationale applies 
to multiple-allele SNPs, although a detailed study of relative In values 
(amongst four divergence metrics) comparing MHs, binary and tri-allelic 
AIM SNPs [107] indicated that binary SNPs were more informative than 
tri-allelic SNPs marker-for-marker. When MPS panels of autosomal MHs 
are very large, collective ancestry informativeness can be very high, 
even if loci are primarily selected for individual identification (i.e., with 
low population divergence of haplotype frequencies in each MH 
marker), due to the summarized effect of many markers. For instance, an 
MPS panel designed for individual identification based on 113 MHs 
[108] had sufficient ancestry informativeness to allow differentiation of 
Middle East, North African, European, and South Asian populations with 
population subset STRUCTURE analyses in follow-up studies [109]. 

Initial explorations of the haplotype frequencies of the 113 auto-
somal MHs developed by de la Puente et al. [108] demonstrated the 
potential of these markers to infer the BGA of contributors in simple 
2-way mixed-source DNA [109]. This potential to move beyond identi-
fication of simple-mixture DNA contributors from their haplotype pat-
terns, to additionally inferring their BGA, was studied in a limited but 
promising pilot study of the 21 MH loci in the VISAGE-ET-AA tool [92]. 
Simple mixtures of two control DNAs with African and European an-
cestries were made at 1:1, 3:1 and 9:1 ratios, and the sequence patterns 
from just the 21 MHs were collected and analyzed to attempt 
de-convolution from contrasting sequences and read coverage levels 
[92]. The contrasts in haplotype frequencies in Africans and Europeans 
in the MHs meant that 11/21 loci showed three-haplotype combinations 
and 5/21 four-haplotypes, which in the 3:1 and 9:1 ratios were suffi-
ciently distinct in sequence reads to be assignable to the major and 
minor contributors. When the identified haplotypes assigned to each 
contributor were run in STRUCTURE (which easily handles multi-allele 
markers), applying 1000 Genomes African, European and East Asian 
reference population data for the 21 MHs, BGA was successfully inferred 
in the 3:1 and 9:1 mixtures, where sequence ratios were sufficiently 
contrasted. Although a limited pilot study and based on deconvolution 
intended to be restricted to the three main population groups of African, 
European, and East Asian individuals only, these findings indicate that 
MHs can be successfully used to add inferred BGA to the information 
obtained from sequence analysis of simple 2-way mixed DNA [92]. It is 
also a reasonably secure inference to expect the majority of the 21 MH 
loci used to have multiple-haplotype patterns. Using known haplotype 
frequencies, simulated haplotype patterns that could be expected from 
mixed DNA can establish the likelihood of being able to de-convolute 
mixtures of individuals from the three population groups, but this 

pilot focused on the ability to interpret the sequence output of the 21 MH 
markers in VISAGE-ET-AA, which simulations are unable to model. 

3.2. Expansion of population reference data for forensic BGA inference 

Population frequency data on the AIM SNPs used in forensic BGA 
tools are required for two purposes, i) as a marker selection dataset for 
the initial identification and validation of the AIM SNPs by selecting 
SNPs with large allele frequency differences between different world-
wide populations, and ii) as a reference dataset for obtaining the final 
BGA inference outcome for the DNA sample in question based on the 
results of the BGA genotyping tool applied to the case sample. In 2016, 
Soundararajan et al. [110] argued for establishing a common set of 
forensic AIMs that could be agreed upon and developed within a 
collaborative framework. The main motivation for suggesting this 
initiative was the poor geographic coverage of population diversity 
sample sets used as reference data for BGA inference such as the 
HGDP-CEPH panel (the most widely used sample set, covered in [8]) 
and, using the study authors’ description, a largely ‘empty matrix’ of 
non-overlapping AIMs selections amongst 21 forensic panels. Agree-
ment on a universal set of AIMs for forensic BGA DNA testing would 
bring the benefits of broadened regional coverage by sampling many 
geographic gaps (e.g., Remote Oceanian, Native American, etc.) and 
more detailed population inferences. Although this initiative did not 
progress, it is beneficial to exclude redundant, i.e., non-overlapping 
AIMs, but also SNPs that duplicate divergence within single genomic 
regions. It is noteworthy that Kidd lab’s 56-SNP panel has four SNP pairs 
closely sited in genes: EDAR, HCLS1-GOLGB1, ADH1B and ALDH2 
(rs3827760-rs260690; rs1919550-rs12498138; rs1229984-rs3811801; 
rs2238151-rs671, respectively); despite LR calculations for this panel in 
FROG-kb and Snipper assuming allelic independence. Some regional 
variation remains uncharted and not properly represented. For instance, 
much of Remote Oceania is known to have quite different allelic di-
versity patterns to Near Oceania, due to differences in human population 
history of both regions, but Remote Oceania lacks population data 
completely, while for Near Oceania it is very sparse. Native Americans 
from North, Middle and South America are similarly under-represented 
in the available population data, as well as populations from Middle East 
regions. Another major factor is that AIMs highly informative for a 
particular population comparison may not amplify efficiently in an MPS 
multiplex assay or show complex flanking region sequences hampering 
reliable alignment. Therefore, the forensic community remains reliant 
on an accumulating bank of genome-wide variant data from a large 
number of worldwide populations. 

The advantage of public genomic data based on whole-genome- 
sequencing data is that they establish catalogs of all SNPs detected, 
making selection of future AIMs open and flexible. For some time, SNPs 
considered as AIMs have centered on 1000 Genomes Phase-III data 
(summarized in Fig. 2 of [8]), which were generated with low coverage 
(2–3X) whole-genome-sequencing studies [100,111]. In recent years, 
the total number of compiled SNP catalogs (VCF files) from public WGS 
data has increased markedly. The Simons Foundation Genome Diversity 
Project (SGDP [112] and the Estonian Genome Diversity Project (EGDP 
[113]) both address the under-sampling of certain regions but rely on a 
strategy of 2–3 samples per population. Although such data can provide 
a regional/global overview, they are not useful as population data 
because of insufficient SNP allele frequency estimation (both projects’ 
data scope is reviewed in [114]. Hence, such sources are not useful as 
population reference data for (forensic) BGA DNA testing and are also of 
limited value for selecting AIM SNPs in the first case. In contrast, the 
most extensive human variant catalog assembled to date, gnomAD 
(genome aggregation database) [115] has large sample sizes of several 
thousand individuals, but lacks detailed population definitions with 
loosely defined population identifiers such as Hispanic, non-Finnish 
European and ‘Other’, so is of limited use as a reference population 
database. Unlike 1000 Genomes, the parallel gnomAD project database 
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holds summary allele frequencies in each population, so it is impractical 
to use this data for reference purposes with current forensic ancestry 
inference statistical analyses that rely on individual SNP genotype data, 
unless SNP allele frequencies can be placed directly into LR calculations 
(possible in Snipper at: http://mathgene.usc.es/snipper/frequencies 
_new.html). 

Two recent initiatives at 1000 Genomes Project have been particu-
larly useful here. First, the completion of whole-genome sequencing of 
the HGDP-CEPH panel samples [97] adds 929 complete genomes to the 
2504 Phase-III genomes already sequenced. Snipper has compiled these 
HGDP-CEPH data for the gAIMs, FDSPK, PIAP, MAPlex and VISAGE-BT 
BGA tools. The HGDP-CEPH whole-genome variant catalogs expand 
reference population data for regions not previously covered for these 
tools, notably (Native) America, Middle East, and Oceania (although just 
two small population samples from Papua New Guinea). Snipper pro-
vides a flexible method to adjust which reference population data are 
compared by user-defined grouping selected to best match the observed 
patterns. For instance, an indication of European-Middle East-South 
Asian co-ancestry can focus on just these reference populations in a PCA, 
which expands the 2D space reducing the overlap between reference 
clouds. In the second 1000 Genomes project, the original 2504 Phase-III 
samples have been re-sequenced at higher coverage levels (an average 
30X) by the New York Genome Center [116]. The data generated from 
higher average sequence coverage markedly improves the quality of 
many of the original variant calls, which often changes the genotypes for 
a significant proportion of 1000 Genomes samples in certain SNPs. The 
importance of reliable variant calling is illustrated here by the example 
of SNP rs3857620, reported by Zhao et al. [117] to have a South 
Asian-indicative A-allele found at much lower frequencies in other 
population groups and therefore suggested to be highly informative for 
South-Asian-European differentiations. The 1000 Genomes Phase-III 
data listed online (http://www.ensembl.org/Homo_sapiens/Info/I 
ndex) has an A-allele frequency of 0.461 in South Asians and 0.003 in 
Europeans at this SNP; but A-allele frequencies from the 30X high 
sequence coverage analysis are < 0.001 in all populations, including 
South Asians – so when more accurate SNP genotype calls are made from 
ten-fold increased levels of sequencing coverage, the rs3857620 SNP 
variation is uninformative for all population comparisons. In the revised 
population reference data sets in Snipper, all 1000 Genomes data now 
compiles the 30X high coverage variant calls released in 2020, with the 
added advantage that some AIMs now have data not previously avail-
able in Phase-III listings – e.g., PIAP AIM rs10954737. 

It is important to re-emphasize the point made in a previous dis-
cussion paper [2] and in the introduction section, that the ancestry in-
ferences made of an unknown DNA donor from forensic BGA testing is 
entirely dependent on the reference population data available to the 
BGA analysis of the forensic sample. As mentioned before, this notion 
applies to all three components of FDP, but is especially important for 
BGA prediction where population reference data are used directly in 
BGA prediction tools, while in appearance and age prediction reference 
data are applied to the prediction models implemented in the prediction 
tools. Therefore, in BGA prediction the reference data and their limita-
tions impact the prediction outcome more directly than in appearance 
and age prediction. It is thus important to communicate the reference 
population dataset used for such inferences and its limitations in the 
final report sent to the investigating authorities. 

3.3. Statistical approaches used by MPS-based forensic BGA tools 

Most forensic BGA tools rely on likelihood-based methods to predict 
a donor’s most probable geographic region of biological i.e., genetic 
ancestry [118,119]. In individuals with significant levels of co-ancestry 
from families or populations with admixed genetic backgrounds, the 
likelihood approach tends to break down, as alleles indicative of mul-
tiple ancestries are present. Varied proportions of indicative alleles 
markedly reduce the LR comparing the two most likely origins, as both 

divisor and numerator will have relatively high probabilities [119]. For 
this reason, model-based genetic clustering methods such as STRUC-
TURE [120,121] and ADMIXTURE [[122] are often used to identify and 
examine the distribution of genetic clusters in an individual’s DNA. 
Matching genetic clusters of unknown and reference samples provides a 
direct pointer to a person’s co-ancestry from the ratio of multiple clus-
ters when present at high proportions. Such patterns can indicate his-
torical population-scale admixture, which is typically found in 
continental margin regions, e.g., North Africa, instead of recent 
admixture in the individual’s direct family. Apart from the PCA-only 
ancestry analysis module in the FDSPK UAS software, Bayes likelihood 
comparison models have predominated in the downstream analysis of 
AIM SNP genotypes from PIAP, as well as gAIMs, MAPlex and 
VISAGE-BT-AA custom panels. Usefully, FROG-kb allows input of 55 of 
the 56 FDSPK AIMs to compute likelihood-based predictions of ancestry 
[85]. UAS and FROG-kb were formally compared by Sharma et al. [84] 
finding a 12 % error rate in UAS (32/266 donors with self-declared 
ancestry) vs 9.8 % in FROG-kb; with most UAS error in South Asians – 
a population without reference data in the UAS PCA module. For the 
VISAGE-ET-AA, a probability-based approach without LR implementa-
tion was applied and implemented in the VISAGE Software, which 
provides probability estimates for all geographic regions considered. 

3.3.1. Snipper and PIAP HID SNP Genotyper likelihood analyses 
As described above and in detail previously [1], likelihood analysis 

forms the core statistical approach used in Snipper [118]. The 
commonly-used ‘multiple profiles’ Snipper option (http://mathgene. 
usc.es/snipper/analysismultipleprofiles.html) provides the most flexi-
bility – where reference/unknown SNP profiles are distinguished by 
‘1′/’0′ end-column labels and profiles can be re-arranged into multiple 
input data worksheets in Excel. This portal allows adjustment for 
non-independence (option: ‘Hardy-Weinberg principle not applicable’) 
and generates 2D PCA plots for principal components (PCs): PC1 vs PC2; 
PC1 vs PC3; and PC2 vs PC3, with black ‘unknown’ points linked to each 
prediction likelihood for casework SNP profiles. For every new forensic 
MPS ancestry panel published, Snipper compiles full 30X high-coverage 
1000 Genomes/CEPH population data for use with the multiple profiles 
portal. This data currently consists of a representative population or, to 
best match numbers, a set of populations, for each continental group 
(Phase III: African Yoruba; CEPH European from Utah; East Asian Han 
Chinese; South Asian Gujarati from Houston, plus HGDP-CEPH Ocean-
ian Papua New Guinean; Middle East Emirati, Saudi and Yemeni pop-
ulations from the whole-genome-sequencing studies of Almarri et al. 
[123]; HGDP-CEPH American, comprising five native populations). A 
separate dataset of SNP profiles lists the above Europeans, South and 
East Asians with HGDP-CEPH Middle East (four Israeli Arab pop-
ulations) and HGDP-CEPH North Africans (Mozabite Algerian), to 
enable LR analysis and PCA of Eurasian population sub-sets. Combined 
1000 Genomes and HGDP-CEPH samples total 2535, from 69 
non-overlapping populations (Japanese, Tuscan and Nigerian Yoruba 
populations are common to both sets but have different samples). A 
further 486 admixed population samples of the 1000 Genomes are listed 
in a separate worksheet, as well as 130 SGDP samples and 402 EGDP 
samples in the final worksheet, to enable ‘test profiles’ to be introduced 
in customized analyses. 

The HID SNP Genotyper ancestry plug-in of the Torrent Suite™ 
Software from Thermo Fisher Scientific (HSG-TSS) analyses PIAP ge-
notypes and provides LR values based on 51 widely distributed pop-
ulations from seven ‘root populations’ comprising: Africa; America; East 
Asia; Europe; South Asia; Southwest Asia (i.e., Middle East); and Oce-
ania; used for admixture analysis. The population likelihood calcula-
tions create a ranked list of values using LRs of all population 
comparisons, so a typical example could be that an East Asian individual 
has highest likelihoods for Ami (Taiwanese Aboriginal), Japanese- 
HapMap, Japanese, Korean, as the four highest LRs. A confidence 
value is given to predictions based on likelihoods obtained, allowing the 
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user to exercise caution when relatively low likelihoods are returned. 
The extent to which users adopt one or more of the population-specific 
LRs to assign ancestry more precisely than root population inference is 
not known. Several studies have specifically discussed this interpretative 
choice [86,93,118,119,124] and as a sensible rule-of-thumb the best 
interpretation is to consider an individual originates from any listed 
population showing an LR of 10 or less. The HSG-TSS admixture analysis 
algorithm uses a bootstrapping system to estimate co-ancestry pro-
portions in individuals with admixture. Admixture proportions are 
estimated based on a maximum likelihood approach comparing the 
seven root populations with bootstrapping replication runs analyzing a 
different subset of PIAP SNPs in each replication to capture uncertainty 
in the estimations. Co-ancestry estimates use the average of the boot-
strapping replications for each population which are presented as a 
percentage of each contributing population with the corresponding 
likelihood. 

The informative study by Jin et al. [124] focused on the admixture 
analyses made by the HSG-TSS algorithm, using 34 admixed donors with 
self-declared co-ancestries, plus 648 single-ancestry donors. Results 
indicated generalized root population inferences for single-ancestry 
donors had ~99 % reliability (643 predictions matched 
self-declarations), but admixed donors had more inaccurate predictions 
when the co-ancestry patterns in these individuals were complex, or 
their co-ancestries were from closely related populations, e.g., Europe vs 
Southwest Asia. In a similar HSG-TSS study with fewer test samples, 
Al-Asfi et al. [125] found concordant co-ancestry predictions for 4/11 
admixed donors, whereas 7/11 were given more co-ancestry compo-
nents by HSG-TSS than was known or declared. This study looked in 
more detail at the individual population inferences based on ranked LRs 
and found 22/36 single-ancestry donors had a prediction matching their 
true ancestry amongst the top five population-specific inferences. Both 
studies advised caution with forensic casework analyses that to give data 
in the report which goes beyond a simple single-ancestry inference with 
an accompanying high confidence score, although simple parental 
co-ancestry predictions (i.e., at or around 50:50 ratios) for divergent 
root populations were the most reliable. 

3.3.2. GenoGeographer 
GenoGeographer is a data analysis software developed by Tvede-

brink et al. [126] to gauge the similarity or dissimilarity of MPS AIM 
SNP profiles and the reference population data used to make BGA in-
ferences. GenoGeographer delivers a likelihood ratio test (LRT, distinct 
from LR) recording the absolute concordance between an AIM SNP 
profile and a population (computing a z-score) rather than a relative 
measure of the profile’s likelihood in two populations, (as in LR analyses 
discussed above). LRT analysis adjusts for the possibility in forensic 
casework that no reference population is appropriate for the donor’s 
true origin, so all null hypotheses are rejected when no relevant refer-
ence data can make a reliable inference. Mogensen et al. [127] gauged 
the efficiency of GenoGeographer using the PIAP and adding Green-
lander and Somali population reference data to the widely used conti-
nental population groups of Africa, North Africa, Middle East, Europe, 
South/Central Asia, and East Asia obtained from FROG-kb, treating 
Greenlander/Somali profiles as unknowns. GenoGeographer marked 
22.4 % of test profiles as not assignable to any reference population 
used, while ~84 % of the remaining 77.6 % were correctly assigned to 
either Greenlander or Somali. In contrast, conventional LR analyses gave 
78.1 % correct and 21.9 % incorrect assignments. Overall, GenoGeog-
rapher was able to reduce the error rate three-fold by using the z-score to 
exercise caution when its value was above a certain level and prevented 
erroneous assignments being made. 

In a similar, but simplified manner, Snipper allows the cross- 
validation of the population reference datasets compiled for forensic 
MPS BGA tools, and when the likelihoods generated are ranked in a 
series of ‘LR plots’ the unknown profile position can be superimposed to 
gauge whether its LR is within the value ranges observed or is an outlier 

(i.e., reliable vs unreliable LRs). The lowest values in each reference 
population, or the LR values seen in incorrect assignments allows an 
inference threshold to be set to reduce the risk of incorrect assignments 
from below-threshold values. Fig. 2 of [128] shows an example of such 
plots, applying a universal LR threshold of 1000 (i.e., no assignment 
reported for LRs below ‘1000-times more likely one population than 
another’). Population-specific thresholds can also be set when some 
populations are less divergent than others in the reference data used. 

3.3.3. Combining different types of AIMs in BGA prediction frameworks 
and tools 

The introduction of MHs as AIMs has highlighted the problem of 
collecting suitable population reference data for multiple-allele markers 
with many low frequency alleles/haplotypes, therefore requiring much 
larger sample sizes to properly estimate frequencies. Since sampling of 
Oceanian and American populations remains scant, it is difficult to use 
MH loci without significant inaccuracy in the calculation of likelihoods 
for under-represented population groups using these markers. Further-
more, haplotypes need to be counted rather than estimating allele fre-
quencies from single SNP genotypes, so is dependent on large sample 
sizes to be representative of the actual haplotype frequencies in the 
population. Consequently, Snipper has so far failed to adapt LR analysis 
of panels combining SNPs and MHs, as the underlying variation needs to 
be estimated in different ways. Nevertheless, as with STR data, 
STRUCTURE can accept both types of markers as joint input applying 
suitable numerical transforms to haplotypes (e.g., AAA=111; ACA=121, 
etc.). It should be remembered that PCA analysis only works with binary 
SNP data, precluding tri-allelic and MH variation, and it is recom-
mended to apply more appropriate methods of multi-dimensional 
scaling able to handle binary/multiple-allele SNP and MH data. R- 
scripts are available to execute principal coordinates analysis (PcoA 
[129]) and neighbor-joining tree plots (see Fig. 8 C in [82] and Figs. 3–4 
in [109]) to better represent genetic distances in 2D space using all the 
variation in a panel. Lastly, experiences with MAPlex and MPSplex in-
dicates LRs are often reduced when MH likelihoods are combined with 
SNP likelihoods. This suggests that MH data in such mixed panels are 
best reserved for monitoring and de-convoluting mixed DNA, with the 
potential to infer each contributor’s BGA [109]. 

3.4. The continuing challenge of assessing BGA in cases of genetic 
admixture and co-ancestry 

GenoGeographer is designed primarily to address the problem of 
genetically admixed individuals analyzed with single-ancestry reference 
data [126]. Genetically admixed individuals with co-ancestry from 
different geographic regions, present a problem for likelihood-based 
ancestry tests producing reduced values [83], which are then not reli-
able enough indicators of ancestry for reporting to investigators. Pereira 
et al. used STRUCTURE rather than GenoGeographer to study Brazilian 
population samples and families (sibs have similar co-ancestry ratios 
and predictably combine their parent’s ancestral backgrounds), as a 
testbed for population and individual admixture measurement, respec-
tively [130]. Brazilian populations are known to have co-ancestry from 
European, African, and Native American populations. As would be ex-
pected, the larger the AIMs panel (ranging from 46 Indels to 164 PIAP 
SNPs/210 AIMs combined), the less variable the co-ancestry estimates 
obtained; with a more marked effect on consistency of individual 
co-ancestry estimates than population level estimates. For an individual 
suspect in a crime case, accurately estimating co-ancestry for genetically 
admixed individuals is more difficult if: i) the admixture contributors 
have lower than average divergence; ii) the AIMs panel is small; and iii) 
there is insufficiently balanced In POP levels, given the AIM set and 
reference populations used (see Section 3.1.2.). 

The above points suggest that reliable analysis of complex genetic 
admixture remains difficult to achieve with the current forensic BGA 
tools, even those with expanded autosomal SNP numbers currently 
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available for tools based on targeted MPS. However, there are several 
factors that can help both the interpretation of allelic variation detected 
in the tested individual and the design of future AIM sets, which were 
considered by the VISAGE Consortium when designing the AIM panel of 
the VISAGE-ET-AA. First, with existing MPS panels it should be possible 
to report co-ancestry in the SNP profile analyzed and infer contributing 
population groups when simple, balanced parental admixture is detec-
ted. The study by de la Puente et al. [109] assessing the capabilities of a 
large-scale MH panel for ancestry inference even suggests that the 
co-ancestry components of a mixed DNA contributor with an admixed 
background are detectable, without the expected confounding effects of 
‘double mixtures’ (Fig. 5 in [109]). Second, when an individual origi-
nating from continental margin population has identical patterns of 
admixture to those of individuals with admixed family history (e.g., 
North Africans have the same patterns as European-African admixed 
individuals), it is important to consider both possibilities in the ancestry 
report. A set of reasonable and robust guidelines for reporting individual 
co-ancestry has been proposed by Jin et al. [124] and readers are 
encouraged to consider these as a framework for building their own 
reporting guidelines, based on the AIMs panel used and its limitations 
for measuring co-ancestry (admixed 1000 Genomes population data for 
all published MPS BGA panels and tools are available in Snipper for this 
purpose). The third factor is the most important to consider as BGA MPS 
panels continue to expand in the number of AIM SNPs and become more 
sophisticated. It should be increasingly easy to include non-autosomal 
marker data either from parallel MPS assays or within the same 
enlarged MPS multiplex. In this way, the paternal and maternal lineages 
can be compared with the autosomal data in admixed males. The FDSPK 
A-B multiplex combines 56 AIM SNPs and 24 Y-STRs, but to our current 
knowledge this data has not been combined in any forensic ancestry 
studies. Likewise, the TFS Precision ID Identity Panel has 34 upper 
Y-Clade SNPs, which although a separate MPS multiplex, adds patri-
lineal analysis to PIAP data. A separate multiplex MPS tool for simul-
taneous analysis of 859 Y-SNPs allowing the inference of 640 
Y-haplogroups has been published [77] and is available for 
high-resolution Y-haplogrouping, allowing detailed paternal ancestry 
inference. As the increased copy-number of mtDNA makes the balancing 
of mitochondrial sequence with autosomal and/or Y-chromosomal se-
quences with the same MPS tool challenging, future efforts need to find 
out if such combined MPS tool can be developed for forensic applica-
tions. In any case, separate whole mitogenome MPS tools are available 
for separate analysis of maternal ancestry [78]], including a commercial 
solution [131]. As described above, the VISAGE-ET-AA tool already 
combines autosomal AIM SNPs with Y-SNPs for simultaneous 
bi-parental and paternal ancestry inference, although genotyping 87 
Y-SNPs limits the level of paternal BGA inference and will need to be 
increased in future FDP tools. Similarly, X-SNPs provide a reasonably 
informative substitute for mtDNA sequence analysis for the inference of 
X-chromosome ancestry in a large proportion of males with recent 
admixture. 

3.5. Ancestry inference with genealogy-scale SNP genotyping 

Although MPS has been the key technological development in 
forensic DNA analysis since 2015, arguably the recent rapid evolution of 
investigative genetic genealogy methods based on genomic data ob-
tained with SNP microarrays, or whole-genome sequencing has also 
changed our attitude to what could be possible in the future [132]. SNP 
microarray-level genotyping is generally not suitable for forensic ma-
terial [133], although there can be crime scene samples that contain 
DNA of high enough quantity and quality to even allow successful SNP 
analysis using whole-genome sequencing [134]. Hence, a middle ground 
between hundreds of thousands of genome-wide SNPs present on 
microarrays and current MPS tools containing up to hundreds of AIM 
SNPs is a potential future way to address many of the issues covered 
above – particularly improving complex co-ancestry analysis. The 

medium-scale MPS-based Kintelligence SNP tests from Verogen inten-
ded for long-range familial searching using dedicated portions of the 
GEDmatch database (termed GEDmatch PRO), could also provide 
data-rich ancestry information when combined with the 1000 
Genomes/HGDP-CEPH reference populations that can now be readily 
compiled in Snipper. In combination with evolving data analysis re-
gimes, such panels of several thousand SNPs could potentially provide 
greater detail, a wider range of sub-continental population differentia-
tions and more refined co-ancestry analysis. In this way, an unidentified 
contact trace could be simultaneously analyzed for relatives in GED-
match and have detailed ancestry inferences made. Dedicated tools with 
many thousands of AIM and appearance SNPs may be developed in the 
future, for which targeted MPS methods involving capture enrichment 
appear more promising than amplification based targeted MPS methods, 
especially for degraded DNA samples. In 2021, the FORCE panel based 
on capture MPS was published [31], designed to be an all-in-one tool for 
5,422-SNPs for investigative genetic genealogy and other forensic pur-
poses. The scale of the FORCE panel allows the combination of several 
thousands of SNPs with several distinct forensic purposes with 4069 
kinship/identity SNPs, 241 BGA SNPs, 41 HIrisPlex-S SNPs for eye, hair, 
and skin color (4 overlapping BGA SNPs), 246 X-SNPs, and 829 
Y-chromosome SNPs. The BGA SNPs in FORCE were compiled from the 
merged PIAP and VISAGE-BT-AA panels. While in their paper, the au-
thors describe ancestry resolution with the FORCE panel based on 5 
continental groups, the enlarged number of autosomal BGA SNPs in 
combination with 829 of the Y-SNPs from Ralf et al. [77] may allow 
FORCE to provide enhanced BGA inference compared to the smaller 
MPS-based BGA tools described in this review, which, however, remains 
to be formally assessed. 

4. Recent progress in predicting age from crime scene DNA 

Obtaining investigative leads from crime scene DNA within the 
concept of FDP gains extra power when the prediction of age is included 
together with appearance and ancestry. This not only is because age per 
se allows the characterization of a person, but also due to the fact that 
the expression of certain appearance traits depend on age, and for some 
appearance traits, age is used as predictor in the genetic prediction 
models (Table 1). While various approaches for age estimation have 
been considered in forensic molecular biology, only DNA methylation 
(DNAm) analysis has proved to be sufficiently accurate to provide a 
practical solution for forensic applications. The first papers mentioning 
the forensic usefulness of epigenetic age estimation appeared in 2011 
and presented the first DNAm markers potentially useful for this purpose 
[135,136]. Since then, numerous studies have been published on 
epigenetic age prediction, many of them containing results relevant to 
the forensic field. Progress on the implementation of DNA methylation 
markers for forensic age prediction has been summarized in several 
previous review articles [9,10,137]. In this part of the review, we focus 
on summarizing the most recent advances in forensically relevant 
epigenetic age prediction published since these last review article on this 
topic in 2016–17. 

In recent years, several DNA methylation-based age estimation tools 
suitable for forensic applications have emerged, as discussed below and 
summarized in Table 3, in addition to those published earlier and 
summarized elsewhere [10]. Notably, early research showed that age 
estimated using DNA methylation markers has reduced accuracy in the 
elderly, which is related with a global decrease in the stability of DNA 
methylation with advanced age [10]. This problem is a consequence of 
inter-individual variability in the rate of aging, which is more evident in 
the elderly and can be due to both hereditary DNA variants, environ-
mental factors influencing the rate of DNAm progression, and stochastic 
effects. The inclusion of additional markers may reduce this problem. A 
study by Cho et al. suggested that the accuracy of age estimation based 
on DNA methylation in ELOVL2, C1orf132, TRIM59, KLF14, and FHL2 
can be increased in elderly people by adding information beyond 
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methylation status from sjTREC DNA analysis [138]. Another problem is 
the under-representation of the young in epigenetic age prediction 
research. To start to fill this gap, some studies aimed to identify 
appropriate age predictors in children [139,140]. Freire-Aradas et al. 
identified six genes with CpGs highly correlated with age in the young 
and proposed a model based on these predictors dedicated for epigenetic 
age prediction in children. KCNAB3 was found to be a particularly 
informative marker for measuring methylation progression during 
childhood and adolescence [139]. The same research group proposed 
prediction model trained using individuals in a wide age range from 
childhood to old age [141]. The quantile regression neural network 
model used included CpG sites from ELOVL2, ASPA, PDE4C, FHL2, 
CCDC102B, MIR29B2CHG and chr16:85395429 (GRCh38) and pre-
dicted age in a test set with a median absolute error (MAE) of 3.32 [141]. 
McEwen et al. [140] developed an epigenetic clock based on 94 CpGs 
that can predict age in young individuals with an MAE of only 0.35 
years, using a test set consisted of 689 individuals. 

Moreover, it is known that DNA methylation, depending on the CpG 
site, is genetically controlled, but can also be influenced by environ-
mental factors. A detailed review of this topic is beyond the scope of this 
article, but can be found elsewhere [142]. Some studies consistently 
indicate that age correlated CpGs may have different sensitivities to 
confounding external factors such as disease. For instance, Spólnicka 
et al. studied age-related DNAm changes in groups of patients with 
late-onset and early-onset Alzheimer’s disease, as well as in patients 
with Graves’ disease [143]. This study reported an unchanged age 
prediction accuracy for DNA markers ELOVL2 and MIR29B2CHG in the 
patient group, while DNAm levels in TRIM59, FHL2 and KLF14 were 
modified in the patient group, influencing the results of age prediction in 
patients suffering from these diseases. Also, using the same model, un-
reliable results for age prediction were reported in patients with chronic 
lymphocytic leukemia [144] (mean epigenetic age of patients was 10.7 
years higher than the mean true age in this group). Assuming such 
DNAm alterations can serve as a diagnostic biomarker of the disease, the 
authors used the DNAm data to develop a calculator that allowed the 
prediction of this disease [144]. In a different study, Spolnicka et al. 
[145] found that intense physical exercise may modify methylation in 
some age markers. The study observed elevated DNAm levels in TRIM59 
and KLF14 and explained this modification as a methylation response to 
stress associated with the lifestyle of elite athletes. The only marker that 
remained without detected influence from the tested external factors in 

these studies was ELOVL2, which further emphasizes its importance in 
predicting chronological age in forensic tests, as originally suggested by 
Zbieć-Piekarska et al. in 2015 [146]. Analysis of 104 children with 
different growth disorders showed DNA methylation may be impaired in 
some CpGs and, consequently, the precision of age prediction may be 
reduced in children when using these predictors [147]. The VISAGE 
Consortium and Project also addressed this issue and investigated 8 
DNAm age predictors (ELOVL2, MIR29B2CHG, TRIM59, KLF14, FHL2, 
EDARADD, PDE4C, and ASPA) in a cohort of individuals with severe 
alcohol dependency [148] by using the VISAGE Enhanced Tool for age 
prediction in somatic tissues [15]. Of the 8 markers analysed, altered 
DNAm was only observed in MIR29B2CHG, but the impact on age pre-
diction was small [148]. 

It is important to note that because crime scene investigation deals 
with challenging biological materials often containing very limited 
amounts of DNA which typically is degraded, the DNAm analysis tech-
nology used for epigenetic age prediction sets the limits within FDP. 
Although DNAm microarray technologies enable the simultaneous 
analysis of large numbers of CpGs, in the same way SNP arrays do for a 
large number of SNPs, hybridization-based microarray technology is 
generally not suitable for typical crime scene DNA. Foox et al. recently 
proposed whole genome bisulfite sequencing as a possible solution to 
analyze large number of CpGs in challenging forensic material [149], 
but genomic approaches may not be practical for implementation in 
most forensic DNA laboratories. Therefore, most forensically motivated 
studies have focused on developing age prediction models based on 
relatively small numbers of carefully selected age-predictive DNAm 
markers that can be analyzed with DNA technologies suitable for crime 
scene DNA analysis. DNAm-based age prediction has several techno-
logical hurdles that do not exist in SNP-based appearance and ancestry 
prediction. First, DNAm marker analysis requires technologies providing 
fully quantitative outcomes, instead of qualitative analysis of SNPs. 
Second, all technologies for DNAm analysis currently used in forensics 
rely on a bisulfite conversion step prior to the actual DNAm analysis 
step. Bisulfite conversion requires more DNA than needed for 
SNP-typing and degrades the DNA during the conversion procedure; 
hence, typically degraded forensic DNA gets further destroyed. Third, 
technical errors in DNAm analysis vary between analysis technologies 
(see method-to-method bias below). Some studies indicate that reliable 
DNAm analysis is possible with as little as 2–5 ng of bisulfite-converted 
DNA [150–152]. Very good sensitivity results for DNA methylation 

Table 3 
MPS-based tools for predicting epigenetic age from crime scene DNA.  

Name Tissue Number of 
CpGs 

MPS 
technology 

Forensic 
validation 

Prediction model, reference data, prediction error Prediction 
tool 

References 

Vidaki et al. Blood  16 Illumina No Model building N = 1156 (microarray data) MAE= 3.3; 
model validation N = 46, MAE= 7.5 

No [205] 

Naue et al. Blood  13 Illumina No Model building N = 208, MAE= 3.21; model validation 
N = 104, MAE= 3.16; Reduced model (4 CpGs): MAE=
3.24 and 3.64, respectively 

No [181] 

Hong et al. Saliva  7 Illumina No Model building N = 154, MAE= 3.09; model validation 
N = 36, MAE= 3.19 

No [162] 

VISAGE Basic Tool 
for age from blood 

Blood  32 Illumina Limited No No [159] 

VISAGE Enhanced 
Tool for age from 
somatic tissues 

Blood, 
buccal 
cells, bones  

44 Illumina Yes 3 models for 3 tissues: Blood (6 CpGs): model building N 
= 112, MAE= 2.2; model validation N = 48, MAE= 3.2; 
Buccal cells (5 CpGs): model building N = 112, MAE=
2.5; model validation N = 48, MAE= 3.7; Bones (6 
CpGs): model building N = 112, MAE= 3.3; model 
validation N = 49, MAE= 3.4 

VISAGE 
Software 

[15] 

VISAGE Enhanced 
Tool for age from 
semen 

Semen  13 Illumina Yes Reduced model (6 CpGs): model building N = 125, 
MAE= 4.3; model validation N = 54, MAE= 5.1 

VISAGE 
Software 

[16,163] 

Aliferi et al. Blood  18 Illumina Limited Model building N = 77, MAE= 3.6; model validation N 
= 35, MAE= 3.3 

No [152] 

MPS-tools are listed in time-wise order of publication, for those published earlier than 2017, see Freire-Aradas et al. [10], MAE: mean absolute error: e.g., an MAE of 4 
means that in the studied samples the mean absolute difference between predicted age and calendar age was 4 years. 
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testing were obtained using MPS in the work of Aliferi et al. [152]. 
Analysis of 11 age markers was possible with 5 ng of initial DNA, which 
is ~1 ng PCR input. The prediction accuracy of MAE = 3.3 years at such 
low DNA concentrations represents a significant improvement of exist-
ing levels of sensitivity in forensic tests. The algorithm was validated 
using an independent cohort and obtained an accuracy of MAE = 3.8, 
and for those under 55 years of age, an MAE = 2.6 [152]. 

In general, there is a risk that age prediction in samples with 
bisulfite-converted DNA will have amounts of converted DNA that are 
below the empirical sensitivity threshold of the analyzing lab, which will 
lead to increased age prediction error. An in-silico analysis conducted by 
Naue et al. [153] demonstrated, as can be expected, that in samples with 
low DNA amounts, stochastic effects increase and can lead to significant 
fluctuations in DNAm levels, which affect the age prediction outcome. 
This was also observed empirically outside the forensic field by Smith 
et al. [154], who reported that samples of low DNA concentration show 
higher variability in their measures of methylation level than samples of 
high DNA concentration. In forensic traces, low levels of input DNA are 
often degraded, and even more so after bisulfite conversion. However, a 
recent study testing blood of deceased persons confirmed previous 
conclusions that DNA methylation is a stable chemical modification not 
strongly affected by tissue decay, suggesting that the reliability of age 
predictions from crime scene samples is mostly determined by low DNA 
quantity [155]. 

Regarding DNAm marker analysis for age prediction, various tech-
nologies have been used thus far, including pyrosequencing, Sequenom, 
MassARRAY, MALDI-TOF, SNaPshot, single base extension using locked 
nucleic acid primer modification, droplet digital PCR, and targeted MPS 
[156–159]. Each of these methods may produce different technical er-
rors in DNAm analysis (see method-to-method bias below). Richards 
et al. [160] noted that there is no agreed methodology for the targeted 
detection and analysis of DNAm markers in forensic studies yet and 
considered the benefits of using MPS for this purpose. Fleckhaus and 
Schneider [161] showed that multiplexing of several CpG targets is 
difficult but possible with simple pyrosequencing and suggested that 
multiplex pyrosequencing can be a viable alternative to other technol-
ogies with reproducibility equal to a singleplex pyrosequencing. How-
ever, pyrosequencing has much less multiplexing capacity than targeted 
MPS. 

The multiplexing of DNAm markers is further limited after bisulfite 
conversion of DNA. With high degrees of DNA degradation, reduced 
DNA sequence complexity and lack of DNA strand complementarity, 
which are all characteristic of bisulfite-treated DNA, the design of PCR 
primers becomes much more challenging. In particular, regions rich in 
CpG sites are problematic to analyse. Balancing the amplification effi-
ciency of individual PCR reaction targets is also not straightforward for 
multiple DNAm markers. Some studies have shown that small-size 
DNAm multiplexes can be optimized [151,162]. Targeted MPS is 
particularly effective as a tool for hundreds (or thousands) of SNPs from 
forensic DNA, while multiplexing capacity for DNAm markers is lower 
because of the necessity of quantitative analysis. From a practical 
perspective, it is noteworthy that MPS technologies are nowadays 
available in most forensic DNA laboratories, facilitating the imple-
mentation of new methods based on targeted MPS, including for DNAm 
analysis. In line with that, the VISAGE Consortium developed and 
validated three tools for age prediction based on targeted MPS, i.e., i) the 
VISAGE Basic Tool for age estimation in blood [159], ii) the VISAGE 
Enhanced Tool for age estimation in somatic tissues [15] and iii) the 
VISAGE Enhanced Tool for age estimation in semen [163], which are 
further described below. Beyond the activities of VISAGE, targeted MPS 
as a method of DNA methylation analysis in the forensic field is also 
under continuous development [152]. 

An important technology-driven issue in quantitative DNAm analysis 
highly relevant for age prediction is the method-to-method bias i.e., 
differences in technical variation of DNAm quantification between 
different genotyping methods used for the different steps of DNAm 

marker discovery, model data establishment, and final casework appli-
cation. Hence, the application of different DNAm analysis methods for 
the different steps lead to artificially increased age prediction errors 
[162,164]. This is often seen when the reference data used in prediction 
modelling were established with DNAm microarrays, easily applicable 
to many individuals, while different technology is used for the forensic 
tool applied to crime scene DNA. Feng et al. proposed a solution based 
on Z-score transformation to correct for differences in DNAm data be-
tween model reference data generated with one analysis technology 
applied to actual casework data produced with another technology. 
These authors demonstrated that Z-score transformation was successful 
in using a prediction model developed from data produced with Epityper 
microarrays to predict age in samples analyzed with pyrosequencing 
[164]. The model was then successfully validated to predict age in blood 
deposited on FTA cards or gauze, and stored under room conditions 
[165]. However, when the method-to-method differences in DNAm data 
become too large, simple mathematical transformation methods cannot 
compensate any longer. In one study, investigation of four widely used 
methods for targeted DNA methylation analysis showed comparable 
DNA methylation and subsequent age prediction values obtained using 
EpiTYPER®, pyrosequencing, and MPS (Illumina) technologies and the 
biggest differences reflected in higher prediction errors for SNaPshot 
[156]. The SNaPshot assays provides a semi-quantitative measurement 
of DNA methylation, and when using this technology, differences in 
DNA methylation measures were noted even with different capillary 
electrophoresis instruments [166,167]. To avoid potential 
method-to-method bias, it is strongly recommended to use the same 
DNAm analysis technology for model data generation for both, model 
building and model validation, and for the final forensic casework ap-
plications [162]. The VISAGE Consortium followed this rationale and 
developed DNAm sequencing tools based on targeted MPS for future 
casework application as well as applying them for establishing the 
reference data used for prediction model building and validation, 
thereby avoiding any method-to-method bias. 

Not only DNAm markers and technology used for DNAm analysis, 
but also the statistical method applied for DNAm-based age prediction 
impact on the accuracy of epigenetic age prediction. Several studies 
demonstrated advantages of using machine learning (ML) methods for 
DNAm-based age prediction [168,169]. Aliferi et al. [151] tested 17 ML 
methods, detected differences in their predictive outcomes and found 
the best performance of a support vector machine with a polynomial 
function. It is known that ML methods are sensitive to data size and this 
topic was further investigated by the same group in the context of 
forensic age estimation [170]. Notably, ML advantage over standard 
methods such as regression analysis was not seen in appearance pre-
diction on the example of eye, hair, and skin color [171]. 

Finally, a very important factor in DNAm-based age prediction in the 
FDP context, which does not apply to SNP-based prediction of appear-
ance and ancestry, are differences in DNAm patterns between different 
tissues or cell-types from which crime scene DNA is extracted. As crime 
scene samples can derive from different tissues, this is highly important 
in forensic age prediction. Developing a universal epigenetic predictive 
system that would sensitively and accurately predict age across the 
range of human tissues and body fluids for forensic applications appears 
not feasible (see below), at least thus far with a limited number of CpGs 
that can be analyzed with forensically suitable DNA technology such as 
targeted MPS. Horvath’s universal epigenetic clock can predict age in 
different cell types because it uses a large number of CpGs typically 
generated with DNA methylation microarray technology, unsuitable for 
crime scene DNA analysis. However, even with 353 CpGs, the analysis 
error noted for some tissues was higher than for others. For example, in 
muscle tissue, the median absolute difference between epigenetically 
predicted age and true chronological age was 18 years, while it was 3.7 
years for whole blood based on the same DNAm markers [172]. Notably, 
the apparent universality of the model was made possible by using a 
training set consisting of methylation data for many thousands of 

M. Kayser et al.                                                                                                                                                                                                                                 



Forensic Science International: Genetics 65 (2023) 102870

18

samples from different cell types. It can be expected that with lower 
numbers of CpG predictors, tissue specificity effects increase. However, 
it has been shown that some DNAm markers provide age information 
more universally across tissue types, despite different rates of DNAm 
change, leading to strong age correlation across different tissues [173, 
174]. However, most of the age-related DNA methylation sites have 
tissue-specific effects [173]. This has led to the notion that age predic-
tion from DNA of different tissue sources requires different DNAm pre-
diction tools based on different sets of DNAm markers selected in a 
tissue-specific way. In some cases, particularly when analyzing so-
matic tissues that overlap in their DNA methylation patterns, the same 
DNAm markers and thus genotyping tools can be used, but prediction 
models for each tissue based on tissue-specific data is required to ach-
ieve optimum prediction accuracy. This idea was adopted by the VISAGE 
Consortium, which developed two Enhanced MPS tools for age predic-
tion, one for somatic tissues [15] and one for semen [163], and used four 
different prediction models, one for each of four tissues [15,163]. Given 
the tissue dependency particularly affecting forensic age estimation 
based on small sets of DNAm markers, in the following sections, we 
describe recent advances in predicting age from forensic DNA separately 
for the major tissue types commonly confronted with in crime scene 
investigations. 

4.1. Epigenetic age estimation from DNA in blood 

Blood is a common source of DNA in forensic analyses, very often 
collected at the crime scenes in the form of bloodstains that typically 
indicate violent crime. Therefore, the practical value of predicting age 
from blood-derived DNA is obvious, and many studies that have 
considered the forensic importance of epigenetic age prediction focused 
on blood as the source of DNA [10]. The first analyses to select DNA 
methylation age predictors based on the Infinium HumanMethylation27 
BeadChip DNA methylation microarray data failed to identify ELOVL2, 
which is included in the updated Infinium HumanMethylation450 
BeadChip version and turned out to be the most important forensic age 
predictor. CpGs from ELOVL2 were suggested as age predictors for the 
first time in 2012 by Garagnani et al. [175], and were included in the 
early model proposed by Hannum et al. [176]. The usefulness of ELOVL2 
in forensic epigenetic age prediction has been confirmed since by many 
studies and CpGs from this gene got included in most forensic epigenetic 
age prediction tools. 

Differences in DNA methylation levels between human populations 
have been reported [177], and this phenomenon is equally applicable 
for age predictive DNAm markers. For instance, although the 5-CpG 
model developed by Zbiec-Piekarska et al. [178] based on Polish data 
has been successfully validated in Korean data, Cho et al. demonstrated 
that remodeling based on Korean data improved the prediction accuracy 
considerably i.e., an MAE from 4.18 to 3.29 [138]. The same age 
markers were also studied in Italian and Portuguese population samples. 
In Italians, a final predictive model included eight CpGs from ELOVL2, 
FHL2, MIR29B2CHG and TRIM59, thus excluding KLF14, and giving a 
predicted age with MAE = 4.5 years [179]. The same four markers were 
also confirmed in Portuguese, achieving an MAE = 4.97 years [180]. It is 
noteworthy that DNA methylation in KLF14 varies over a person’s life-
time within a very narrow range (e.g., ~0–10 % for a cohort at age range 
1–75 years) [15], which may be difficult to test with some technologies 
such as semi-quantitative SNaPshot. 

Other recently published age prediction models based on DNA from 
blood further confirmed some well-known age DNAm markers and 
suggested potential additional age predictors. Pan et al. (2020) studied 
seven previously known DNAm markers for blood including CpGs from 
ASPA, EDARADD, CCDC102B, ZNF423, ITGA2B, KLF14, and FHL2 in a 
Han Chinese population, and confirmed the age correlation for all of 
them [169]. Feng et al. (2018) studied 390 Chinese at 21 age-related 
differentially methylated regions and confirmed the highest suitability 
for epigenetic age estimation of ELOVL2, TRIM59, MIR29B2CHG, 

PDE4C, CCDC102B, RASSF5, and a DMR on chr10:22334463/65, giving 
an MAE of 2.49 years. Naue et al. [181] proposed two age prediction 
models developed using amplicon bisulfite MPS data and a random 
forest regression prediction method. Their basic model contained 13 
CpGs from DDO, ELOVL2, F5, GRM2, HOXC4, KLF14, LDB2, MEIS1-AS3, 
NKIRAS2, RPA2, SAMD10, TRIM59, ZYG11A and predicted age with a 
MAE of 3.16 years. A reduced model based on the strongest CpG pre-
dictors from ELOVL2, F5, KLF14, and TRIM59, resulted in age estimation 
with only a slightly higher error (MAE = 3.24). Lau and Fung [182] 
attempted to find an optimal set of DNAm markers for blood by 
re-analyzing the HumanMethylation450 BeadChip data for blood and 
used several methods for marker selection and prediction modelling. 
This study finally recommended a simple forward selection and multiple 
linear regression to produce the best predictive performance with the 
most accurate model restricted to 16 CpG predictors and included well 
established markers from ELOVL2, FHL2, KLF14, and TRIM59 with an 
MAE = 3.76 years. The VISAGE Consortium implemented the five 
markers previously proposed by Zbiec-Piekarska et al. [178] i.e., 
ELOVL2, MIR29B2CHG, FHL2, TRIM59 and KLF14 for developing the 
VISAGE Basic Tool for Age estimation in blood based on a total of 32 
CpGs [159]. The VISAGE Enhanced Tool for Age estimation from so-
matic tissues analyses 44 CpGs from eight genes ELOVL2, FHL2, KLF14, 
MIR29B2CHG, TRIM59, EADARADD, PDE4C and ASPA. It comes with a 
prediction model for blood that includes 6 CpG sites from ELOVL2, 
MIR29B2C, KLF14, FHL2, TRIM59 and PDE4C and predicted age in a test 
set of 48 blood samples with an MAE of 3.2 years [15] (for more in-
formation on the VISAGE Enhanced Tool for Age from somatic tissues, 
see below). 

While the above-mentioned studies all explored known DNAm 
markers previously identified for age estimation in blood, three studies 
proposed entirely novel age DNAm markers for blood. Mawlood et al. 
[183] reported an inverse correlation with age for two CpG sites in 
mitochondrial DNA and the developed model predicted age with MAE =
9.3 years. Xin et al. [184] analyzed DNAm in the human telomerase 
reverse transcriptase gene and reported a model based on this single 
gene that was able to predict the age in the test set of (a very limited 
number of) 30 samples with MAE of 5.19. Although the prediction errors 
obtained from these newly proposed DNAm age markers are higher than 
those achieved with models based on previously established DNAm age 
markers, in the future these novel markers shall be tested together with 
previously established ones to evaluate their usefulness for improving 
age prediction from blood-derived DNA. 

Recently, Vidaki et al. [185] studied DNAm-based age prediction in 
blood from males using CpGs located on the non-recombining part of the 
Y-chromosome. In blood samples of 1057 males aged 15–87, they 
identified 75 Y-CpGs correlated with age, of which a subset of 19 CpGs 
was able to predict age with an MAE = 8.46 years with an 
age-independent prediction accuracy. An age prediction model and tool 
based on male-specific Y-chromosomal CpGs is forensically relevant as it 
may allow predicting age of male perpetrators from analyzing 
male-female DNA mixtures [185]. For a summary of MPS-based epige-
netic age prediction tools from blood, see Table 3. 

4.2. Epigenetic age estimation from DNA in saliva and buccal cells 

Saliva is also frequently found at crime scenes such as in form of 
cigarette butts, chewing gum, or bottles; hence, it is a highly relevant 
source of forensic DNA. It is worth mentioning the interesting, but still 
unsolved, problem whether whole saliva or buccal cells present in saliva, 
provide the better source of DNA for developing the most practical 
epigenetic age model for forensic investigations. Since the early work of 
Bocklandt et al. [136] introducing a model for saliva based on just three 
CpGs, several studies have explored this topic, which resulted in several 
age prediction models for saliva or buccal cells. Hamano et al. [186] 
reported a model for age estimation in saliva based on CpGs from 
ELOVL2 and EDARADD that predicted age with an MAE = 6.25 years. 
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The study confirmed the usefulness of the model for age prediction in 
cigarette butts with a median absolute deviation (MAD) of 7.65 years, 
but this requires further confirmation, as the number of samples was 
small. As in the earlier research on epigenetic age prediction in blood 
[187], the group used the methylation sensitive high-resolution melting 
(MS-HRM) method to measure DNAm levels for these saliva studies. 
Both models, for blood and saliva, involve analysis of ELOVL2. Hong 
et al. [188] proposed an alternative model for epigenetic age prediction 
in saliva that was based on six age-correlated CpG predictors from SST, 
CNGA3, KLF14, TSSK6, TBR1, and SLC12A5, and predicted age with an 
MAD = 3.15 years. This model was developed based on a discovery 
analysis using data from 54 HumanMethylation450 BeadChip array 
datasets and replication in 226 samples using a SNaPshot protocol. The 
developed assay also included a CpG site in PTPN7 able to differentiate 
between leukocytes and buccal epithelial cells, an approach that had 
previously been used in another method for epigenetic age prediction in 
buccal cells [189]. In a follow-up study, Hong et al. [162] analyzed the 
same marker set in a subset of 95 samples using MPS technology and 
used the data obtained to develop a platform-independent model for age 
prediction in saliva. Koop et al. [190] evaluated the possibility of using 
DNA methylation levels in PDE4C to predict the age of deceased people 
from buccal swabs and concluded that this material is a good source of 
DNA for epigenetic age assessment provided that sufficient DNA can be 
extracted. This study provided further evidence that DNAm is stable in 
post-mortem biological samples [190]. The VISAGE Enhanced tool for 
age estimation from somatic tissues comes with a prediction model for 
buccal cells that includes five CpGs from PDE4C, MIR29B2CHG, 
ELOVL2, KLF14 and EDARADD and predicted age in a test set of 48 
samples with an MAE = 3.7 years [15] (for more information on the 
VISAGE Enhanced Tool for Age from somatic tissues, see below). 
Ambroa-Conde et al. developed a method that included a selection of 
seven DNA methylation markers for saliva and buccal cells 
(cg10501210, LHFPL4, ELOVL2, PDE4C, HOXC4, OTUD7A and EDAR-
ADD). The combined model based on multivariate quantile regression 
allowed prediction in a test set with an MAE = 3.66 years (93 saliva and 
91 buccal cell samples). The developed models can be used with the 
Snipper application suite [191]. As with blood studies, some 
inter-population differences in DNA methylation patterns were also 
found in saliva and buccal cells [192,193], although thus far DNAm 
variation between populations has been studied less in saliva than in 
blood, which needs to be improved. For a summary of MPS-based 
epigenetic age prediction tools from saliva and buccal cell DNA, see 
Table 3. 

4.3. Epigenetic age estimation from DNA in other somatic tissues 

Next to blood and saliva / buccal cells, various other somatic tissues 
including muscle, cartilage and skeletal bone and teeth samples, are 
routinely analyzed in forensic DNA laboratories for the purpose of 
human identification. In some of these cases, age estimation may pro-
vide additional information for facilitating the human identification 
process, while more rarely, crime scene investigation may involve such 
tissues. Naue et al. [174] tested 13 DNAm markers previously selected 
for blood and attempted to predict age in brain, bone, muscle, buccal 
epithelial cells, and blood obtained from 29 deceased people aged 0–87 
years using a model previously developed for blood. They found 7 CPGs 
to correlate with age in all 5 tissues. The authors suggested that CpGs 
from DDO, ELOVL2, KLF14, NKIRAS, RPA2, TRIM59, and ZYG11 could 
provide the core loci for a multi-tissue age predictor in forensics [174]. 
Two prediction models that were reported for teeth, albeit based on a 
small number of samples [10]. Bekaert et al. [194] analyzed 29 teeth 
and Giuliani et al. [195] analyzed 21 teeth for epigenetic age estimation. 
Marquez-Ruiz et al. [196] examined 65 teeth of people aged 15–85, 
which confirmed the usefulness of CpGs from ELOVL2 and PDE4C for 
epigenetic prediction of age from teeth, while a CpG from ASPA was not 
correlated with age in this sample set. Moreover, the study showed that 

telomere length, although also correlated with age, only slightly 
increased the prediction accuracy in a combined model with DNAm 
markers [196]. Lee et al. [197] analyzed 32 skeletal samples using the 
Infinium MethylationEPIC BeadChip array and identified 19 potential 
DNAm age predictors for bone samples. In addition, this study investi-
gated five predictors for blood as well as two new markers (TMEM51 and 
EPHA6). These, plus two previously known blood DNAm markers from 
TRIM59 and ELOVL2, were selected as the most promising candidates for 
epigenetic age estimation in bones [197]. The VISAGE Enhanced Tool 
for Age estimation from somatic tissues comes with a prediction model 
for bones that includes six CpGs from ELOVL2, KLF14, PDE4C and ASPA 
and predicted age in a test set of 49 bone samples with an MAE = 3.4 
years [15] (for more information on the VISAGE Enhanced Tool for Age 
from somatic tissues, see below). Hao et al. [198] reported a model that 
included 10 CpG sites from the LAG3, SCGN, ELOVL2, KLF14, C1orf132, 
SLC12A5, GRIA2, and PDE4C genes, which predicted age from hair with 
median absolute deviation MAD = 3.68 years. Recently, Fokias et al. 
[199] reported epigenetic age prediction from finger- and toenails based 
on pyrosequencing with MAE of 5.48–9.36. For a summary of 
MPS-based epigenetic age prediction tools from somatic tissues, see 
Table 3. 

4.4. Epigenetic age estimation from DNA of semen 

Semen traces form the most important crime scene evidence in sex-
ual assault cases. However, compared to somatic cells, DNA methylation 
patterns in sperm cells are completely different [200]. Not surprisingly 
therefore, the universal age predictor developed by Horvath [172] 
lacked a significant age correlation in sperm and it predicted age from 
sperm with a significantly lower estimated age than the true age of the 
sperm donors. The first model specifically developed for predicting age 
from sperm DNA achieved an MAE = 4.2 years using an assay based on 
SNaPshot technology [201]. It was subjected to forensic validation in a 
study involving two small sets of samples, 12 male donors aged 24–57 
years and 19 forensic casework samples including semen stains from 
rape and sexual assault cases. The MAE achieved in this independent 
validation was 4.8 years for the donors and 5.2 years for forensic case-
work samples. The study attempted to estimate the sensitivity of the 
method by analyzing the approximate amounts of bisulfite converted 
DNA after the initial conversion of 100 ng of genomic DNA. The study 
indicated the sensitivity at the level of a minimum 5 ng of bisulfite 
converted DNA [150]. Two of the markers selected, cg06979108 in the 
NOX4 gene and cg12837463 (no gene identified), were further validated 
in a small sample set from China [202]. In a large study, Jenkins et al. 
investigated 329 donors using the Infinium HumanMethylation450 
BeadChip arrays and selected 51 differentially methylated regions that 
included 261 CpGs which were significantly correlated with age. Based 
on these data, the authors developed a predictive model that relied on 
mean DNA methylation of multiple CpGs in these 51 genomic regions. 
The assessed MAE was as low as 2.37 years [200]. Because of the limi-
tation of DNAm markers for age prediction from semen, the VISAGE 
Consortium has conducted a discovery analysis for age-correlated CpGs 
in semen using Illumina’s InfiniumEPIC BeadChip array and revealed 
new potential age predictors suitable for age prediction in sperm cells 
[163]. This study also involved validation of the newly discovered 
markers together with the three predictors reported by Lee et al. [201] 
and development of an epigenetic age model for semen, which was 
validated. The final VISAGE Enhanced Tool for Age estimation from 
semen comprised four novel and one previously known DNAm markers 
and predicted age with an MAE = 5.1 years [163]. The VISAGE Con-
sortium developed two MPS assays that enable collection of DNA 
methylation data for thirteen markers initially considered for age esti-
mation in semen and six markers from five genes finally included in the 
model. Both assays have proved to be suitable for data collection for the 
purpose of age estimation from semen in forensic investigations [163]. 
The prediction model for age estimation in semen developed by the 
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VISAGE Consortium is implemented in the VISAGE Software. For 
MPS-based epigenetic age prediction tools from semen, also see Table 3. 

4.5. Towards universal age estimation tools in forensics 

The idea of a universal set of DNAm markers that can predict age 
across forensically relevant tissues appears to be a practical goal for 
forensics but is challenged by the increase of tissue-related methylation 
differences with decreasing number of CpGs in the model, as discussed 
above. Thus far, this universal approach in forensically motivated age 
prediction has been tested primarily for the simultaneous age prediction 
of different somatic tissues, because DNAm patterns largely overlap 
between somatic tissues in contrast to semen. Prior to the study by Naue 
et al. [163] already mentioned above, Alghanim et al. [203] investigated 
27 CpG sites from SCGN, DLX5 and KLF14 in blood and saliva, and 
validated CpGs from SCGN and KLF14 as age predictors for blood and 
saliva, proposing several predictive models that were able to predict age 
with an MAE = 7.1 – 10.3 in independent testing datasets. It has been 
shown that five DNAm markers initially validated for age estimation in 
blood from ELOVL2, FHL2, KLF14, MIR29B2CHG and TRIM59, respec-
tively, were able to predict age in saliva and buccal cells with similar 
accuracies. In this study, CpG markers from ELOVL2, KLF14 and TRIM59 
were strongly correlated with age in all three body fluids. Two different 
prediction modelling approaches were tested in this study. The first 
included three separate models based on data established in blood, 
saliva, and buccal swabs that predicted the age with an MAE = 3.478, 
3.552, and 4.293 years in blood, saliva, and buccal swabs, respectively. 
The second was based on a single model trained with data obtained from 
blood, saliva and buccal cell samples and gave a predicted age with a 
slightly larger MAE = 3.8 years in a testing set that also included data 
from all three types of samples [204]. The markers selected by Vidaki 
et al. [205] were used by Aliferi et al. [151] for developing two multi-
plex MPS assays optimized for forensic use. The study evaluated various 
machine learning approaches to reach the most accurate prediction al-
gorithm based on the twelve predictors. The best-performing predictive 
algorithm using the support vector machine approach provided a pre-
diction accuracy of MAE = 4.1 years in blood. The method also showed 
potential usefulness for predicting age in saliva [151]. An independent 
validation of the age prediction models for blood and buccal cells based 
on the CpG markers from ASPA, EDARADD, PDE4C and ELOVL2 [194] 
confirmed the expected performance of both models, but showed lower 
accuracy parameters compared to the original studies, which the au-
thors explained were due to technical problems and the need to recali-
brate the predictive models [206]. 

The available literature supports the idea that a relatively small 
number of DNAm markers can predict age in various somatic tissues. As 
mentioned in the previous sections, this was achieved with the VISAGE 
Enhanced Tool for Age from somatic tissues, which consists of one MPS 
tool for 44 CpGs from 8 genes and three tissue-specific prediction models 
for blood, buccal cells, and bones, respectively, based on subsets of 
markers included in the MPS tool. The study showed that while a small 
number of CpG predictors is sufficient to estimate age in different so-
matic tissues, accurate prediction requires the use of separate models for 
each tissue based on tissue-specific model data [15]. The three models 
were developed based on training sets of 112 DNA samples obtained 
from blood, buccal cells and bones, respectively and validated in inde-
pendent sets of 48 blood and buccal, and 49 bone samples, respectively. 
The three models, as well as the separate model for semen used by the 
VISAGE Enhanced Tool for Age estimation from semen [163], are 
included as prediction tools in the VISAGE Software. The VISAGE Con-
sortium also tested the potential applicability of these models for age 
prediction in tissues selected from 24 deceased individuals that included 
blood, cartilage, and muscle samples. As may be expected, only age 
prediction from blood provided satisfactory outcomes (MAE=3.1). The 
study concluded that the markers may be suitable for age estimation in 
the two remaining tissues but after remodeling using data from such 

tissue, which were not available in this study [15]. Age prediction in 
different tissues using a single small set of CpG markers is also being 
explored by others [207]. 

4.6. Other issues with epigenetic age estimation in forensics 

The forensic community has recognized the need for standardization 
in DNAm-based age estimation, as emphasized by Naue and Lee (2018), 
particularly regarding DNA extraction protocols, which arise from dif-
ferences in the cell composition of body fluids. It is important to ensure 
that measures are in place to properly check the quantity of DNA before 
and after bisulfite conversion, to control the efficiency of this conversion 
process, the PCR and DNAm quantification, due to known variation in 
the performance of various kits and assays and in the interpretation and 
reporting of DNAm analysis results [208]. Appropriate methods are 
currently lacking but expected to become available soon. 

Ethical and legal issues relating to epigenetic age estimation are also 
important. It has been noted that although age is not considered to 
constitute sensitive personal information, the use of DNA methylation 
markers for age estimation may reveal a wider range of information 
regarding a donor’s health [209]. There is also the important discussion 
issue whether age is considered an externally visible characteristic or 
not, which is relevant in countries where the legalization of FDP is based 
on laws focusing on externally visible characteristics and where age is 
not particularly mentioned in legal frameworks, such as in the 
Netherlands; contrasting with Germany, where age estimation is spe-
cifically mentioned in the FDP legislation. 

Finally, it is worth noting that applications of epigenetic age esti-
mation in forensics goes beyond crime scene investigation within the 
concept of FDP as discussed above. Outside FDP, it has the potential to 
be used to obtain age from analyzing biological reference samples of 
known living persons for whom age is uncertain, for instance in legal 
cases involving persons lacking identification documentation to 
demonstrate age. Age estimation of the living has received increasing 
attention because of recent refugee migration events, such as those 
currently taking place in Europe. While various non-molecular ap-
proaches have been used for age estimation in the living [210], the 
application of epigenetic age prediction has also been suggested for this 
purpose but was regarded by some authors not to be ready for practical 
use [210]. While epigenetic age prediction from crime scene samples is 
challenged by the compromised DNA often obtained from crime scene 
traces, these issues do not apply when predicting epigenetic age from 
living persons as DNA from reference material is of high-enough quality 
and quantity to allow reliable DNAm microarray analysis. Issues of 
epigenetic age prediction in the living in court are mainly linked to the 
very high expectations for the prediction accuracy of such analyses. The 
major forensic application of epigenetic age prediction in the living is to 
differentiate if a perpetrator is adolescent or adult because there are 
different laws pertaining to these two age groups. Because the legal 
threshold is a specific age, for instance 18 or 21 years depending on the 
country, in order to be suitable, epigenetic age prediction for such legal 
applications has to be extremely accurate to provide useful information. 
Currently, available epigenetic age tests and models have not been 
properly validated to achieve such high accuracy. For instance, a model 
based on 391 CpGs available from Infinium MethylationEPIC microarray 
analysis achieved an MAE= 2 years in buccal cells [211]. More research 
is needed to better understand the age prediction error and the causes of 
predictive outliers that do not match age estimation expectations. 
Moreover, it is important to investigate the significance of 
inter-population epigenetic variation as well as the impact of environ-
mental factors and other confounding factors on the accuracy of epige-
netic age prediction [212]. Combining DNAm markers with other 
molecular approaches such as D-aspartic acid and the accumulation of 
pentosidine [213], or with non-molecular approaches such as skeletal or 
dental X-ray measurements [210], potentially allows further reduction 
of age estimation inaccuracy in the living in the future. 
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