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Preface

When I accidentally came across a PhD job opening for the Amphora project,
a little more than four years ago, I had no idea how much this adventure would
transform my life. I remember how tormented I felt at the idea of taking this
big leap, leaving behind a comfortable job in a great company, surrounded by
amazing colleagues and friends. The stars did not seem to align then: I was
about to move even further away from Kulak and I had just started a new
position at IBA. However, if I had known that this opportunity would allow me
to finally find my place, an environment in which I feel I truly belong, I would
not have hesitated for one second.

Although many say that a PhD is often associated with loneliness, mine was
the complete opposite, even in these Covid times. I feel incredibly thankful
to all those who shared my path during this journey, be it for a few hours or
several years, virtually or in person. All of this would not have been possible
without your support, encouragement, collaborative spirit and kindness.

First of all, I would like to thank my KU Leuven and Erasmus MC supervisors.
Koen, thank you for this phone call more than four years ago, thank you for
convincing me to apply and take part in this amazing project. Thank you for
being exactly the supervisor I needed, for offering so much flexibility in my
work arrangements, and for your trust. I truly admire how well you master the
delicate balance between offering autonomy and freedom while always being
available when I needed advice or support. Thank you also for your precious
help when I was coming across complex mathematical or physics problems. Jan,
I am very grateful for the way you made me feel welcome in the MIRC and
immediately integrated me in the lab activities, as a full member of the team.
What was supposed to be only a ’second office’ turned out to be infinitely more.
Your ability to think out of the box and your very broad knowledge about
ultrasound imaging helped me out of difficult situations. Nico, thank you for
agreeing to the idea of the joint PhD with Erasmus MC, for your guidance, for
the numerous technical discussions, and for sharing your immense knowledge of
microbubbles with me. I feel very lucky to have had the opportunity to work
with you. Rik, thank you for your support, for your enthusiasm and for your
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optimism. You were always available to help us and give us precious advice
regarding experimental design or results interpretation.

Apart from my supervisors, I have also been surrounded by a fantastic
supervisory and advisory team. Christ and Emiliano, thank you for agreeing
to embark on this adventure for the start and for your precious advices and
stimulating discussions along the way. I will also never forget the warm welcome
of Gaio and his team in Rome. Edmond, thank you for always being available
for a "proton talk" and for sharing your insights on proton physics; thank you
Uwe for your support and for always welcoming me in Mosaic. Verya, thank
you for your help in the lab, during the proton experiments in Holland PTC,
and for paper writing. Klazina, thank you for trusting me in the Bubble lab,
and for introducing me to the Coulter Counter and other equipment. I am also
grateful to Prof. Martin Verweij for his guidance during the ProtonBubble
meetings. I would like to thank my jury members, Prof. Katia Parodi, Prof.
Eleanor Stride, and Prof. Ton van der Steen for accepting the invitation,
for their time, for their interest in my work, and for the insightful discussions. I
am also grateful to Prof. David Dudal for chairing my private defense.

I would also like to express my deep gratitude to my Amphora colleagues: the
results reported in this thesis are theirs as much as they are mine. First, a very
special thanks to Bram and Gonzalo, my first co-author squad, with who I
shared most of my journey, many experiments, countless meetings and calls,
reports, manuscript drafts, presentations, and, in the end, papers. I think all
the readers of this thesis should be truly thankful for the way you condensed my
writing style, which was dangerously close to graphomania. Without you, this
thesis would have been far too long and would have discouraged many readers.
Thank you both also for your realism, which was often necessary to keep my high
expectations under control. Bram, thank you for bringing your enthusiasm and
many innovative ideas into the project. I’ll always remember the first phantom-
droplets experiments, writing the "A" of Amphora in a gelatin phantom by
locally vaporizing droplets, the crazily packed car rides to the Cyclotron in
Louvain-la-Neuve, the excitement when we saw droplets responding to protons,
and your continuous flow of hypothesis and ideas. I admire your limitless
dedication, which undoubtedly helped us produce our two papers in a short
time. Gonzalo, thank you for making me feel welcome in the Rotterdam team,
inviting me to the bubble experiments, and joining our forces from the very start.
I couldn’t have completed the joint degree without you and your involvement
in my stays in Rotterdam. Your mark is everywhere, from the elaboration of
the joint project to the final paper drafts. Thank you for facing and bringing
down the corona barriers with me. Thank you for your hard work in the lab
when I was only able to come intermittently, and for coping with the crazy long
working hours on the days of proton experiments (and forcing me to stop for a
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healthy break from time to time). Your analytical mind and gift for abstract
physics helped us move forward and better interpret our research results. Thank
you also for the fun weekend in Boulder, for coping with the long hike in the
Rocky Mountains and the dehydration (sorry!), and for the rafting experience.

Another special thanks to Yosra. Without you, we wouldn’t have had those
amazing nanodroplets to start with. Thank you for always being willing to
come to Belgium, for waking up super early to go to Kulak, for teaching me
very patiently how to make and handle the droplets, for quickly answering my
questions and providing solutions on the fly. Your knowledge and participation
was vital to the success of our experiments. When Bram and I struggled
hard to find a suitable phantom recipe, you came up with the polyacrylamide
solution and conducted the experiment with us. We are truly grateful for your
hard work and dedication. Sjoerd and Marcus, I would like to thank you
for your assistance in conducting the proton and photon experiments and for
taking the lead for the ultrasound imaging part. Sjoerd, your focus, patience,
and cooperative spirit are admirable. Marcus, thank you for your problem-
solving mindset, your English corrections, your involvement in all aspects of
Amphora, and your comeback in the team ! Thank you both also for your
friendship and support. Madalina and Andrea, your assistance during the
proton experiments was greatly appreciated; to Andrea, I am also grateful
for your work and discussions on Monte Carlo simulations. Thank you to the
other Amphora colleagues for the interesting discussions and collaboration:
Brent for the BubbleNet project, Ratchapol for the microbubbles, Mihnea
for the long hours trying to secure the future of Amphora, Jasleen and Arun
for the discussions on the microbubble acoustic behaviour. Finally, I wish to
acknowledge the funding for the research presented in this thesis, provided
by the European Union through the Horizon 2020 research and innovation
programme ("Amphora" project).

To the staff of the Physics Department in Heverlee: Sven Villé, Dries Dirkx,
Bart Moelants, Johan Morren and Valentijn Tuts, thank you for your
help in brainstorming, designing and building fantastic experimental setups
for the irradiation experiments. Thank you also for coping with my French
and making me feel welcome every time I visited the mechanical workshop.
I also received precious help from the staff at Erasmus MC and TU Delft.
Robert, there are no words to express how valuable your skills are to the
BME department. Your ability to solve any kind of problem in record time
is impressive, and your dedication to the BME family is admirable. It is fair
to say that you saved a few of our proton experiments ! I am also grateful
to Alex Brouwer and Henry den Bok for contributing to the design and
manufacturing of the experimental setups.

The irradiation experiments could not have taken place without the help from
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numerous partners, in Belgium and in the Netherlands. To Nancy, Laurent,
and other members of the Centre de Ressources du Cyclotron in Louvain-la-
Neuve, thank you for your collaborative spirit, your flexibility, and your support.
To the UZ Leuven radiotherapy team: Prof. Tom Depuydt, thank you for
trusting us and allowing us to conduct experiments with clinical Linacs, to
Laurence and Robin, thank you for helping setting up the experiments and
operating the beam during long evening hours. Last but not least, Marta, I am
extremely grateful for the way you always managed to squeeze our experiments
at Holland PTC in your very busy schedule, especially in corona times. Half
the chapters would be missing if it weren’t for you. Thank you for your good
mood, your sharp mind, for feeding us during the experiments, and of course
for the very long hours spent with us in the research room.

Successful irradiation experiments also require good quality nanodroplets and
phantom formulations. I would like to express my very great appreciation to
IRF members: Wim Noppe and Inge Pareyn, thank you for introducing
me to the laboratories and answering my numerous questions. Being the only
member of the WPSP group working in the IRF, your support was incredibly
valuable. Thank you Sigrid for your availability, your patience and your help
in ordering chemicals and various materials. Katleen, thank you for your good
vibes and for the liquid nitrogen. I also would like to thank Maarten Mees for
introducing us to his phantom formulations, and the R&D team at Materne
for providing the Sodium Alginate phantom recipe and chemicals.

I wish to thank my former IBA colleagues, Quentin Flandroy and Olivier
de Wilde, for taking the time to answer my questions about proton physics
whenever needed. I also greatly appreciate the interest of Rudi Labarbe in
our project, and his support and advice over the years, as well as the help of
Kevin Souris who kindly provided me clinical proton therapy treatment data.
I am very grateful for the opportunity provided by Prof. Mark Borden to
spend several days in Boulder, and for insightful discussions about the behaviour
of nanodroplets. I also thank Gazendra Shakya and Tim Segers for their
collaboration.

During these four years, I managed to keep my administrative phobia - multiplied
by the fact that I worked at 3 offices - under control thanks to the support
provided by many great people. At the department of Cardiovascular Sciences,
I thank Christel, Ingrid and Annick for helping me navigate through the
UZ Leuven administrative and architectural maze. At the Arenberg Doctoral
School, I thank Graziella Del Savio for setting up and closely following the
joint PhD agreement, and Leen Cuypers for helping me during the final PhD
phase. At Erasmus MC, my special thanks goes to Sharon, who had a solution
for every problem and was always ready to help me with Erasmus procedures,
and Gerard, for making sure I had the right electronic material to store heavy
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ultrasound data.

For bringing fun into this PhD journey, I would like to thank my colleagues
at the different institutions. In Kulak: Adil, Kevin, Jannes, Arvid, Eef,
Caroline, Wouter, and all the others: thank you for including me in the Kulak
family even though I was not there very often, for always being helpful and
supportive. In Leuven, Bidisha, João, Pedro, Alessandro, Marta, Helena,
Wentao, Annette, Stéphanie, Jürgen, Dylan, Mahdi, Kate S., Kate Z.,
Somayeh, Mahsa, Mostafa, Paulo, Nitin, Konstantina, Andrea, Hasti,
Jack, thank you for creating and nurturing this great lab environment, for
the team building events, afterwork drinks, and conferences. Finally, I am
also very thankful for meeting very welcoming colleagues in Rotterdam: thank
you Simone for your help in the Bubble lab, Kirby and Inés for the tips
and tricks which helped me better manage the final phase of the PhD, Lucy,
Geraldi, Jason, Lana, Bram, Jorinde, Fox, Sander, Yijing and all the
other members of the BME family for making me feel so welcome, Floris, Agis,
Xiufeng and the ProtonBubble team for including me in the project.

I am also incredibly grateful to my master thesis supervisor, Dr James Choi,
for his support and encouragement. James, thank you for offering me the
opportunity to write my first research article, for showing me this career path
and providing me enough confidence to embark on it. To Prof. Annick
Sartenaer, thank you for taking the time to answer my questions about
the academic career and its challenges, listen to my doubts, and share your
experience and precious advice with me.

Pour terminer, je tiens à remercier mes amis et ma famille de m’avoir soutenu,
motivé, distrait, écouté et conseillé. Je remercie particulièrement Christine
pour nos longues discussions sur les propositions, Olivier et Karim pour avoir
partagé leur expérience avec moi, Pauline pour m’avoir tenu compagnie quand
je me suis cassé le poignet, Hélène pour m’avoir rejoint dans cette aventure,
Nathalie pour nos soupers mensuels, et bien sûr tous les autres pour les bons
moments passés ensemble ces dernières années. Merci à ma belle-famille, Sofia
et Jean-Marc, ainsi que Laure, David et Ellie, de m’avoir intégré au sein
de leur famille avec tant de bienveillance, s’être intéressés à mes recherches qui
ne sont pourtant pas facile à expliquer, et pour les nombreux soupers au 31 ou
au 28. A ma famille, Florence et Jean-Luc, Sandrine, et Valérie, merci de
m’avoir toujours motivé à me dépasser, d’avoir accepté mes choix et permis de
les réaliser, écouté mes doutes, et soutenu quoi qu’il arrive. Enfin, François,
merci d’avoir toujours été à mes côtés, de m’avoir encouragé à entreprendre
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Abstract

Almost one in two people will suffer from cancer in their lifetime, making it
a major and growing health concern, especially in the context of an aging
population. About half of cancer patients are treated by radiotherapy, which
consists of eradicating the tumor through exposure to ionizing radiation. The
success of radiotherapy depends on its ability to deliver high radiation doses to
the tumor while minimizing the dose to organs at risk and healthy tissues. In
the past 20 years, the accuracy of radiotherapy has been drastically boosted by
major technological progress enabling the delivery of highly conformal, complex
radiation fields. Moreover, the adoption of proton therapy is rapidly accelerating,
as this emerging form of radiotherapy has the potential to improve healthy
tissue sparing due to the finite range of protons in the body.

While those recent advances can drastically improve the treatment efficacy, the
use of high dose gradients requires appropriate methods to monitor radiation
delivery and prevent unacceptable toxicity and tumor miss. In conventional
(photon) radiotherapy, in vivo dosimetry is slowly transitioning from point-based
to 3D verification. However, currently, the delivered dose cannot be measured in
situ and overlaid on the patient anatomy in real-time. In proton therapy, range
uncertainties force the adoption of conservative treatment plans with excessive
safety margins, especially for moving targets. In this thesis, we investigate a
novel method for in vivo radiation monitoring, based on the vaporization of
nanodroplets into echogenic microbubbles and their detection using ultrasound
imaging. While potentially applicable to both conventional and proton therapy,
the main focus of this work is range verification for proton therapy.

The vaporization of metastable superheated liquids (i.e. maintained above their
boiling temperature) by ionizing radiation was discovered more than seventy
years ago. In the first part of this work, we downscaled this concept to injectable
perfluorobutane nanodroplets and evaluated their response to proton (Chapters
3 and 4) and photon (Chapter 9) radiation in phantoms. According to the
thermal spike theory (Chapter 2), the threshold for vaporization is inversely
related to the degree of superheat, and the ability of charged particles to vaporize
superheated droplets depends on the density of energy they can deposit, i.e.

vii
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their linear energy transfer (LET). At low degrees of superheat (25 °C and
37 °C), we observed nanodroplet vaporization induced by high-LET secondary
particles in proton beams. At high degrees of superheat (50 °C), vaporization
by primary protons led to a peak at the proton range. In both cases, the
vaporization profiles could be related to the proton range with sub-millimeter
reproducibility. To obtain a vaporization response to photon radiation, extreme
degrees of superheat (65 °C) were necessary. Although experimental results
were globally in good agreement with the thermal spike theory, the composition
of the nanodroplet shell also influenced the vaporization response and thermal
stability.

Different ultrasound imaging methods were developed to detect nanodroplet
vaporization in phantoms. Offline imaging allowed to retrieve the proton range
accurately, but quantification of the vaporization response was hindered by
the high microbubble density. Transitioning to active and passive high frame
rate imaging during irradiation enabled to count and super-localize single
vaporization events (by means of Ultrasound Localization Microscopy), which
strongly improved the spatiotemporal resolution of the technique (Chapters
5 and 6). While active imaging is able to localize more vaporization events,
especially for deep targets, passive imaging can specifically discriminate between
vaporization events and flowing or collapsing microbubbles.

We present a fast statistical model to predict the number and spatial distribution
of vaporization events in Chapter 7. An experimental validation with different
droplet sizes and concentrations yielded vaporization counts relatively close to
predicted values, except for the smallest droplets which exhibited a reduced
vaporization response. The model was also used to estimate lower bounds
for the range retrieval precision from vaporization maps in clinical scenarios.
Moreover, an excellent range verification accuracy was demonstrated in vitro.

The ability to acoustically modulate the nanodroplet degree of superheat
was demonstrated in Chapter 8. This option offers an alternative to the
replacement of perfluorobutane by liquids with a lower boiling temperature,
which comes at the cost of thermal stability. A 1.1 MHz acoustic field was
applied to perfluorobutane nanodroplet dilutions flowing in a tube during proton
irradiation, and vaporization by primary protons was observed at physiological
temperature using a peak rarefactional pressure of 400 kPa. This finding has
important implications for clinical translation, as an increased vaporization
efficiency and range verification accuracy could be obtained at 37 °C using stable
perfluorobutane nanodroplets.



Beknopte samenvatting

Bijna de helft van de wereldbevolking zal tijdens hun leven aan kanker lijden,
waardoor het een groot en groeiend gezondheidsprobleem is, vooral in de context
van een vergrijzende bevolking. Ongeveer de helft van de kankerpatiënten wordt
behandeld met radiotherapie: het uitroeien van de tumor door blootstelling
aan ioniserende straling. Het succes van radiotherapie hangt af van het
vermogen om hoge stralingsdoses aan de tumor toe te dienen, terwijl de
dosis voor risicoorganen en gezonde weefsels wordt geminimaliseerd. In de
afgelopen 20 jaar is de nauwkeurigheid van radiotherapie drastisch verbeterd
door grote technologische vooruitgang die de levering van zeer conforme,
complexe stralingsvelden mogelijk maakt. Bovendien versnelt de acceptatie
van protontherapie snel, aangezien deze opkomende vorm van radiotherapie de
potentie heeft van gezond weefsel beter te sparen vanwege het eindige bereik
van protonen in het lichaam.

Hoewel deze recente ontwikkelingen de effectiviteit van de behandeling drastisch
kunnen verbeteren, vereist het gebruik van hoge dosisgradiënten geschikte
methoden om de stralingsafgifte te controleren en onaanvaardbare toxiciteit
en tumormissing te voorkomen. Bij conventionele (foton)radiotherapie gaat
in vivo dosimetrie langzaam over van puntgebaseerde naar 3D-verificatie. Op
dit moment kan de afgeleverde dosis echter niet in situ worden gemeten en in
realtime over de anatomie van de patiënt worden gelegd. Bij protontherapie
dwingen onzekerheden in het bereik tot conservatieve behandelplannen met
excessieve veiligheidsmarges, vooral voor bewegende doelen. In dit proefschrift
onderzoeken we een nieuwe methode voor in vivo stralingsmonitoring, gebaseerd
op de verdamping van nanodruppels naar echogene microbellen en hun detectie
met behulp van ultrasone beeldvorming. Hoewel potentieel toepasbaar op zowel
conventionele als protontherapie, ligt de focus van dit werk op bereikverificatie
voor protonentherapie.

De verdamping van metastabiele oververhitte vloeistoffen (d.w.z. die boven
hun kookpunt worden gehouden) door ioniserende straling werd meer dan
zeventig jaar geleden ontdekt. In het eerste deel van dit werk hebben we dit
concept gedownscaled naar injecteerbare perfluorbutaan-nanodruppels en hun

ix
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reactie op protonen (hoofdstuk 3 en 4) en fotonen (hoofdstuk 9) in fantomen
geëvalueerd. Volgens de theorie van thermische pieken (hoofdstuk 2) is de
drempel voor verdamping omgekeerd evenredig met de mate van oververhitting,
en het vermogen van geladen deeltjes om oververhitte druppeltjes te verdampen
hangt af van de energiedichtheid die ze kunnen afzetten, i.e. hun lineaire
energieoverdracht (Linear Energy Transfer, LET). Bij een lage mate van
oververhitting (25 °C en 37 °C), observeerden we verdamping van nanodruppels
veroorzaakt door secundaire hoge-LET-deeltjes in protonenbundels. Bij een hoge
mate van oververhitting (50 °C) leidde verdamping door primaire protonen tot
een piek in het protonbereik. In beide gevallen kunnen de verdampingsprofielen
worden gerelateerd aan het protonbereik met een reproduceerbaarheid van
minder dan een millimeter. Om een verdampingsreactie op fotonstraling te
verkrijgen, was een extreme mate van oververhitting (65 °C) nodig. Hoewel de
experimentele resultaten globaal gezien goed overeenkwamen met de theorie van
thermische pieken, had de samenstelling van de nanodruppelschil ook invloed
op de verdampingsrespons en thermische stabiliteit.

Er werden verschillende ultrasone beeldvormingsmethoden ontwikkeld om de
verdamping van nanodruppels in fantomen te detecteren. Offline beeldvorming
maakte het mogelijk om het protonbereik nauwkeurig te achterhalen, maar
kwantificering van de verdampingsrespons werd gehinderd door de hoge
dichtheid van microbellen. Overgang naar actieve en passieve beeldvorming
met hoge framesnelheid tijdens de bestraling (online) maakte het mogelijk
om individuele verdampingsgebeurtenissen te tellen en superlokaliseren (door
middel van Ultrasound Localization Microscopy), wat de ruimte-tijdresolutie
van de techniek sterk verbeterde (Hoofdstukken 5 en 6). Waar actieve
beeldvorming meer verdampingsgebeurtenissen kan lokaliseren, vooral voor
diepe doelen, kan passieve beeldvorming specifiek onderscheid maken tussen
verdampingsgebeurtenissen en bewegende of instortende microbellen.

In Hoofdstuk 7 presenteren we een statistisch model om het aantal en de
ruimtelijke verdeling van verdampingsgebeurtenissen te voorspellen. Experi-
mentele validatie met verschillende druppelgroottes en -concentraties leverde
verdampingstellingen op die relatief dicht bij de voorspelde waarden lagen,
behalve voor de kleinste druppels die een verminderde verdampingsrespons
vertoonden. Het model werd ook gebruikt om ondergrenzen te schatten voor
de nauwkeurigheid van het ophalen van het bereik van verdampingskaarten in
klinische scenario’s. Bovendien werd een uitstekende nauwkeurigheid van de
bereikverificatie aangetoond in vitro.

Het vermogen om de mate van oververhitting van nanodruppels akoestisch te
moduleren werd gedemonstreerd in Hoofdstuk 8. Deze optie biedt een alternatief
voor de vervanging van perfluorbutaan door vloeistoffen met een lagere kook-
temperatuur, wat ten koste gaat van de thermische stabiliteit. Een akoestisch
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veld van 1,1 MHz werd toegepast op perfluorbutaan-nanodruppelverdunningen
die in een buis stromen tijdens protonenbestraling, en verdamping door primaire
protonen werd waargenomen bij fysiologische temperatuur met een piekdruk
van 400 kPa. Dit heeft belangrijke implicaties voor de uiteindelijke klinische
toepassing, aangezien een verhoogde verdampingsefficiëntie en nauwkeurigheid
van de bereikverificatie kunnen worden verkregen bij 37 °C met behulp van
stabiele perfluorbutaan-nanodruppels.
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Ṙ Vapor wall velocity [m/s]
D Thermal diffusivity of the liquid [m2/s]
k Thermal conductivity of the liquid [W m−1 K−1]
cp Specific heat of the liquid [J kg−1 K−1]
a Nucleation parameter [-]
E Energy of a charged particle [keV]
〈dEdx 〉 Track-averaged LET [keV/µm]
Leff Effective length [m]
s Reduced superheat [-]
Tb Boiling temperature [K]

Wtot,enc
Radiation-induced nucleation energy for encapsulated
droplets [J] or [keV]

Ws,elast Elastic term for the droplet shell [J] or [keV]
Ws,visc Viscous term for the droplet shell [J] or [keV]
Wm,elast Elastic term for the surrounding matrix [J] or [keV]
Wm,visc Viscous term for the surrounding matrix [J] or [keV]
ps Radial stress difference across the shell [Pa]
V Volume (1: inner, 2: outer) [m3]
V0 Initial volume (1: inner, 2: outer) [m3]
R0 Initial radius (1: inner, 2: outer) [m]
ε Shell thickness [m]
Gs Shear modulus of the shell [Pa]
µs Viscosity of the shell [Pa s]
κs Surface dilatational viscosity of the shell [kg/s]
χ Elastic compression modulus of the shell [N/m]
Gm Shear modulus of the surrounding matrix [Pa]
µm Viscosity of the surrounding matrix [Pa s]
P0 Atmospheric pressure [Pa]
Pac Acoustic pressure [Pa]



LIST OF SYMBOLS xxiii

ω Acentric factor [-]
vr,sp Reduced molar specific volume at the spinodal [-]
vr,s Reduced molar specific volume at saturation [-]

Chapter 3:
R80 Proton range: position corresponding to the distal 80% dose [cm]
∆Plap Laplace pressure [Pa]

Chapter 4:
S Magnitude spectrum of the backscattered signal [V]
G′ Gain factor [V]
f Ultrasound frequency [MHz]
z Ultrasound axial depth [cm]
|P (f)| Impulse response of the ultrasound array [-]
A Attenuation factor [-]
B Backscatter factor [-]
α Attenuation coefficient [dB/cm]
B0 Backscatter coefficient [-]
a Intercept attenuation coefficient [dB/cm]
b Slope attenuation coefficient [dB(MHz cm)]
αp Peak attenuation coefficient [dB/cm]
fres Microbubble resonance frequency [MHz]
k Nucleation parameter (= a in chapters 2 & 3) [-]

Chapter 6:
τi Reception time of an acoustic signal at transducer element i [s]
c Speed of sound [m/s]
x0 Bubble position in lateral ultrasound direction [m]
z0 Bubble position in axial ultrasound direction [m]
xi Lateral position of transducer element i [m]
zi Axial position of transducer element i [m]
xref Lateral position of reference transducer element [m]
zref Axial position of reference transducer element [m]
στ Standard deviation of measured arrival times [s]
n Number of transducer elements [-]
Γ Gamma matrix [s2/m2]
Lx Aperture of the ultrasound array [m]
σx̂0 Lateral bubble localization error [m]
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“To live a creative life, we must lose our fear of
being wrong.”

Joseph Chilton Pearce

1
Introduction

1.1 Problem statement: the need for in vivo
radiation therapy monitoring

Cancer is a primary health concern and the second cause of mortality in the
world, with 19.3 million new cases and almost 10 million deaths every year [1]. By
2040, the incidence and mortality of cancer are expected to rise to 30.2 and 16.3
million, respectively [2]. Radiation therapy is, together with chemotherapy
and surgery, one of the main pillars in the management of cancer. The exposure
of malignant tissue to ionizing radiation leads to DNA damage, which in turn
induces cell death. Ionizing radiation can be delivered by external sources,
as in External Beam Radiation Therapy (EBRT) or by inserting radioactive
implants at or near the area requiring treatment, as in brachytherapy. The most
common type of radiotherapy by far, to which we will refer as conventional
radiotherapy, is megavoltage (MV) radiotherapy and consists in treating tumors
within the body using a megavoltage photon or electron beam generated by a
linear accelerator (linac) [3].

Although far less frequent than photons and electrons, light ions (proton, helium)
and heavy ions (carbon) can also be used for radiotherapy. The main advantage
of particle therapy is ballistic: unlike photons, which traverse the entire body,
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charged particles have a finite range in the body, preceded by a narrow dose peak,
called the Bragg peak (figure 1.1(a)). The range can be tuned by modifying the
beam energy, thereby allowing to spare tissues located behind the tumor while
delivering a high uniform tumor dose using a spread-out Bragg Peak (figure
1.1(b)) [4]. Moreover, the higher density of energy deposition of protons and
heavy ions at the end of their range makes them more efficient at inducing
biological damage compared to conventional radiotherapy [3, 5]. Propelled
by major technological developments leading to the emergence of commercial
systems, proton therapy has greatly expanded in the past two decades [4, 6],
and is currently accessible in 110 centers worldwide [7]. However, at present,
the vast majority of the patients are treated by conventional MV EBRT [8], as
the cost per proton therapy treatment is much higher than for conventional
therapy [9]. Clinical indications greatly vary across countries, depending on
the reimbursement policy and the availability of proton therapy, but typically
include pediatric patients, ocular tumors, specific types of brain or head and
neck tumors, and, in some cases, hepatocellular, breast, lung, and prostate
cancer [10]. Currently, approximately 1% of all radiotherapy patients benefit
from proton therapy (more than 20 000 patients per year [11]), far below its
suggested potential of 15% [12].

The objective of radiotherapy is to inflict maximal radiation damage to the
tumor while keeping the exposure of healthy tissues to a minimum, to prevent
complications such as acute effects or the onset of secondary cancer years after
treatment. The total prescribed dose of e.g. 60 Gy is typically fractionated
into daily sessions of around 2 Gy, in order to allow for repair of healthy cells
while enhancing the efficacy of radiation on tumor cells [13]. In addition, the
delivered radiotherapy beams are shaped to match the tumor geometry as
much as possible, yielding highly conformal radiotherapy plans with steep dose
gradients. In the past decades, conventional photon radiotherapy evolved from
2D to 3D conformal radiotherapy (3D-CRT) and nowadays includes intensity
modulation and field shaping using multi-leaf collimators (intensity-modulated
radiotherapy - IMRT) with dynamic delivery during rotation of the gantry
(volumetric-modulated arc therapy - VMAT) [3,14]. Image guidance solutions
have also expanded, and while modern linacs are equipped with both kV X-ray
and MV imaging devices, more elaborate imaging systems are also available, such
as in-room CT or cone-beam CT integrated on the gantry [3]. As far as proton
therapy is concerned, beam delivery techniques also transitioned from passive
scattering to intensity-modulated proton therapy (IMPT), a technique in which
a proton pencil beam is scanned across the tumor while varying its properties
(such as energy or intensity) [15], yielding highly conformal dose distributions.
Contrarily to conventional radiotherapy, proton therapy is currently delivered
using few gantry angles to limit the normal tissue dose. However, the feasibility
of proton arc therapy is being actively investigated [16–18].
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The use of steep dose gradients combined with increasingly popular hypofraction-
ated (daily dose > 2 Gy) regimes [19] requires reliable methods to verify the dose
delivered to the patient, as deviations from the treatment plan can potentially
lead to a lack of tumor control or unacceptable radiation damage to healthy
tissues [20]. Even though pretreatment quality assurance can reduce the risk of
errors, the combined impact of all sources of errors, from machine calibration
and treatment planning to patient alignment and inter- and intrafractional
anatomical changes, can only be verified through in vivo dosimetry [21,22].
The latter was defined as "the measurement of the radiation dose received by
the patient during treatment, as opposed to ex vivo dosimetry" [20]. While the
delivered dose was traditionally verified intermittently using point detectors
placed on the patient’s skin (such as thermoluminescent dosimeters or silicon
diodes), modern in vivo dosimetry in conventional radiotherapy is performed
by inferring the delivered 2D or 3D dose distribution from the transmitted
MV beam captured on Electronic Portal Imaging Devices (EPID) [14,20,23].
Recently, EPID-based in vivo dosimetry was implemented online, to prevent
the delivery of unacceptable doses by interrupting the treatment in time [24,25].
Although not yet used in the clinic, X-Ray Acoustic Computed Tomography
(XACT) is also investigated to reconstruct the in vivo dose distribution by
detecting thermoacoustic waves generated in the body by pulsed beams [26–28].
In addition to treatment verification, the feedback provided by in vivo dosimetry
techniques could serve as an input for adaptive radiation therapy [23], a technique
in which the treatment plan is adapted to compensate for anatomical changes
happening over the course of the treatment [29].

In vivo treatment monitoring is even more essential for proton therapy, as
small deviations in proton range can lead to missing part of the tumor, or to
delivering the maximal prescribed dose to an organ at risk located distal to
the tumor, as shown in figure 1.1(c). Uncertainties on the delivered proton
range arise due to many factors in the treatment planning and delivery phases,
and currently force clinicians to adopt large (several mm) safety margins and
choose suboptimal beam angles [30]. In vivo proton range verification
techniques are being actively developed to provide clinicians with feedback
on the delivered range, thus helping proton therapy reach its full potential.
The most mature solution is based on positron emission tomography (PET)
of positron-emitting isotopes produced by nuclear reactions of protons with
atomic nuclei of the medium [31]. As the half-life of endogenously generated
positron-emitting isotopes is only a few minutes, efforts have been undertaken to
transition from offline PET [32] to in-room [33,34], or even in-beam PET [35,36].
Prompt Gamma Imaging (PGI) also makes use of nuclear reaction products
by detecting gamma rays emitted by nuclei left in an excited state [37]. The
detector is typically positioned next to the patient and prompt gamma rays
are detected during irradiation [38]. Recent studies demonstrated the ability
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Figure 1.1: (a) Depth-dose deposition profiles of 6 MV photons and 150 MeV protons.
(b) Schematic representation of a spread-out Bragg peak covering the entire tumor
depth. (c) Potential impact of range uncertainties on the proton dose profile, leading
to tumor miss (top) or the delivery of the tumor dose to an organ at risk (bottom).

of PGI to detect range shifts with a precision of 2 mm in vivo [39]. As an
alternative to PET and PGI, ionoacoustics, a technique based on the detection
of acoustic waves generated by thermo-elastic tissue expansion at the Bragg
peak, has recently regained interest for in vivo range verification [40]. Several
simulation and phantom studies have reported promising range verification
performances [41–43], and preliminary results indicate that acoustic emissions
might be further enhanced by the use of ultrasound contrast agents [44].

1.2 Ultrasound imaging and contrast agents

Ultrasound is one of the most common imaging modalities and is used routinely
for diagnostic procedures in the clinic [45]. Examinations are typically carried
out with a handheld probe, composed of an array (2D imaging) or matrix
(3D imaging) of piezoelectric transducer elements, able to convert voltage into
pressure and vice versa. To form anatomical images, several short compressional
pulses at frequencies in the range 1-10 MHz, much higher than the threshold
of human hearing, propagate through tissue, and are reflected back to the
imaging probe at the interface of different tissues. The intensity of the reflected
wave depends on differences in tissue density and stiffness. The time-of-flight
information of the obtained echoes is then used to compute the location of
the different anatomical structures, in a process called beamforming, yielding
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brightness-mode (B-mode) images. Ultrasound imaging provides good soft tissue
contrast, but does not penetrate easily through bones or gas cavities. Aside
from fetal monitoring (figure 1.2), which is perhaps its best-known application,
ultrasound imaging is also widely used for the cardiovascular system, as it
can overlay blood flow information (using the Doppler effect) to anatomical
images of e.g. the heart or the carotid artery, and for soft tissue imaging in
the abdominal and uro-genital region. Ultrasound imaging is relatively fast,
inexpensive and portable, and is considered safer than modalities relying on
ionizing radiation, such as X-ray or nuclear medicine imaging.

Figure 1.2: Ultrasound image of a 4-
months old fetus.

Ultrasound can offer image guidance
for different medical procedures such as
radiotherapy, and is often used for the
planning and guidance of brachytherapy
[46]. Although the standard modality for
image guidance in EBRT is X-ray or cone-
beam CT imaging, ultrasound imaging is
attractive for soft tissue targets, as the
soft tissue contrast on X-ray images is
limited and might not allow to detect daily
changes in soft tissue position with respect
to bony structures [47,48]. Advantages of
ultrasound for image-guided radiotherapy
include its non invasiveness, spatial and temporal resolution, and relative
compactness and easiness of integration. The absence of ionizing radiation
dose makes ultrasound an appealing candidate for image guidance in pediatric
patients [49,50]. A commercial solution (Clarity, Elekta) was initially developed
to assist daily patient setup for prostate treatments [48], as the prostate is
particularly prone to interfractional motion (mm to cm) due to variations in
bladder and rectal filling [51]. The technology was recently expanded to 4D
intrafractional motion management, and allows to interrupt the treatment if the
misalignment exceeds predefined tolerances [49,52]. Ultrasound image guidance
for breast or abdominal tumours is being investigated, but several issues, such as
high inter-operator variability or tissue deformation induced by the ultrasound
probe, currently limit its widespread adoption [49, 53, 54]. Research on the
development of robotic arms for transducer positioning [55], flexible [56, 57] or
radiolucent [58] transducers for minimal interference with the radiation beam,
and fast volumetric imaging [59,60] is ongoing, and should ultimately facilitate
the adoption of ultrasound imaging in the radiotherapy room.

Microbubbles are spherical gaseous cavities surrounded by a shell made
of lipids, polymers, or proteins [61]. They were introduced as intravascular
ultrasound contrast agents, since their micrometer size (1 -10 µm) allows them
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to pass through the capillary bed but restrains them within the vasculature
[62]. Injected into the blood stream, microbubbles act as strong ultrasound
scatterers, due to the high echogenicity of their gas core combined with resonant
behaviour in the medical ultrasound frequency range [63]. Furthermore, when
exposed to an acoustic field, microbubbles undergo radial oscillations and
produce nonlinear acoustic emissions [64]. Contrast enhanced ultrasound
imaging (CEUS) employs imaging sequences that can harvest the nonlinear
oscillations of microbubbles to effectively suppress tissue reflection and only
retain the bubble signal [62]. Another branch of ultrasound contrast agents,
called nanodroplets or phase-change contrast agents (PCCA) [65], has been
increasingly investigated in the past 10 years. Contrarily to microbubbles,
nanodroplets have a liquid core encapsulated in a shell, with diameters
ranging from a few hundreds of nanometers up to a few microns [66]. While
liquid nanodroplets exhibit little echogenicity, their small size allows them to
potentially extravasate through the larger endothelial junctions of (leaking)
tumour vasculature and accumulate through the enhanced permeability and
retention effect [67–70]. Moreover, upon external stimulation by an acoustic
field (Acoustic Droplet Vaporization - ADV [71, 72]) or laser irradiation
(Optical Droplet Vaporization - ODV [73, 74]), nanodroplets vaporize, either
reversibly or irreversibly, and become highly echogenic microbubbles (figure 1.3).

Figure 1.3: Schematic representation of the
vaporization of a nanodroplet into a microbubble.

Ultrasound contrast agents
have a great potential for clini-
cal applications, as illustrated
by the numerous research
lines currently under investi-
gation. Although nowadays,
ultrasound contrast agents
are mainly used in clinical
practice for qualitative blood

perfusion studies, the ability to accommodate their shell with receptor-specific
ligands, combined with the low cost of ultrasound imaging and its high sensitivity
to the presence of ultrasound contrast agents, paved the way for ultrasound
molecular imaging [75, 76]. Flowing microbubbles or nanodroplets, when
imaged using high frame rate ultrasound, can also provide high-resolution
images of the microvasculature, via a technique called Ultrasound Localization
Microscopy [77,78]. Another large body of research is dedicated to therapeutic
applications of ultrasound contrast agents [79]. Combined with focused
ultrasound, microbubbles can selectively release drugs at the intended location,
and are able, through cavitation, to boost the delivery of drugs or genes across
various biological barriers [80,81]. Therapeutic applications include the targeted
delivery of chemotherapeutic drugs in tumors [80,82,83], treatment of diseases of
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the Central Nervous System such as Parkinson’s or Alzheimer’s disease [84–86],
or sonothrombolysis, the disruption of blood clots [87].

Within the context of cancer diagnosis and therapy, the detection of prostate,
breast and ovarian cancer by microbubbles targeted to vascular markers of
neoangiogenesis was recently demonstrated in humans [88,89]. The ability of
ultrasound contrast agents to induce tumor damage through cavitation, increase
tumor uptake, and selectively deliver chemotherapeutic drugs is intensively
studied, and several applications have reached the clinical trial phase [79].
Importantly, acoustically-induced microbubble cavitation has been reported to
enhance the efficacy of radiotherapy in tumor tissue [90–93]. Moreover, the
delivery of oxygen microbubbles can improve the response to radiation therapy
by reoxygenating hypoxic tumor regions in animal models [94–96], and enhance
the generation of reactive oxygen species for sonodynamic therapy [97]. As
major pathways leading to radiation-induced DNA damage rely on the presence
of oxygen, the presence of hypoxic regions is associated with a resistance to
radiotherapy [98, 99]. Enhanced oxygen delivery in hypoxic tumors was also
observed using perfluorocarbon nanodroplets, presumably due to the oxygen-
carrying capacity of perfluorocarbons [100]. Finally, the assessment of tumor
perfusion and vasculature through CEUS is evaluated as a means to monitor
the tumor response to radiotherapy [101–103].

1.3 In vivo radiation detection with ultrasound
contrast agents

The ability to precisely target malignant tissues with highly conformal
radiotherapy beams has greatly improved, owing to the development of advanced
delivery techniques in conventional radiotherapy and the accelerated growth
of proton therapy. As a consequence, deviations from the treatment plan can
have severe repercussions, and there is a growing need to accurately monitor
the dose delivered in vivo. In conventional radiotherapy, the delivered dose
can be inferred from transmission measurements using EPID [14]. In proton
therapy, transmission measurements are excluded since protons have a finite
range in the body. While several techniques are being developed for in vivo
range verification, each with its own advantages and shortcomings [104], it is
worth noting that none of them has reached widespread adoption in the clinic.

The extensive research work introduced above shows that ultrasound imaging
and contrast agents have a role to play in cancer diagnosis and therapy. In
particular, ultrasound can provide real-time image guidance of radiotherapy,
and contrast agents can synergistically enhance the damage inflicted to the
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tumor. As microbubbles and nanodroplets can conquer the tumor vasculature
and reach extravascular tissues, respectively, one could envision their use for
radiation dosimetry by casting them into in vivo dose sensors that can be
interrogated by ultrasound imaging. The concept of using microbubbles for in
vivo radiotherapy dosimetry was demonstrated a few years ago [105,106], and
initiated a European consortium to further explore the potential of this novel
emerging technology. The Amphora1 project brought together ten research
teams with different fields of expertise from four European countries, providing
a multidisciplinary approach to develop an innovative, non-invasive, in situ
dosimetry system for radiation therapy, featuring Ultrasound Contrast Agents as
dose-sensing theranostic devices. Two different research lines were defined: one
focused on microbubbles coated with a radiosensitive shell, and one dedicated
to superheated nanodroplets which can vaporize when exposed to ionizing
radiation. Those approaches are fundamentally different, as the first relies on
the detection of changes in the microbubble acoustic reponse following radiation
exposure, while the second is based on the transition from an anechoic liquid
drop into an echogenic gaseous microbubble, providing an off/on response to
radiation.

Figure 1.4: Charged particle tracks in
a liquid hydrogen bubble chamber (John
Wood, 1954). ©The Regents of the
University of California, Lawrence Berkeley
National Laboratory. Image reprinted with
permission [107].

This thesis is dedicated to the second
research line, namely the approach
based on superheated nanodroplets.
The working principle is the following:
nanodroplets are maintained in a
metastable, superheated state, which
means that the operating temperature
is higher than the boiling temperature
of their liquid core. Charged particles
slowing down through matter deposit
their kinetic energy very locally along
their tracks, creating a dramatic
rise in temperature and pressure
confined within a few nanometers,
called thermal spike [108, 109]. This
causes explosive boiling of the super-
heated liquid along the particle track.
The ability of ionizing radiation to
nucleate gas bubbles in superheated liquids was discovered more than seventy
years ago, when Donald Glaser invented the bubble chamber [110]. Since
then, bubble chambers and superheated drop detectors have been exploited for

1The Amphora (Acoustic Markers for Enhanced Remote Sensing of Radiation Doses)
project is funded by a Horizon 2020 FET-Open grant. See also https://www.amphora-
project.eu/

https://www.amphora-project.eu/
https://www.amphora-project.eu/
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Figure 1.5: Overview of the envisioned workflow for radiotherapy dosimetry or proton
range verification using superheated nanodroplets.

radiation detection in space applications [111,112], neutron spectrometry and
dosimetry [113,114], dark matter search [115], and medical physics [116,117].
In 1998, the idea of using injectable, superheated droplets for in vivo radiation
detection was patented by Robert Apfel [118] but, to the best of our knowledge,
was never pursued. Intensive research on the development of stable nanodroplet
formulations in the past ten years, combined with the fact that their liquid core
is typically superheated at physiological temperature, finally brings the concept
envisioned by Apfel within reach.

The foreseen clinical implementation of the nanodroplet dosimeter concept is
illustrated in figure 1.5. A few minutes before beam delivery, a solution of
nanodroplets is injected intravenously to the patient. Nanodroplets could be
targeted to preferentially accumulate at the area of interest, i.e. the tumor
and/or surrounding organs at risk. During radiotherapy or proton therapy
delivery, irradiated nanodroplets vaporize into echogenic microbubbles, and this
phase-change can be detected using online or offline ultrasound imaging. The
number and spatial distribution of vaporization events is then used to determine
the delivered dose distribution and/or the proton range. This novel technique
has the potential to offer competitive advantages with respect to other in
vivo dosimetry/proton range verification solutions already established or under
development. Real-time volumetric ultrasound imaging of the target, coupled
with nanodroplet vaporization detection, would enable intrafractional image
guidance with superior soft tissue contrast, in addition to dosimetry/range
verification. Furthermore, molecular imaging of the target with targeted
nanodroplets could be used for biologically guided radiation therapy (BGRT)
strategies [20] and adaptive radiotherapy. As far as proton range verification is
concerned, the technological complexity and cost would be reduced compared
to PET and PGI, as ultrasound imaging systems are affordable and portable.
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Contrarily to ionoacoustics, this method is applicable to continuous proton
beams as well as pulsed beams, and is unlikely to suffer from signal to noise
ratio limitations, as single bubbles can be detected by ultrasound. The main
drawback of using an ultrasound-based approach is its inapplicability to cranial
or pulmonary tumours, as an acoustic window is required for ultrasound imaging.
However, it could be applicable to breast cancer and tumours in the abdominal
and pelvic region, for which range uncertainties are particularly large due to
tumour depth and organ mobility [15].

1.4 Research objectives and thesis outline

The research presented in this thesis focuses on the ultrasound-based
detection and quantification of radiation-induced nanodroplet vapor-
ization, aiming at monitoring of radiation therapy delivery. In particular,
the specific application of in vivo range verification for proton therapy is
emphasized.

We first seek to determine the conditions under which nanodroplets can
be vaporized by different types of charged particles, and which theoretical
or empirical models best describe their vaporization response. To answer
those research questions, this work starts with a theoretical and experimental
exploration of the mechanisms behind the vaporization of superheated
nanodroplets by ionizing radiation. In Chapter 2, the thermodynamic and
kinetic limits of superheat are presented, together with the semi-empirical
theory of radiation-induced vaporization of superheated liquids. Modifications
of the existing theoretical framework are introduced to account for specific
features of injectable superheated nanodroplets, such as the encapsulation of the
superheated liquid in a viscoelastic shell. The feasibility of using superheated
nanodroplets for proton range verification is investigated experimentally in
Chapter 3 and Chapter 4, using offline ultrasound imaging of aqueous
phantoms with dispersed nanodroplets. The influence of the shell composition
and the degree of superheat is studied, and the potential for in vivo use is
demonstrated at the physiological temperature of 37 °C.

The next objective is to determine the most efficient imaging method to record
the vaporization response, and to develop techniques to translate the latter
into clinically-relevant information on the treatment delivery. Therefore, a
transition to online imaging is made, enabling the quantification of single
nanodroplet vaporization events using high frame rate active (Chapter 5)
or passive (Chapter 6) ultrasound imaging. This drastically increases the
resolution of vaporization maps. By enabling an accurate quantification of the
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vaporization response, experimental results can be compared to a statistical
model predicting the number and spatial distribution of vaporization events, in
Chapter 7. In order to anticipate achievable clinical performances, this chapter
contains a calibration of the vaporization response and an investigation of the
effect of droplet size, concentration, and proton fluence on the vaporization
response. Furthermore, it provides theoretical resolution limits for proton range
verification in clinically-relevant scenario.

As only an indirect response to proton radiation was observed at physiological
temperature, Chapter 8 explores the potential of actively sensitizing
nanodroplets to primary protons at 37 °C by means of an external acoustic field.
This principle, called acoustic modulation, enables a high vaporization yield and
direct correspondence between the peak of vaporization events and the proton
range. After an extension of the application of radiation-induced nanodroplet
vaporization to dosimetry of conventional EBRT in Chapter 9, the findings
presented in this thesis and their impact for short-term and long-term clinical
applications are discussed in Chapter 10.

Overall, this thesis lays the foundations of the ultrasound-based detection of
nanodroplet vaporization by ionizing radiation for therapy monitoring purposes,
through a collection of in vitro studies. It aims at providing the reader with
a detailed understanding of the conditions under which radiation-induced
vaporization takes place, the available ultrasound imaging strategies to efficiently
detect and quantify those vaporization events, and the potentially achievable
performances.





“We can know only that we know nothing. And
that is the highest degree of human wisdom.”

Leo Tolstoy

2
Metastable liquids: Limits of superheat

and theory of radiation-induced
vaporization

Sophie V. Heymans, Gonzalo Collado-Lara, Yosra Toumia, Bram Carlier,
Hendrik J. Vos, Jan D’hooge, Nico de Jong and Koen Van Den Abeele

Bubble chambers, superheated drop detectors, and injectable nanodroplets can
be used to detect ionizing radiation owing to the formation of bubbles along the
track of charged particles. This phenomenon is due to a common property: that
of being maintained in a metastable liquid state. In this chapter, we first derive
the temperature and pressure limits of this metastable state, with a particular
focus on the decafluorobutane liquid, as the latter is used as liquid core for
the nanodroplet formulations investigated in this thesis. Then, we present the
semi-empirical theory of radiation-induced nucleation, first proposed by Seitz
in 1958. Finally, modifications of this theoretical framework are introduced
to account for the encapsulation of superheated nanodroplets in a viscoelastic
shell.
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2.1 Introduction

This thesis investigates the vaporization of injectable nanodroplets by ionizing
radiation, aiming at exploiting this phenomenon for ultrasound-based in vivo
monitoring of radiation therapy. To prepare and complement experimental
studies (Chapters 3-9), the problem must be approached from a theoretical
point of view. Indeed, a theoretical framework can help to determine the
conditions under which radiation-induced vaporization can take place, in order
to predict the vaporization response to different types of charged particles. As
radiation-induced vaporization requires the liquid to be superheated, we start
by introducing important concepts related to superheated states.

Superheating is not a commonly observed phenomenon, and is only reached
in certain situations. In the majority of encountered situations, phase-change
is initiated preferentially on heterogenenous nucleation sites (impurities, solid
container surfaces) rather than in the bulk of the liquid [119,120]. However, in
the absence of heterogeneous nucleation sites, the liquid can be heated beyond his
boiling temperature (superheat) or depressurized below its saturation pressure
(overexpansion) without undergoing phase transition. This is the case when
the liquid is encapsulated to form small (sub-millimeter) droplets, as the liquid
entirely wets its surrounding phase and is not in contact with any bulk vapor
phase [121]. Phase-change contrast agents, also called nanodroplets, have been
shown to reach a superheated state. For instance, despite the low boiling point
of decafluorobutane (PFB, b.p. −2 °C), PFB nanodroplets have been extensively
used for ultrasound imaging applications at (and above) body temperature while
remaining in the droplet liquid state [72, 122,123]. This exceptional stability is
due to the presence of an energy barrier for homogeneous nucleation [119].

In order to initiate nanodroplet vaporization into a microbubble, the
homogeneous nucleation barrier must be overcome by supplying energy to
the system. This energy may come from a laser, as in Optical Droplet
Vaporization [73], or, as demonstrated in this thesis, can be deposited along their
track by a charged particle (radiation-induced vaporization) [124]. Moreover,
nanodroplets can be vaporized using an acoustic source (Acoustic Droplet
Vaporization [71,125,126]), owing to a pressure decrease inside the superheated
liquid during the rarefactional phase of the acoustic wave.

In this chapter, we first review the pressure and temperature limits inside which
metastable liquids can exist. If these limits are transgressed, the metastable
liquid spontaneously vaporizes. For the sake of completeness, we approach the
limits of superheat and overexpansion from a thermodynamic point of view,
using the equation of state, and from a kinetic point of view, using homogeneous
nucleation theory. Next, we present the existing theoretical framework behind
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radiation-induced vaporization of superheated liquids. Finally, we extend this
theory to superheated nanodroplets by accounting for the encapsulation of the
superheated liquid in a viscoelastic shell. The theoretical derivations presented in
this chapter are applied to PFB, which is the liquid core used in all nanodroplet
formulations investigated in this thesis.

2.2 Thermodynamics and kinetics of superheated
liquids

In this section, the limits of superheat are derived using two approaches, one
using the thermodynamic equation of states, called thermodynamic limit of
superheat, and the other from dynamic considerations on the rate of homogeneous
nucleation, called kinetic limit of superheat [127]. The thermodynamic limit of
superheat represents the maximum degree of superheat (or negative pressure)
that the liquid can withstand in the metastable state before evaporating, in a
situation in which there would be no disturbances or imperfections in the system
[128]. In general, the temperatures that can actually be reached by superheated
liquids are lower than those predicted by thermodynamics. Therefore, the real
limit for homogeneous nucleation in superheated or overexpanded liquids is
better represented by the kinetic limit of superheat.

2.2.1 Thermodynamic limits of superheat and overexpansion

Thermodynamic equations of state, the most popular being the van der Waals
equation, are used as models to represent real fluids. The suitability of a given
equation of state depends on how well it can approximate the real behaviour
of the fluid (saturation properties, critical point, etc) [128,129]. Expressed in
reduced units, these equations form laws of corresponding states. The reduced
pressure, molar volume and temperature are expressed as Pr = P/Pc, vr = v/vc,
and Tr = T/Tc, respectively, where Pc, vc, and Tc define the critical point of
the substance, which represents the boundary between the region where the
liquid and vapor phase can coexist and the region where there is no longer any
distinction between the liquid and vapor phase (P > Pc, T > Tc and vl = vv).
Above the critical point, the fluid is said to be supercritical [130].

Pressure-volume (p-V) diagrams obtained from the equation of state are useful to
represent the superheated state and derive the limits of superheat/overexpansion.
In figure 2.1, the p-V diagram is represented in reduced units and an isotherm
is drawn for a reduced temperature Tr = 0.85 (dashed-dotted blue line). The
liquid (vr < 1) and vapor (vr > 1) saturation curves, in dotted red, show the
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Figure 2.1: Pressure-volume diagram in reduced units for a reduced temperature
Tr = 0.85. The Maxwell condition imposes that the two shaded areas are equal.

states for which the liquid and vapor phases are at equilibrium, and meet at
the critical point. For the considered temperature (Tr = 0.85), the intersection
of the isotherm with the liquid saturation curve (point A) represents the (P, v)
properties of the saturated liquid, and the intersection of the isotherm with
the vapor saturation curve (point E) corresponds to the saturated vapor. The
liquid and vapor state coexist at the saturation pressure (horizontal green line).
As a consequence of liquid-vapor equilibrium, the chemical potentials of the
saturated liquid (point A) and saturated vapor (point E) are equal (µl = µv,
no driving force for mass transfer). This translates in the p-V diagram by the
condition that the two areas bounded by the isotherm and the horizontal line
corresponding to the saturation pressure are equal: ABCA = CDEC (Maxwell’s
rule) [127,131]. Points A and E, and hence the saturation pressure, are found by
applying Maxwell’s rule (see appendix 2.6). Then, the saturation curve (dotted
red) is built by repeating this process for all isotherms.

Classical equilibrium thermodynamics predicts that phase transition from liquid
to vapor occurs when the equilibrium saturation conditions are reached, i.e. the
liquid reaches points A and vaporizes to point E [127]. However, real fluids
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have more complex behaviours and can exist in metastable states, beyond
limits predicted by classical equilibrium thermodynamics. The liquid phase
boundary can be transgressed in two ways: either the temperature can be
increased along a constant pressure path, or the pressure can be reduced at
constant temperature [120]. Both situations bring the liquid into a metastable
state, called superheat in the former case and that we choose to qualify as
overexpansion in the latter. The metastability indicates an unstable equilibrium,
as the entropy of the system is at a local maximum rather than an absolute
maximum [120]. Therefore, if a sufficiently high perturbation is applied, the
system will spontaneously evolve towards stable equilibrium (i.e., the liquid will
vaporize) [127].

The criterion for mechanical stability (derived from the condition that the
system should be at an entropy maximum) imposes that the fluid lies on the
part of the isotherm which has a negative slope [127]. The points where the
isotherm slope changes sign (minimum and maximum points, B and D in figure
2.1) therefore represent the maximum deviations from equilibrium conditions
under which the system can remain metastable. By connecting the minima
of different isotherms, the liquid spinodal line (pink line in figure 2.1) can be
constructed. The vapor spinodal line (purple line in figure 2.1) is obtained in the
same way, connecting this time the isotherms maxima. Therefore, starting from
point A, metastable liquids at temperature Tr = 0.85 can withstand negative
pressure down to point B (overexpansion), or they can be heated isobarically
(P = Ps(Tr = 0.85)) until they reach the liquid spinodal (superheat). The
spinodal lines represent the absolute limits of superheat or overexpansion [132],
also called thermodynamic limit of superheat for the liquid (and supersaturation
for the vapor).

Equation of state for the C4F10 liquid

In order to determine the location of the spinodal lines, and therefore the
thermodynamic limit of superheat, an equation of state must first be chosen
to model the fluid under consideration. A great variety of equation of states
have been presented in the literature, such as the van der Waals, Redlich-
Kwong, or Berthelot equation of state, to cite a few [133]. The validity of an
equation of state to describe a given real fluid can be assessed by comparing
the predicted behaviour of the fluid to experimental P , v, T values [134]. The
critical compressibility, Zc, is often used for that purpose [134]:

Zc = Pcvc
RgTc

. (2.1)



18 METASTABLE LIQUIDS: LIMITS OF SUPERHEAT AND THEORY OF RADIATION-INDUCED
VAPORIZATION

Pc, Tc and vc are the pressure, temperature and molar volume, respectively, at
the critical point, and Rg is the ideal gas constant. Instead of using popular
formulations (such as van der Waals), equations of states can also be built from
parametric equations, such as the virial equations of state [133] or parametric
equations of state in cubic form [127, 132]. The parameter values are in this
case determined by applying the critical conditions (see below) and using
experimental data such as the critical constants of the fluid (Pc,vc,Tc) [134], or
saturation data [132].

Here, rather than opting for a well-known equation of state, we chose to derive
an equation of state specific to PFB, starting from a general parametric equation
of state [127]. In reduced units, this parametric equation is given by [127,135]:

Pr = γTr
vr − br1

− ar1
Tλr vr(vr + br2) (2.2)

The parameters, in reduced units, are γ, λ, ar1, br1, and br2. In dimensional
units, this family of equations corresponds to the following:

P = RgT

v − b1
− a1
Tλv(v + b2) (2.3)

with Zc = 1/γ, b1 = br1vc, b2 = br2vc and a1 = ar1Pcv
2
cT

λ
c . Attributing different

values to the parameters in the cubic equation yields well-known equations of
state [127]. For instance, the van der Waals equation of state is obtained for
γ = 8/3, λ = 0, ar1 = 3, br1 = 1/3 and br2 = 0.

The equation of state must satisfy the critical conditions, defining the critical
point as an horizontal inflection point [134]:

Pr = 1 (∂Pr
∂vr

)Tc = 0 (∂
2Pr
∂v2

r

)Tc = 0 (2.4)

These conditions form a system of three equations, which can be used to
determine three constants in the parametric equation of state. In order for the
equation of state to best fit the real characteristics of a given fluid (here, PFB),
other parameters of this generalized equation of state can be chosen to match
experimental measurements of thermodynamic properties of the fluid, such as
the saturation curve [132]. Here, we chose to determine the three parameters ar,
br1, and br2, using the critical conditions, and to optimize the parameters λ and
γ by fitting the liquid saturation properties predicted by the thermodynamic
equation of state to the known saturation properties, extracted from the NIST
database [136], at moderate temperatures. This required to solve the following
non linear optimization problem (with the subscript s represents values at
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saturation):

min
x

∑
i

(F̂ (x, Ti)− Fmeas(Ti))2

x =
[
λ γ

]
(2.5)

Fmeas(Ti) =
[
Pr,s,meas(Ti) vr,s,l,meas(Ti)

]
(2.6)

F̂ (Ti) =
[
P̂r,s(Ti) v̂r,s,l(Ti)

]
(2.7)

It is important to note that by applying the three critical conditions and allowing
γ to vary, the critical compressibility condition Zc = 1/γ is no longer fulfilled
and the ideal gas constant in equation 2.3 is replaced by R′g = γZcRg [134].
Alternatively, γ could have been fixed using the experimental value of the
critical compressibility for PFB. The Matlab function lsqcurvefit [137] was
employed to solve this optimization problem, in the range Ti =0 °C to Tc/3.
The choice of fitting saturation data away from the critical point was made in
order to match closely the liquid boiling temperature and avoid fitting molar
volume data close to the critical point, as measurements of the critical molar
volume suffer from remarkably larger uncertainties compared to the critical
pressure and temperature [138]. The estimation F̂ of the saturation properties
of the fluid from the reduced equations of state is explained in the appendix
(section 2.6). Solving the optimization problem yielded values of λ = 0.93 and
γ = 2.83, while applying the critical conditions led to ar1 = 3.38, br1 = 0.30 and
br2 = 0.12. The obtained saturation pressures and molar volumes are compared
to experimentally measured values in figure 2.2.

Derivation of the spinodal line and saturation properties from the thermo-
dynamic equation of state

The liquid and vapor spinodal lines can be obtained by differentiating the
equation of state, in order to find the extrema of the isotherms in the p-V
diagram:

(∂Pr
∂vr

)Tr = 0 (2.8)

which becomes, for the generic equation of state introduced above [127]:

Tr,sp =
[
ar1(2vr + br2)(vr − br1)2

γv2
r(vr + br2)2

] 1
λ+1

(2.9)
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Figure 2.2: Comparison between the C4F10 measured saturation properties and the
saturation properties predicted by the optimized equation of state. (a) Saturation
pressure as a function of temperature and (b) molar volume as a function of
temperature. Curve fitting was implemented for the temperature interval (0 °C,Tc/3).

To determine the saturation lines, the Maxwell condition of equal areas was
applied, and we followed the procedure described in [129] (see appendix 2.6).

The p-V diagram (in reduced units) of the optimized equation of state is
displayed in figure 2.3, showing both spinodal and saturation curves. As
the model was fitted to the saturation curve at relatively low temperatures,
discrepancies between the modelled and experimental saturation curves increase
for high temperatures. The liquid spinodal line is presented in figure 2.4.
Black dashed-dotted lines represent atmospheric pressure and physiological
temperature. At atmospheric pressure, the optimized equation of state predicts
that the superheat limit is reached for Tr = 0.92, which corresponds to 82 °C,
while the limit of overexpansion at body temperature is Pr = −2.3, which is
-5.4 MPa.

2.2.2 Kinetic limits of superheat and overexpansion

In this section, starting from the energy required for homogeneous nucleation in
the bulk of a superheated liquid, we extract the conditions under which those
vapor embryos can spontaneously grow, and derive the rate at which vapor
embryos are formed, from which the kinetic limit of superheat can be obtained.
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Figure 2.3: Reduced pressure as a function of reduced volume for the optimized
thermodynamic model.

Figure 2.4: Thermodynamic limit of superheat derived from the optimized equation
of state.
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Homogeneous nucleation and critical radius

We consider a droplet made of superheated liquid which entirely wets its shell.
The liquid molecules are constantly in motion and induce local fluctuations
of molecular density and energy [127, 128]. These result in the growth and
collapse of small vapor embryos within the liquid. In the following, we study
the conditions for growth of such a vapor embryo, at constant temperature.
The minimum work (i.e., along an isothermal, reversible path) required to form
a vapor embryo is given by nucleation theory [121]:

W = σ4πR2 − 4
3πR

3(Pv − Pl) + 4
3πR

3ρv(µv − µl) (2.10)

This is equivalent to the change in Gibbs free energy associated with the
formation of a vapor embryo of radius R. Pv and Pl are the pressure in the
vapor and liquid phase, respectively, µv and µl are the vapor and liquid chemical
potentials, expressed per unit mass, and σ is the surface tension at the interface
between the vapor and liquid phase. When the vapor embryo is in mechanical
equilibrium with its surroundings, the pressure in the vapor embryo can be
written by the Young-Laplace equation [127]:

Pv,eq = Pl + 2σ
Req

(2.11)

Moreover, at equilibrium, the chemical potentials are equal [139]:

µv = µl (2.12)

The energy required to form a vapor embryo at equilibrium is therefore given
by:

Weq = 4
3πσR

2
eq = 16πσ3

3(Pv,eq − Pl)2 (2.13)

It can be shown that Weq is a local maximum of W [127], which indicates an
unstable equilibrium (figure 2.5). As any evolution away from this unstable
equilibrium will further reduce the Gibbs free energy of the system (by reducing
W ), the system will spontaneously evolve towards either the shrinkage of
the embryo (for all embryos whose radius R < Req) or its growth leading
to homogeneous nucleation of the vapor phase (for all embryos whose radius
R > Req). Therefore, Weq represents the energy barrier that must be exceeded
for homogeneous nucleation, and Req is also known as the critical embryo radius.
The height of the energy barrier for homogeneous nucleation increases with
the surface tension at the interface, and decreases with increasing degree of
superheat.
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Figure 2.5: Work, or change in Gibbs free energy, required to nucleate a vapor embryo
as a function of the embryo radius, for PFB at body temperature. If R > Req, the
vapor embryo will spontaneously grow, else, it will shrink.

The expression of W around equilibrium can be simplified by performing a
Taylor expansion around R = Req. This leads to the following expression [121]:

W ≈ 4
3πσR

2
eq − 4πσB(R−Req)2 (2.14)

This simplification requests to assume either mechanical (equation 2.11) or
chemical (equation 2.12) equilibrium to approximate W , which is reflected in
the value of the factor B. For cavitation, the assumption of chemical equilibrium
is more appropriate, as the embryo radius might not rapidly adjust to variations
in applied pressure, and B is equal to 1. When mechanical equilibrium is
assumed, B is equal to 2/3 [121,127].

Embryo growth rate

Due to thermal agitation and fluctuations, vapor embryos are continuously being
formed and collapsing within the superheated liquid. The limit of superheat
will be attained when a small temperature increase or pressure decrease will be
enough to nucleate a sufficient number of growing vapor embryos, within an
observable time frame [120]. The number of embryos containing n molecules,
expressed per unit volume, is related to the work require to create the embryo
by the following formula [121,127]:

Nn = NA
ρl
M
e
W (R)
kbTl (2.15)

with M the molecular mass of the liquid, NA Avogadro’s number, kb Boltzmann’s
constant, and Tl the temperature of the liquid phase. W (R) is the work, or the
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change in free energy, required to form the vapor embryo of radius R, given by
equation 2.10.

Embryo growth is dictated by evaporation and condensation processes at the
liquid-vapor interface. By subtracting the rate of condensation at the interface
(from n+1 molecules to n) to the rate of vaporization (from n to n+1 molecules),
one can obtain the net excess rate of growing embryos (going from n to n+ 1
molecules) per unit volume of liquid, J . The complete derivation is available
in [127] for the interested reader. The final expression for J is the following:

J = NA
ρl
M

(
2σ

πMB

)1/2
e

−16πσ3

3kbTl(Pv−Pl)2 (2.16)

Because J is assumed to be independent of n (steady-state condition), J is also
the rate at which vapor embryos of critical size are generated [121,127]. The
units of J are [m−3s−1]. The factor B, which comes from the approximation of
W (R) around the equilibrium radius Req (equation 2.14), should be taken as
2/3 if mechanical equilibrium is assumed, and equal to 1 for cavitation [121].
Avedisian developed a slightly different expression [140]:

J = NA
ρl
M

8Pvσ
(Pv − Pl)2

(
2π

MDakbTl

)1/2
e

−16πσ3

3kbTl(Pv−Pl)2 , (2.17)

in which Da is the mass of a Dalton in kg. Lienhard suggested to replace
the factor kbTl inside the exponent by kbTc, arguing that using the critical
temperature would yield more accurate limits of superheat especially for low
negative pressures [132,141].

The pressure inside the vapor bubble embryo Pv can be related to the saturation
pressure Ps(Tl) by means of different correction factors, which are relatively
equivalent. Carey [127] and Avedisian [142] use the expression (obtained by
applying the ideal gas law and the condition of equal chemical potential at
equilibrium, equation 2.12):

Pv = ηPs(Tl) = Ps(Tl)e
Pl−Ps(Tl)
ρlRTl (2.18)

while Blander [121] and Lienhard [132] use the following Poynting correction
[139]:

Pv − Pl = δ(Ps(Tl)− Pl) = (1− ρv
ρl

+ 1
2(ρv
ρl

)2)(Ps(Tl)− Pl) (2.19)

The nucleation rate is shown in figure 2.6 for two situations: (a) limit of
superheat at atmospheric pressure and (b) limit of overexpansion (also called
tensile strength) at body temperature. The fluid under consideration is
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Figure 2.6: (a) Nucleation rate as a function of temperature for the C4F10 liquid at
atmospheric pressure. (b) Nucleation rate as a function of negative pressure for the
C4F10 liquid at body temperature.

decafluorobutane. The surface tension, as well as the liquid and vapor densities,
are evaluated from the saturation properties of the fluid at the liquid temperature
Tl [136]. At constant pressure, the nucleation rate varies by several orders
of magnitude over a very narrow temperature range. For cavitation, the
nucleation rate is a strong function of the negative pressure, therefore we
call the negative pressure required to induce homogenenous nucleation the
tensile strength of the liquid [121]. The nucleation rate corresponding to the
limit of superheat (or tensile strength) is generally taken close to or equal to
1012 [bubbles/(m3s)] [121, 127, 140]. At atmospheric pressure, the different
expressions for the limit of superheat agree within 1 °C, and yield a predicted
temperature for homogeneous nucleation of around 76.5 °C, which corresponds
to T = 0.9Tc. For the tensile strength at body temperature, the models of
Carey [127], Blander [121] and Avedisian [142] predict a negative pressure of -3.4
MPa, while the one of Lienhard [132,141] indicates that homogeneous nucleation
might already occur at a negative pressure of -3 MPa.
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2.3 Radiation-induced vaporization of superheated
liquids

2.3.1 The thermal spike theory

Since the discovery of the vaporization of superheated liquids along the trajectory
of charged particles by Glaser in the 1950s [110], numerous researchers have
attempted to derive a theoretical framework to describe radiation-induced
nucleation [108,113,139,143]. The very local (nm scale) and rapid (femto- to
nanoseconds) energy deposition by charged particles makes any experimental
validation extremely challenging. To date, radiation-induced nucleation has
been modelled using a semi-empirical theory, based on the principle, first
proposed by Seitz [108], that radiation energy deposition occurs through the
formation of thermal spikes (i.e., the thermal spike theory). The term "thermal
spike" refers to the highly localized temperature increase induced by radiation
energy deposition along the charged particle track. A charged particle slowing
down in matter interacts with the medium and, upon reaching the end of its
range, transfers the majority of its remaining energy to secondary electrons,
which in turn leads to atomic vibrations and consequently heat [108, 109].
Simulations have estimated the temperature increase to be >300K in a radius
of 1 nm around the ion track [109]. Due to these extremely high temperatures,
exceeding the limit of superheat described in section 2.2 by far, the liquid along
the charged particle path explodes to form small gas embryos. According to the
homogeneous nucleation theory, those embryos will grow if their radius exceeds
the critical radius, leading to complete evaporation of the superheated liquid,
or shrink otherwise. Therefore, the vaporization condition is dictated by the
thermodynamics of homogeneous nucleation, and the total energy Wtot required
to nucleate a critical radius Rc through radiation-induced nucleation is given
by [113,139]:

Rc = 2σ
(Ps − Pl)(1− ρv/ρl)

(2.20)

Wtot = 16πσ3

3(Ps − Pl)2(1− ρv/ρl)2×

[1 + 2∆H
(Ps − Pl)(1− ρv/ρl)

− 3T
σ

dσ

dT
] +Wirr (2.21)

In these expressions, Ps is the saturation pressure, Pl is the pressure inside
the superheated liquid, and ρv and ρl are the densities of the vapor and liquid
phases, respectively. σ is the surface tension of the superheated liquid, not to be
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mistaken with the surface tension of the nanodroplet shell (σs, not accounted
for in this section), and ∆H is the latent vaporization heat of the fluid. The
equation for the critical radius, equation 2.20, is identical to equation 2.11 with
the first two terms of the correction given by equation 2.19. The first term in
equation 2.21 is the work required for isothermal homogeneous nucleation of
a critical gas embryo at equilibrium, equivalent to equation 2.13 [113]. The
second term represents the work required to vaporize the liquid using the heat
generated by the thermal spike, as in radiation-induced nucleation the liquid
is maintained below its limit of superheat. The third term is linked to the
assumption that vaporization initiation is adiabatic [113, 144], as the time
scale for heat transfer is much longer than the time scale at which radiation
energy is being deposited. Indeed, gas embryo formation must occur before
the heat deposited by the charged particle has been dissipated in the medium.
As radiation-induced vaporization occurs far from equilibrium conditions, the
energy Wtot is 1-1.5 orders of magnitude above Weq [139], as the majority of
the energy is spent by vaporization, heat conduction, or irreversible processes
(generation of a shock wave, work against viscous forces, etc.) [113]. The last
term, Wirr is an upper limit approximation for the work lost to viscous forces
and to the transfer of kinetic energy of the liquid due to the vapor wall motion
and is given by [113,145]:

Wirr = 2πρlR3
cṘ

2 (2.22)

Ṙ = 4D(ρl/ρv)1/3

Rc
(2.23)

D = k

ρlcp
(2.24)

Ṙ is the vapor wall velocity, while the thermal diffusivity of the liquid, D, is
given by the ratio of its thermal conductivity, k, and the product of the liquid
density and specific heat cp.

Both Wtot and Rc decrease with increasing degree of superheat, which is the
temperature excess above the liquid boiling point, meaning that the more the
liquid is superheated, the easier it is to vaporize. In order for the thermal
spike energy to lead to nucleation of a critical gas embryo, it must be deposited
within a scale comparable to the critical embryo diameter, yielding an effective
track length Leff = aRc, where a is the dimensionless nucleation parameter
[113,146, 147]. Therefore, to vaporize a superheated drop, a charged particle of
energy E ≥Wtot must also satisfy the condition [146]:

〈dE
dx
〉Leff ≥

Wtot

aRc
(2.25)
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The left-hand side of this expression represents the density of energy deposited
by the charged particle per unit length, averaged over Leff . In radiation
physics, this quantity is called linear energy transfer (LET). The right-hand
side of the nucleation condition decreases with increasing degree of superheat.
Consequently, the LET threshold for vaporization is inversely related to the
degree of superheat of the liquid.

The radiation-induced nucleation theory has been compared to experimental
results of superheated liquid vaporization by various types of charged particles,
such as high LET recoil ions generated by e.g. neutrons [148], heavy ions
[149,150], alpha particles [151], protons [114,152], and electrons [116,153]. While
a relatively good agreement was found between theoretical and experimental
LET thresholds, the estimates of the nucleation parameter, a, were found to vary
in a wide range, between 2 and 12.96 [146,154]. For high degrees of superheat,
the nucleation parameters is close to 2, while it increases for lower degrees of
superheat (i.e., higher values of Wtot) [154]. Therefore, the relationship between
the effective length and the critical radius might be more complex than a direct
proportionality [150,154].

Interestingly, when expressed in reduced superheat, defined as

s = T − Tb
Tc − Tb

, (2.26)

the sensitization threshold to different types of charged particles was found
to coincide for different halocarbons [113,154]. Tb is the boiling temperature,
T the operating temperature and Tc the critical temperature of the liquid.
Figure 2.7 shows the LET threshold for vaporization of PFB as a function of
reduced superheat, assuming a nucleation parameter a=2. Horizontal dotted
lines represent the approximate peak LET values reached by oxygen recoil ions,
alpha particles, protons, and electrons in water, at their individual Bragg peaks.
The corresponding predicted sensitization thresholds, expressed in reduced
superheat, are 0.15, 0.31, 0.39 and 0.59, while s = 0.65 corresponds to the limit
of superheat.

2.3.2 Extension to encapsulated nanodroplets

The radiation-induced nucleation theory introduced in the previous section was
developed for bubble chambers, in which a large volume of liquid is transiently
brought into a superheated state, and for superheated drop detectors, which
consist in uniform dispersions of small (2-1000 µm) drops of superheated liquid
in a gel, each drop representing a miniaturized version of the bubble chamber
[143,155]. The use of superheated nanodroplets for radiation detection differs
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Figure 2.7: LET threshold, given by Wtot/(2Rc), as a function of reduced superheat,
for the perfluorobutane liquid. The approximate peak LET reached by oxygen recoils,
alpha particles, protons, and secondary electrons produced in photon beams is shown.

from those situations, as nanodroplets are encapsulated in a viscoelastic shell,
to enhance their in vivo stability. When a critical vapor embryo is formed inside
a nanodroplet, the resulting displacement of the surrounding liquid also leads
to an expansion of the nanodroplet shell, which requires an additional energy
input. The importance of this effect is expected to increase as the droplet radius
decreases, due to a higher relative change in volume induced by the critical
embryo formation. In addition, most experiments reported in this thesis were
performed using nanodroplets encapsulated in a viscoelastic matrix. Therefore,
we propose to add four terms to the total energy required for radiation-induced
nucleation (equation 2.21):

Wtot,enc = Wtot +Ws,elast +Ws,visc +Wm,elast +Wm,visc (2.27)

The terms Ws,elast and Ws,visc are related to the elasticity and viscosity of the
shell, respectively, while Wm,elast and Wm,visc are related to the surrounding
matrix.

In order to derive theoretical expressions for the first two terms, we integrate
the radial stress difference across the shell ps, due to viscoelastic forces in the
shell, for an increase in nanodroplet inner volume from V = V01 to V = V1:

Ws,elast +Ws,visc =
∫ V1

V01

psdV1 (2.28)
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Figure 2.8: Nucleation of a critical embryo by a charged particle, inside a nanodroplet
of final inner radius R1, outer radius R2, and thickness ε.

The nanodroplet volume expansion due to the formation of a critical vapor
embryo of radius Rc by a charged particle in a nanodroplet of initial inner
radius R01 (figure 2.8) is given by:

V1 = 4πR3
1

3 = 4πR3
01

3 + 4πR3
c

3 . (2.29)

The equation above assumes that the initial volume of liquid converted into
a critical vapor embryo is negligible compared to the initial droplet volume
(4πR3

01/3). Such an assumption holds as the vapor specific volume is two orders
of magnitude higher than that of the liquid phase. The final inner droplet
radius, R1, can be isolated:

R1 = R01
3

√
R3
c

R3
01

+ 1. (2.30)

The radial stress difference ps is extracted from microbubble shell models, which
have been vastly described in the literature [156, 157]. A distinction is made
between thick shells (e.g. polymeric shells of thickness ε) and thin shells (e.g.,
an encapsulation by a phospholipidic monolayer, ε → 0). The Marmottant
model [158] was chosen for the latter case, while thick shells have been modelled
by the Church model [159].
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Thick shell model

Applying equation (11) of [159] for a thick, incompressible shell, and assuming
zero initial surface tension, the stress across the shell for a final inner droplet
radius R1 is:

ps(R1) = 4R
3
2 −R3

1
R3

2R1

[
Gs(R1 −R01) + µsṘ1

]
(2.31)

R2 is the final outer radius of the droplet, Gs is the shear modulus in [Pa], µs
is the viscosity in [Pa·s], and Ṙ1 is the radial speed of the inner wall [m/s]. The
velocity at the droplet surface can be derived from the conservation of mass
assuming incompressibility, yielding [159,160]:

Ṙ1 = R2
c

R2
1
Ṙc (2.32)

We also introduce the shell thickness ε:

R2 = R1 + ε (2.33)

Substituting equations 2.32 and 2.33 into 2.31, and integrating using equation
2.28 yields, after applying a Taylor approximation around R3

c/R
3
01 → 0:

Ws,elast +Ws,visc =
(

8
9πGsε

R6
c

R4
01

+ 16
3 πµsεṘc

R5
c

R4
01

)[
3 + 3ε/R01 + ε2/R2

01
(1 + ε/R01)3

]
(2.34)

Thin shell model

For a thin shell, as ε→ 0, there is no distinction between the inner and outer
radius, i.e. R1 = R2 = R and R01 = R02 = R0. Applying the Marmottant
model [158], we have:

ps(R) = 2σs(R)
R

+ 4κs
Ṙ

R2 (2.35)

with σs the surface tension of the shell in [N/m] and κs the surface dilatational
viscosity from the monolayer in [kg/s]. Assuming that the initial surface tension
of the droplet σs(R0) is equal to 0, and that the shell remains in the elastic
regime during expansion, we obtain the following expression for the surface
tension:

σs(R) = χ

(
R2

R2
0
− 1
)
. (2.36)
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χ is the elastic compression modulus, in [N/m]. Inserting equations 2.35 and
2.36 into equation 2.28, and using 2.30 to apply a Taylor approximation around
R3
c/R

3
0 → 0, we obtain the final expression for the work required to expand the

droplet shell:

Ws,elast +Ws,visc = 8
9πχ

R6
c

R4
0

+ 16
3 πκsṘc

R5
c

R4
0

(2.37)

In both equations 2.34 and 2.37, the vapor wall velocity, Ṙc, can be derived
from equation 2.23, which assumes that the phase change is governed by heat
transfer from the surrounding liquid [113].

Nanodroplets immobilized in an aqueous matrix

When a critical embryo is formed within a droplet, the volume increase in the
droplet also leads to a deformation of the viscoelastic matrix surrounding the
droplet. The work associated with this deformation is again given by equation
2.28, this time integrated over the change in outer shell volume V2. Keeping
the same assumptions of shell incompressibility, and applying the generalized
Hooke’s law (linear elasticity) [161] and constitutive equations for a Newtonian
fluid yields, for a displacement of the outer shell from R02 to R2:

p(R2) = 4Gm
R2

(R2 −R02) + 4µm
R2

1
R3

2
Ṙ1 (2.38)

In this expression, Gm is the shear modulus [Pa] of the viscoelastic matrix, while
µm represents its shear viscosity in [Pa·s]. Since the shell is incompressible,
equation 2.29 also describes the relationship between R02 and R2. Inserting
equation 2.38, 2.29, and 2.32 into equation 2.30 and applying a Taylor
approximation around R3

c/R
3
02 → 0 yields the following expression for the

work required to expand the surrounding matrix:

Wm,elas +Wm,visc = 8
9πGm

R6
c

R3
02

+ 16
3 πµmṘc

R5
c

R3
02

(2.39)

Impact on the LET threshold of superheated nanodroplets

Applying the formulas derived above to different nanodroplet formulations
requires the knowledge of the shell thickness (for the thick shell model),
shear modulus and viscosity. For the thick shell model, as viscoelastic
shell properties and shell thickness have not been measured on nanodroplets
with a polyvinyl alcohol shell (PVA-PFB) used in this thesis, we used shell



RADIATION-INDUCED VAPORIZATION OF SUPERHEATED LIQUIDS 33

parameters measured on air-filled PVA-shelled microbubbles. For the shear
modulus, values between 3-10 MPa have been reported in the literature, while
reported viscosities are in the range 0.2-0.6 Pa·s [162, 163]. As far as shell
thicknesses are concerned, values between 100 and 700 nm have been measured,
for microbubble outer diameters in the range 2.5-6 µm [162–164]. Here, we
considered a PVA-PFB nanodroplet of 800 nm outer diameter and 70 nm shell
thickness, with a shear modulus of 10.5 MPa and viscosity of 0.6 Pa·s. The
chosen parameters for the thin shell model were χ = 2 N/m and κs = 3×10−8

kg/s, and are in the range of values reported in the literature for ultrasound
contrast agents with a phospholipidic shell [158, 165–169]. For the aqueous
matrix, we consider gelatin as an example. For concentrations similar to those
used in our experiments [124], the shear modulus for gelatin matrices is in the
range 2-10 kPa, and the viscosity is 0.6 Pa·s [170].

Figure 2.9 (a) shows the total nucleation energy, Wtot, together with individual
contributions Ws,elast, Ws,visc, both for a thin and thick shell, and Wm,elast,
Wm,visc for the surrounding matrix, while figure 2.9 (b) represents the
corresponding LET thresholds. For the chosen shell parameters and a
nanodroplet outer diameter of 800 nm (which is the mean diameter of PVA-PFB
nanodroplets), the increase in nucleation energy and consequently LET threshold
due to encapsulation of the superheated liquid in a thick shell is superior to
that of a thin shell. In both cases, however, the effect of the encapsulation
decreases as the degree of superheat increases. The elastic contribution,Ws,elast,
falls more rapidly with temperature compared to the viscous term. Similar
observations can be made for the effect of the surrounding matrix.

For low degrees of superheat, the impact of the shell and the surrounding
matrix on the LET threshold is significant (figure 2.9 (b)), and can raise the
degree of superheat required for vaporization by high LET particles such as
heavy recoil ions. Figure 2.10 (a) shows the separate effects of the nanodroplet
shell and the surrounding matrix on the LET threshold at 37 °C, as a function
of the nanodroplet outer diameter. For nanodroplet diameters higher than 1
µm, the impact of the shell and of the surrounding matrix are negligible. As
the nanodroplet diameter decreases, the LET threshold increases very rapidly.
Figure 2.10 (b) illustrates this impact on the sensitization temperature to
different types of charged particles, for a nanodroplet encapsulated in a thick
shell. The lower the degree of superheat, the higher the nanodroplet diameter
at which deviations from the uncoated droplet model start to appear, and the
higher the raise in sensitization temperature. This has important implications for
experiments performed with polydisperse nanodroplet populations, as depending
on the temperature, the smallest droplets might be below the sensitization
threshold to a particle type, while only the largest droplets will be vaporizable
by this charged particle.
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Figure 2.9: (a) Energy required to nucleate a critical embryo, Wtot for a naked 800 nm
diameter droplet, and corresponding values for a nanodroplet encapsulated in a thin or
thick shell. The contributions from the work required to counteract elastic (Ws,elast)
and viscous (Ws,visc) forces are shown, as well as the work required to stretch the
surrounding matrix (Wm,elast and Wm,visc). (b) Corresponding values of the LET
threshold as a function of temperature. Horizontal lines are representative LET values
for protons, alpha particles, and heavy recoils (such as oxygen). The shell parameters
were the following: R0 = R02 = 400 nm, ε = 70 nm, Gs = 10.5 MPa, µs = 0.6 Pa·s
(thick shell), χ = 2 N/m, κs = 3× 10−8 kg/s (thin shell), and the liquid was C4F10.
The shear modulus of the matrix was Gm = 10 kPa, and its viscosity was µm=0.6
Pa·s.
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Figure 2.10: (a) Impact of the nanodroplet outer diameter on the LET threshold
for vaporization at 37 °C, for an uncoated nanodroplet, an uncoated nanodroplet
dispersed in a viscoelastic matrix, and a nanodroplet encapsulated in a thick or thin
shell (no matrix). (b) Impact of the nanodroplet outer diameter on the sensitization
temperature to different charged particles, for a nanodroplet encapsulated in a thick
shell. The liquid core is perfluorobutane and shell parameters are the same as in figure
2.9.
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2.4 Discussion

2.4.1 Thermodynamic and kinetic limits of superheat

In this chapter, the theoretical thermodynamic and kinetic limits of superheat
and overexpansion were derived for the decafluorobutane liquid. The former was
obtained by determining the liquid spinodal line using a parametric equation of
state optimized to fit the saturation curve of PFB at low temperatures, while
the latter was established from the nucleation rate of embryos of critical size.
The thermodynamic limit of superheat predicted a spontaneous vaporization
temperature of 82 °C at atmospheric pressure, and a tensile strength of -5.4 MPa
at body temperature. In contrast, the spontaneous vaporization temperature
predicted by kinetics was 76.5 °C while the predicted tensile strength was
between -3 and -3.5 MPa.

The limit of superheat at atmospheric pressure was measured by Dr. Yosra
Toumia at the University of Rome Tor Vergata using Differential Scanning
Calorimetry on PFB nanodroplets encapsulated in a PVA shell (800 nm mean
diameter). Vaporization was initiated at 76 °C and peaked at 78 °C (private
communication). This is in excellent agreement with the kinetic limit of
superheat derived above. Mountford [119] reported a spontaneous vaporization
temperature of 74 °C for PFB nanodroplets (800 nm mean diameter) coated
with a lipidic shell. The difference in reported temperature could be explained
by a combination of the effect of the lower atmospheric pressure in Boulder,
CO (83.8 kPa) and an increased resistance against vaporization attributed to
the thick PVA shell, in comparison to a lipid monolayer.

The tensile strength, or limit of overexpansion, can be estimated by applying an
acoustic field of increasing intensity on superheated drops until vaporization is
observed [120]. During the rarefactional phase of the acoustic wave, the pressure
in the superheated liquid drops to Pl = P0 − Pac. However, homogeneous
nucleation theory does not account for the dynamic effects of a pressure field
as it assumes a constant liquid pressure. Therefore, the nucleation threshold
measured by means of an acoustic field is better characterized as the acoustic
cavitation threshold [171], or for nanodroplets, the threshold for acoustic droplet
vaporization (ADV). Since vapor embryos may grow during the rarefactional
phase only to collapse in the subsequent compressional phase, the acoustic
cavitation threshold may exceed the true tensile strength of the liquid, assuming
static pressure conditions [171]. To leave enough time for vapor cavities to
grow, low acoustic frequencies, such as 50 kHz, are preferred and give a good
agreement with theoretical predictions [120].

For nanodroplets, the ADV threshold is generally measured at frequencies
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relevant for ultrasound imaging, in the MHz range. Within this frequency
range, other effects come into play such as superharmonic focusing [172] and
resonance [173]. Therefore, ADV thresholds cannot be directly compared to
theoretical limits of overexpansion. A recent study reviewed the ADV thresholds
reported in the literature, showing large variations in reported thresholds for
PFB at physiological temperature (from -1.2 to -3.8 MPa), which is not surprising
as the ADV threshold depends on many parameters, such as the ultrasound
frequency, pulse length, nanodroplet size and concentration [126].

When comparing experimental to theoretical limits of superheat, the kinetic
approach yields predictions closer to experimental values, while the thermody-
namic limit appears to overestimate the spontaneous vaporization temperature
and the tensile strength. The model accuracy was shown to be limited, as it
led to a mismatch between the real compressibility factor at the critical point
(Zc = 0.29) and the one predicted by the optimized thermodynamic equation
of state (Zc = 1/γ = 0.35). To improve the model accuracy, more complex
equations of state can be sought, such as the Soave modification to the Redlich-
Kwong equation of state [174], which introduced a more elaborate temperature
dependence relying on the acentric factor, ω. Indeed, fluids made of nonspherical
molecules, with a non-zero acentric factor, will not be accurately represented
by an equation of state of the Redlich-Kwong type [174, 175]. For PFB, the
acentric factor is 0.371 [175]. Alternatively, the van der Waals equations of
state can be generalised by including the influence of the molecular shape on
the spinodal lines [135]. However, reviewing the vast literature surrounding the
thermodynamic equations of state is outside the scope of this work.

The encapsulation of nanodroplets in a viscoelastic shell might further enhance
their resistance against spontaneous vaporization, as (i) the viscoelastic shell
offers an increased resistance against vaporization (section 2.3.2) and (ii) the
pressure inside the nanodroplet core could be increased by the Laplace pressure
[119]. While the former effect was shown to be negligible at high degrees of
superheat, the latter might lead to an increase of the limit of superheat. As an
example, for a shell surface tension value of σs = 0.02 N/m, a nanodroplet of
600 nm diameter would have an elevated inner pressure of Pl = P0 + 2σs/R =
235 kPa. However, multiple reasons point towards a relatively low contribution
of the Laplace pressure. First, the good agreement between predicted and
measured (both on polymeric and lipidic droplets) spontaneous vaporization
temperatures at ambient pressure indicates that the effect of the Laplace
pressure does not significantly affect the vaporization temperature. Second,
nanodroplets under significant Laplace pressure are expected to dissolve within
a few minutes [119], while the PVA nanodroplets exhibited long term stability
(shelf life of several days). Therefore, we hypothesize that the nanodroplet
surface tension is negligible, and therefore, so is the internal pressure elevation
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due to the Laplace pressure.

2.4.2 The thermal spike theory extended to encapsulated
nanodroplets

This chapter also presented an overview of the semi-empirical radiation-induced
nucleation theory, which postulates that the vaporization of the superheated
liquid is induced by highly localized temperature spikes along the track of
charged particles. Applied to PFB at atmospheric pressure, this theory predicts
sensitization temperatures of ∼15 °C for heavy ions, ∼33 °C for alpha particles,
∼43 °C for protons, and ∼63-67 °C for electrons.

As the thermal spike theory only considers the bulk of the superheated liquid,
and does not account for its encapsulation in a viscoelastic shell, we added
two terms to the total energy required for radiation-induced nucleation of a
critical embryo (equation 2.21) to account for the work required to expand the
nanodroplet viscoelastic shell. We considered both the effect of encapsulation
in a thick (e.g. polymeric) shell and in a thin (e.g. lipid monolayer) shell.
Moreover, as nanodroplets were often encapsulated in an aqueous gel for in vitro
experiments reported in this thesis, additional terms were included to account
for the expansion of the surrounding matrix as well, assuming it behaves as a
viscoelastic solid.

To quantify the potential impact of the shell and surrounding matrix on the LET
threshold for vaporization, we used shell parameter values found in the literature
(both for PVA microbubbles and phospholipidic microbubbles), and considered
nanodroplets embedded in gelatin. Both the nanodroplet shell and matrix effects
were found to decrease with increasing degree of superheat (figure 2.9). This is
due to the fact that as the degree of superheat decreases, the critical embryo
radius Rc increases, and therefore the nucleation of a critical vapor embryo
induces a larger deformation of the nanodroplet shell and surrounding matrix.
As the elastic contribution was proportional to R6

c while the viscous contribution
was proportional to R4

c (Ṙc is inversely proportional to Rc, equation 2.23), the
elastic contribution decreased faster with increasing degree of superheat. With
the assumed parameters, the shell and matrix contribution can increase the LET
threshold by up to 1 order of magnitude at low degree of superheat (T=10 °C),
while the effect at high degree of superheat (T>40 °C) is negligible. The effect
on the LET threshold is expected to increase linearly with the shell elasticity,
viscosity and thickness, and with the matrix elasticity and viscosity. The
nanodroplet diameter also has a large impact on the LET threshold, as shown
in figure 2.10. Both the shell and matrix contribution to the LET threshold
drastically increase with decreasing droplet diameter. Indeed, the relative
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volume increase due to the nucleation of a critical embryo is inversely related
to the nanodroplet size. The LET threshold increase translates into higher
sensitization temperatures to different types of charged particles for smaller
nanodroplets, especially at low degrees of superheat.

The presented theoretical model suffered from some limitations. Variations
of elastic and viscous parameters were not accounted for, but might affect
the relative impact of the shell and matrix at different degrees of superheat.
Moreover, both the nanodroplet shell and matrix were assumed to behave as
linear viscoelastic solids. Experimental evidence suggests that the behaviour
of encapsulated ultrasound contrast agents would be better predicted by more
complex models [156, 157]. Similarly, not all aqueous matrices used in this
thesis can be described by linear viscoelastic models (for instance, gels made
of Carbopol, used in Chapters 5, 6, 7 and 9, behave as non-Newtonian fluids).
Importantly, the effect of the initial surface tension of the shell was neglected.
The surface tension can potentially impact both the critical radius (by raising
the pressure inside the nanodroplet liquid core) and the nucleation energy.
As the Laplace pressure is inversely proportional to the droplet radius, this
effect is expected to increase for small nanodroplets. However, we expect the
initial surface tension of nanodroplets used in this thesis to be negligible, for
reasons already exposed above. Nevertheless, this assumption should be ideally
validated by measuring the nanodroplet initial surface tension.

While the importance of the effect of the surrounding matrix for in vivo
applications is limited, the increase in LET threshold due to the nanodroplet
shell should be validated as it has important implications for clinical applications.
On the one hand, small nanodroplets (diameter < 1 µm) might be desirable for
in vivo use, in order to enable nanodroplet extravasation and to avoid vessel
occlusion by large microbubbles. On the other hand, a decrease in nanodroplet
diameter is associated with an increase in LET threshold, which affects the
vaporization efficiency as only part of the nanodroplet population might be
sensitive to a given charged particle. Therefore, the optimal nanodroplet size
distribution for in vivo applications might be the result of a compromise between
extravasation potential and radiation sensitivity.

Therefore, the shell models developed in this chapter should be experimentally
validated in future studies. To that aim, viscoelastic shell properties should be
estimated from measurements on the considered nanodroplet formulations.
However, measuring such properties on nanodroplets is difficult, as shell
parameters are usually estimated from acoustic or optical measurements
performed on oscillating microbubbles. As there is no guarantee that the shell
retains its viscoelastic properties, let alone its integrity, upon vaporization, shell
parameters should be characterized using alternative techniques [176–180]. Once
the shell parameters are known, the models could be validated by measuring
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the radiation-induced vaporization threshold at low degrees of superheat, where
the impact of the shell is expected to be the highest. This could be done
by irradiating PFB nanodroplets with neutrons, carbon ions, or even protons
(looking only at the radiation response from high-LET secondary particles),
while increasing the temperature in the range 15-25 °C, in order to determine
the sensitization temperature. To validate the impact of the nanodroplet radius
on the LET threshold, the sensitization temperature of size-sorted nanodroplet
populations with different mean radii should be compared.

2.5 Conclusion

This chapter introduced the theory of metastable superheated liquid, with a
particular focus on radiation-induced vaporization of encapsulated nanodroplets.
The thermodynamic and kinetic limits of superheat were derived and compared
to the measured spontaneous vaporization temperature of PFB nanodroplets,
showing a good agreement with the kinetic limit and an overestimation by the
thermodynamic limit. The thermal spike theory developed for bubble chambers
and superheated drop detectors was extended to encapsulated nanodroplets.
As a result of the encapsulation, the LET threshold was predicted to increase
by up to one order of magnitude at low degrees of superheat, particularly for
nanodroplet diameters below 800 nm.

2.6 Appendix: derivation of the saturation pressure
from the generic equation of state

The saturation pressure was determined from the equations of state using the
procedure developed in [129] for van der Waals fluids. This technique employs
the Maxwell condition of equal areas (see section 2.2.1). The procedure consists
in the following steps, applied to each isotherm:

1. For the considered isotherm, obtain the two volumes at the isotherm
minimum (liquid spinodal) vr,sp,l and at the isotherm maximum (vapor
spinodal) vr,sp,v by solving equation 2.8 for vr

2. Find the pressure Pr(vr,sp,v) corresponding to the vapor spinodal point
(isotherm maximum) by using the equation of state 2.2, then obtain
the corresponding reduced volume in the liquid phase vr,l(Pr(vr,sp,v)) by
solving the equation of state for v.
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3. Determine the liquid and vapor reduced volumes corresponding to
saturation (vr,s,l and vr,s,v) by solving the following system of equation:

Pr(Tr, vr,l) = Pr(Tr, vr,v) (2.40)∫ vr,v

vr,l

(Pr(Tr, v)− Pr(Tr, vr,l))dv = 0 (2.41)

The first equation implies that at saturation, both the liquid and vapor
phase in equilibrium have the same pressure (i.e. the saturation pressure),
and the second equation is Maxwell’s rule of equal areas (which stems
from the condition of equal chemical potential in the liquid and vapor
phase). The starting points are chosen such as vr,start,l = vr,l(Pr(vr,sp,v))
(obtained in the step 2) and vr,start,v = 1.1vr,sp,v (obtained in step 1).
The fsolve Matlab function was employed.

4. The corresponding saturation pressure Pr,s(Tr) is found using the equation
of state 2.2 with either the liquid or vapor saturation volume obtained in
the step 3.

Examples of saturation pressures for different reduced temperatures are
presented in figure 2.11. Once saturation pressure and liquid and vapor molar
volumes are found for all temperatures, those points can be linked to form the
saturation curves presented in figure 2.3.
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Figure 2.11: Isotherms and saturation pressures satisfying Maxwell’s rule for different
reduced temperatures. For Tr = 0.8, the technique to obtain the saturation pressure
is depicted: from the vapor spinodal point, the corresponding liquid reduced volume
is found and used as starting point (vr,start,l) of the optimizer.
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of the phantoms revealed that radiation-induced droplet vaporization occurred
in regions proximal to the proton Bragg peak. A statistically significant increase
in contrast was observed in irradiated regions for doses as low as 2 Gy and found
to be proportional to the proton fluence. The absence of enhanced response
in the vicinity of the Bragg peak, combined with theoretical considerations,
suggest that droplet vaporization is induced by high linear energy transfer (LET)
recoil ions produced by nuclear reactions with incoming protons. Vaporization
profiles were compared to non-elastic cross sections and LET characteristics
of oxygen recoils. Shifts between the ultrasound image contrast drop and the
expected proton range showed a sub-millimeter reproducibility. These early
findings confirm the potential of superheated nanodroplets as a novel tool for
proton range verification.

3.1 Introduction

The increasingly growing fleet of proton therapy facilities, owing to substantial
cost reduction and compactness improvements over the past ten years, has
contributed in making proton therapy accessible to a variety of clinical
indications [6]. The favorable depth-dose distribution of protons implies
that excellent dose conformality and therefore healthy tissue sparing could
be achieved. However, taking full advantage of the physical selectivity of
protons, e.g. to preserve organs-at-risk, is hampered by uncertainties in their
in vivo range, which arise from inaccuracies of the stopping power calculation
from computed tomography (CT) scans, imaging artifacts, setup errors, patient
motion and anatomical changes throughout the treatment [30,181]. Additionally,
to avoid tumor underdosage due to these range uncertainties, considerable
safety margins (up to several millimeters), conservative planning strategies (sub-
optimal choice of beam angles), or a substantial value of the range uncertainty
parameter used in robust optimizers (around 3%) have been adopted in most
proton therapy facilities [30]. In order to reduce these margins and gather more
insight into the influence of different factors on the range, an urgent need for
accurate in vivo range verification techniques exists.

Several methods for in vivo range verification have been proposed, however,
none of them are routinely employed in the clinic. The most investigated
technology relies on positron emission tomography (PET) imaging of positron-
emitting isotopes activated by proton nuclear interactions [30]. The measured
activity distribution is correlated with the actual proton range through Monte
Carlo simulations. PET imaging can be performed offline [182], in-room [33]
or in-beam [35, 183]. While in-room and in-beam acquisitions benefit from
shorter scan times and higher resolution compared to offline PET imaging,
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they require bespoke detectors and may affect the throughput in the treatment
room [15]. Alternatively, prompt gamma imaging (PGI) makes use of gamma
rays emitted by nuclei excited by the incoming proton beam for real-time range
verification [37, 184]. PGI has been recently tested to assess range shifts in
a patient with brain cancer and demonstrated a shift retrieval precision of
2 mm [39], but its translation towards clinical applications is hampered by
technological limitations and detector cost [181, 185]. Range probe (1D) and
proton radiography (2D/3D) require high energy protons completely traversing
the body in the low-dose plateau [181,186,187]. The stopping power of the body
tracks is then determined from the residual ranges of the transmitted protons.
However, typical proton energies used cannot ensure the beam traverses the
patient at all beam angles, especially in the abdomen [15].

Detection of ionizing radiation by means of the vaporization of superheated
droplets, i.e. metastable droplets operated at a temperature above their boiling
point, was achieved in the 1950s by Donald Glaser [110]. Since then, the use of
superheated emulsions significantly expanded to different fields such as space
applications, medical physics, neutron dosimetry or dark matter search [155].
These detectors typically feature superheated drops of dimensions ranging from
tens to thousands of microns, embedded in a compliant polymeric or aqueous
matrix [113]. Upon exposure to radiation, the drops vaporize into bubbles which
can be detected either by visual inspection, volumetric measurement or acoustic
readout [113, 188]. Two decades ago, Apfel envisioned the use of injectable
superheated emulsions as in vivo dosimeter [118], but to our knowledge, the
idea has never been pursued.

Over the past ten years, nanodroplets, or phase-change contrast agents (PCCAs),
have become increasingly popular as versatile contrast agents for ultrasound
imaging and therapy [65]. They consist of a perfluorocarbon liquid core
surrounded by a stabilizing lipidic or polymeric shell, whose diameter typically
ranges from hundreds of nanometers to a few microns [66]. Nanodroplets can be
injected intravenously and circulate inside the patient’s vasculature, where the
smallest sizes (< 200 nm) are able to extravasate. Additionally, the shell can be
functionalized to target tissues of interest, making them suitable for molecular
imaging and targeted therapy [189]. Localized nanodroplet vaporization can be
achieved with ultrasound waves at moderate to high intensities [71,72] or through
laser heating [73], yielding micrometer-sized echogenic bubbles readily imaged
with Contrast Enhanced Ultrasound Imaging (CEUS). In order to minimize
potential tissue damage from cavitation or heating, droplet vaporization should
be achieved with moderate levels of acoustic or thermal energy [190]. Therefore,
the droplet liquid core is generally designed to be in a metastable superheated
state.
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Here, the applicability of the radiation-induced nucleation theory to submicron-
sized superheated droplets is evaluated. Specifically, we upgraded the naked
superheated emulsions used in dosimetry into injectable nanodroplets similar to
the ones employed for CEUS. First, we give a brief overview of the generally
accepted theory of superheated droplet vaporization induced by ionizing
radiation. Then, we demonstrate the existence of a radiation response and
assess the suitability of these radiation sensors for proton range verification.
To this aim, tissue-mimicking phantoms with entrapped nanodroplets were
irradiated with varying proton energies and the relationship between the
resulting ultrasound signals and the predicted proton range was investigated.
Finally, the potential dose sensitivity was examined and the feasibility of the
presented approach at clinically-relevant doses is shown.

3.2 Materials and methods

3.2.1 Theory of nucleation induced by ionizing radiation

The nucleation of bubbles along particle tracks in a metastable liquid is a complex
physics problem involving time and length scales spanning several orders of
magnitude and different fields such as thermodynamics and radiation physics,
for which a complete analytical description is still lacking. The most widely
accepted semi-empirical model combines the thermal spike theory developed
by Seitz [108] with the isothermal spontaneous nucleation thermodynamics.
In Seitz’s theory, the kinetic energy of charged particles is transferred to the
medium by a multitude of highly localized temperature spikes forming along their
track [143,147]. The thermal spikes occur within a time scale so small compared
to thermal diffusion that the liquid explodes into vapor embryos [113, 188]
along the particle track. These vapor embryos then combine and form spherical
bubbles, which can grow indefinitely provided that the initial bubble size exceeds
a critical radius, determined from the thermodynamics of phase equilibrium,

Rc = 2σ
(Ps − Pl)(1− ρv/ρl)

(3.1)

where σ is the surface tension of the superheated liquid, Ps is the saturation
pressure, Pl is the pressure inside the superheated liquid drop, and ρv and ρl are
the densities of the vapor and liquid phases, respectively. The energy required
to nucleate a critical vapor bubble is obtained from homogeneous nucleation
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theory, with additional terms specific to radiation-induced nucleation [113].

Wtot = 16πσ3

3(Ps − Pl)2(1− ρv/ρl)2×

[1 + 2∆H
(Ps − Pl)(1− ρv/ρl)

− 3T
σ

dσ

dT
] +Wirr (3.2)

Wirr = 2πρlR3
cṘ

2 (3.3)

Ṙ = 4D(ρl/ρv)1/3

Rc
(3.4)

D = k

ρlcp
(3.5)

where ∆H is the latent vaporization heat of the fluid, and Wirr accounts for the
irreversible energy losses from the action of viscous forces and the transfer of
kinetic energy to the surrounding liquid [113]. Ṙ is the vapor wall velocity, D is
the thermal diffusivity of the liquid, and k and cp are its thermal conductivity
and specific heat, respectively.

In order to nucleate a vapor bubble of dimensions larger than the critical radius,
the energy deposited by the charged particle along an effective path length
(Leff ) must exceed Wtot [154]. The effective path length is often assumed
proportional to the critical radius, yielding Leff = aRc. However, a single
value of the proportionality constant (a), also called nucleation parameter, is
insufficient to describe the behavior of superheated drop detectors for all degrees
of superheat [154]. Moreover, the linear relationship between the effective length
and the critical radius remains questionable [150]. Nevertheless, most authors
assume a constant value of the nucleation parameter that typically ranges from
2 to 13 [146].

The energy transferred by a charged particle per unit track length in a medium
is given by its linear energy transfer (LET) [15]. The nucleation condition is
given by: ∫ Leff

0

dE

dx
dx ≥Wtot (3.6)

and can be further expressed in terms of track-averaged LET [146]:

〈dE
dx
〉Leff ≥

Wtot

aRc
(3.7)

The left hand side of the equation is only dependent on the energy
deposition characteristics of the radiation, while the right hand side obeys
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the thermodynamic properties of the superheated fluid. Since the nucleation
energy drops when the superheat increases, the LET threshold of superheated
drop detectors is inversely proportional to the degree of superheat.

The "reduced superheat" parameter is commonly used to describe the operating
point of a superheated liquid with respect to the temperature boundaries of the
superheated state [154], and is defined as:

s = T − Tb
Tc − Tb

(3.8)

Tb is the boiling temperature at atmospheric pressure, and Tc is the critical
temperature of the fluid above which the liquid phase can no longer exist. By
appropriately tuning the degree of superheat of the liquid core, one can tailor the
droplet sensitivity to different types of radiation. Typically, neutron dosimeters
operate at s = 0.2, as the droplets are vaporized by high-LET secondary
charged particles produced by nuclear reactions [113]. To sensitize bubble
detectors to low-LET radiation such as photons and protons, higher degrees of
superheat are required, which comes at the cost of decreased droplet stability.
The practical limit of superheat is reached for s = 0.65, when the metastable
liquid spontaneously vaporizes [153,191]. Detection of proton radiation in the
vicinity of the Bragg peak with superheated drops was reported by several
groups [114, 149, 152], indicating that the threshold for proton detection lies
between s = 0.35 and s = 0.42, corresponding to an LET threshold of 70-
90 keV/µm, typically reached by protons at the end of their range. Proton
irradiation of bubble detectors with lower degrees of superheat revealed that
high-LET nuclear reaction products (heavy recoils) induce uniform vaporization
tracks [111,148,149,192].

3.2.2 Nanodroplet synthesis and characterization

Nanodroplet composition and synthesis

The nanodroplets employed in this study are comprised of a perfluorobutane
(C4F10, boiling point of −2 °C) liquid core encapsulated by a polymerizable
fatty acid monolayer of 10,12-pentacosadiynoic acid (PCDA). The complete
nanodroplet synthesis is described elsewhere [72] and can be performed with
standard laboratory equipment. Moreover, feasibility of production was observed
to be reproducible and laboratory-independent, as nanodroplets were initially
developed in the University of Rome Tor Vergata, and subsequently prepared
in the KU Leuven campus KULAK. In brief, decafluorobutane was fluxed for a
few seconds into an empty glass vial sealed with a rubber septum and immersed
in liquid nitrogen to ensure liquefaction. Afterwards, injection of 6 ml of PCDA
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aqueous suspension (1 mM) in the vial, followed by a 10-minute sonication in
an ice-cold ultrasound bath, yielded a milky suspension of nanodroplets. Non-
encapsulated decafluorobutane vaporized during sonication, filling the headspace
of the glass vial. After addition of surfactant (Pluronic F127) and photoinitiator
solutions (Irgacure 2959), nanodroplets were exposed to 352 nm UV-light (UV
lamp model ENF-260C, Spectroline Corporation, Westbury, NY) for 30 minutes,
to polymerize the PCDA shell through the diacetylene moieties, resulting in
formation of a blue color and enhanced nanodroplet stability. Finally, the vial
was stored at 4 °C for three days before use, and the droplets were washed with
distilled water by centrifugation (1000 g-force, 6 minutes) prior to phantom
preparation.

Nanodroplet size and concentration

The size distribution of the nanodroplets was measured by Dynamic Light
Scattering (DLS), as described in [72]. The median diameter of the nanodroplets
(intensity-weighted) was found to be 842 nm ± 12 nm (n=4) and the
polydispersity index was 0.25 ± 0.02. The concentration of nanodroplets was
evaluated using 19F NMR spectroscopy (400 MHz Avance II, Bruker Biospin
GmbH, Rheinstetten, Germany) referenced against 5 mM fluorocytosine.

3.2.3 Phantom synthesis

Gelatin was chosen to fix the droplets as it has a low gelling temperature and
excellent tissue-mimicking ultrasonic properties [193]. The gelatin powder (6%
vol., ITW Reagents) was added to deionized water at room temperature to
prevent flocculation and then boiled to ensure complete dissolution and removal
of entrapped air bubbles. Afterwards, the mixture was poured in rectangular
phantom containers (inner dimensions: length = 54 mm, width = 26 mm, depth
= 31 mm, 43.5 ml in volume, figure 3.1). Different volumes of nanodroplets were
added (see table 3.1) using an 18G needle when the gelatin solution reached
32 °C to reduce spontaneous vaporization due to large injection pressure and
temperature fluctuations. After manual homogenization, phantoms were quickly
cooled on ice to minimize nanodroplet sedimentation during solidification. Due
to the observed limited stability of the nanodroplets in gelatin over time (figure
3.2), the phantoms were always made less than three hours before irradiation.
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3.2.4 Irradiation protocol

Irradiation setup

Proton irradiation was carried out at the Centre de Ressources du Cyclotron
(UCLouvain, Louvain-la-Neuve, Belgium), an experimental research facility.
The cyclotron (CYCLONE 110) produced a monoenergetic, passively scattered
proton beam at 62 MeV. The proton range was modulated in discrete steps by
inserting different thicknesses of degrader material in front of the irradiated
sample. A brass aperture of 40 mm diameter was positioned in front of the
phantoms to limit the field size. The phantoms were fixed in a water tank
heated to 25 °C and equipped with temperature control (feedback provided by
an immersed thermocouple, temperature accuracy of ± 0.5 °C), as illustrated
in figure 3.1(a-b). Each phantom was irradiated twice, first in the configuration
of figure 3.1(a), and then the phantom was rotated by 180◦ to irradiate the
other side (figure 3.1(b)). Since the proton range was shorter than half of the
phantom length, we assumed each irradiation independent of the other. In
both configurations, the protons traveled a certain depth before penetrating the
gelatin phantoms. Due to the asymmetric design of the phantom containers, the
path traveled by the proton beam before penetrating the gelatin differed for the
forward and reverse positions. This difference, as well as the presence of PVC
material in the beam path (water tank entrance window and PVC phantom
container walls), was accounted for when estimating the Bragg peak position in
the phantom. The impact of a sub-millimeter thin acoustic window sheet on
one side of the phantom container (figure 3.1) was assumed to be negligible.

Absolute range measurement

Two beam energies were employed during the experiments (62 MeV and 46.8
MeV). For each energy, we performed an absolute measurement of the proton
range with a bespoke setup consisting of a water tank equipped with a thin 23
µm polyethylene terephtalate entrance window. An automated 1D linear stage
was employed to move a dosimetry diode (1.33 mm water equivalent thickness
(WET), model PR60020, PTW, Freiburg, Germany) along the depth of the
proton beam with a step size of 1 mm. The measured depth-dose curve was
fitted to an analytical approximation of the Bragg profile [194] to determine
the range (defined here as the distal 80% dose point, R80, as recommended
in [30]) and the skin-to-peak dose ratio for the dose calculation. To account
for the PVC layers of the water tank and phantom container, we measured the
beam profile with and without a 5-mm thick PVC plate in front of the water
tank. Relying on these range measurements and the phantom geometry, the
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R80 values for both the forward and reverse positions were calculated (figure
3.1(c)).

Figure 3.1: Schematics of the irradiation setup, for phantoms in forward (a) and
reverse position (b). (c) Position of the Bragg peaks inside the gelatin phantoms. (d)
Imaging of the phantoms with an ultrasound probe on three different positions to cover
the entire phantom length. The lateral ultrasound axis is parallel to the direction of
the proton beam, and the axial ultrasound axis corresponds to the phantom depth.
Eleven images were acquired at each position by moving the ultrasound probe across
the phantom width (elevational axis).

Irradiation conditions

The irradiation conditions of each phantom are recorded in table 3.1. Three
phantoms with 25 µM PCDA droplets were irradiated with 62 MeV protons
on both sides, 10 Gy in forward position and 20 Gy in reverse. A gelatin
phantom without nanodroplets was also irradiated with the same parameters
to verify that the gelatin matrix itself does not exhibit any dose response
detectable via ultrasound imaging. Three phantoms with the same nanodroplet
concentration were not irradiated and acted as controls. These phantoms were
made simultaneously with their irradiated counterparts and immersed in a
separate water tank at 25 °C for ten minutes to mimic the thermal conditions of
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Phantom Number of Forward phantom position Reverse phantom position Ultrasound
composition phantoms Dose Dose rate Energy Dose Dose rate Energy imaging

[Gy] [Gy min−1] [MeV] [Gy] [Gy min−1] [MeV]
6% Gelatin
No NDs 1 10 2 62 20 4 62 Pre-irradiation

Post-irradiation
6% Gelatin
25µM NDs 3 10 2 62 20 4 62 Pre-irradiation

Post-irradiation
6% Gelatin
25µM NDs 3 - - - - - - Pre-immersion (25 °C)

Post-immersion (25 °C)
6% Gelatin
50µM NDs 3 10 2 46.8 2 2 62 Post-irradiation

Table 3.1: Irradiation conditions.

Figure 3.2: Nanodroplet vaporization potential over time (mean ± standard deviation
over five phantoms), represented as the average gray value in 16 mm2 regions of
acoustically vaporized nanodroplets (25 µM nanodroplets in 6% gelatin phantoms).
Although densely packed microbubbles were generated at each time point, the slowly
decreasing gray value indicated a limited stability of nanodroplets in gelatin over time.

the irradiated phantoms. Additionally, three phantoms received a dose of 10 Gy
at a different energy (46.8 MeV) in forward position, and a clinically-relevant
dose of 2 Gy at 62 MeV in reverse position. For these phantoms, the nanodroplet
concentration was doubled. The reported doses and dose rates are evaluated
at the Bragg peak, and dose calculations were performed using a peak-to-skin
dose ratio equal to five, in agreement with the measured beam profiles. The
proton entrance flux was measured by a calibrated ionization chamber present
in the beam path.
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3.2.5 Ultrasound imaging

Each phantom was immersed in water at room temperature and imaged with an
experimental ultrasound scanner (DiPhAS, Fraunhofer IBMT, Germany) driving
a 7.5 MHz linear array (L7-Xtech, Vermon, France). The lateral and axial
resolution of the ultrasound system were evaluated as described elsewhere [195].
Briefly, the full width at half maximum (FWHM) of the point spread function
of an 80 µm-diameter wire acting as point scatterer was determined at varying
depths. This resulted in a representative lateral resolution of 1.18 mm and axial
resolution of 0.29 mm along the depth of the phantom container.

The ultrasound probe was mounted on a manual 1D linear stage and moved
to scan the phantom parallel to the proton beam direction, yielding up to 11
independent images per phantom (figure 3.1(d)). Because the probe’s lateral
field of view (38.5 mm) was smaller than the sensitive zone (54 mm), we acquired
three different views of each phantom (figure 3.1(d)) aligned with either end
or the center of the gelatin. Low pressure, plane wave imaging was employed,
which was verified not to cause acoustic droplet vaporization. All phantoms
except the last three phantoms in table 3.1 (due to time constraints) were
imaged twice, before and after forward and reverse irradiation (or immersion in
25 °C water tank for controls), with identical ultrasound parameters.

3.2.6 Image processing

Bubble localization and counting

Ultrasound images of the phantoms were divided in three zones: the region
irradiated in the forward direction, the one irradiated in the reverse direction,
and the space in between, distal to both forward and reverse irradiations (figure
3.1(c)). For each zone, a rectangular isometric region of interest (ROI) was
defined, with a size of 7 mm parallel to the proton beam and 17 mm parallel
to the phantom depth. These ROI sizes maximized bubble counts, while still
ensuring complete containment in the respective zone and preventing artifacts
from phantom wall reflections as well as irregularities at the gelatin surface.
Bubbles were counted with an in-house developed algorithm, based on peak
detection and thresholding on the pixel gray value. Bubbles were localized as
the position of the brightest pixel of their point spread function, resulting in
a lateral localization precision of 0.25 mm (one pixel). This approach showed
sub-pixel agreement with the intensity-weighted center of mass calculation [78]
for the 80 µm-diameter wire scatterer and was expected to provide an improved
robustness in dense bubble zones. Additionally, an ellipsoidal inclusion zone
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was defined around each detected microbubble, with dimensions defined by the
previously described FWHMs in the respective axial and lateral direction. If
multiple microbubbles were detected in this zone, they were assumed to be
originating from a single microbubble with the average position as its center.
Depth-dependent thresholding was used to counteract the decrease of the mean
gray value due to attenuation of the ultrasound wave (especially in regions with
high bubble density).

Bubble count profiles

Bubble count profiles along the proton beam path were derived from the
ultrasound images as illustrated in figure 3.3. Each microbubble detected by
the bubble-counting algorithm (figure 3.3(a)) was assigned to a single pixel
(brightest spot). Then, the bubble positions in the 11 frames per phantom view
were combined (figure 3.3(b)). All bubbles in a rectangular bin of dimensions
equal to the ROI depth in the depth direction and seven pixels in the lateral
direction were summed and the resulting count was assigned to the central
lateral pixel position. This ensured sufficient count statistics and smoothed out
strong fluctuations, while preventing loss of profile information. Consecutively,
the vertical bin was moved pixelwise along the lateral axis (parallel to the proton
beam direction, see figure 3.3(c)) and the resulting lateral intensity profile was
divided by the number of frames (n=11). To provide full coverage of the lateral
view, bubble count profiles derived from the three different probe positions were
aligned and combined (figure 3.3(d)). Finally, to translate the pixel position
into an absolute position in the phantom, the middle of the non-vaporized
zone in the phantoms (figure 3.3(f)), defined as the center point between the
two 50% drops in bubble count (figure 3.3(e)), was aligned with the position
equidistant from the forward and reverse range (R80) values (figure 3.3(f)). The
exact position of the 50% drop was determined as follows. First, the profiles
were smoothed to decrease the impact of bubble count fluctuations. Then, the
position corresponding to the peak value of the square of the first differential of
the bubble count profile was detected. In a 10 mm-interval around this position,
the minimum and maximum bubble count was determined and the position
corresponding to the bubble count closest to their average was assigned as 50%
drop. The proton range in the phantom was then compared with the end of the
vaporization zone, defined as the position at which the bubble count drops by
50%.

To evaluate the accuracy of the proposed algorithm to detect the actual position
of the 50% drop in bubble count, 1000 artificial vaporization maps (figure
3.3(b)) for which the positions of the irradiated zones were fixed were generated
and tested. In particular, bubble densities were derived from the experimental
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Figure 3.3: Schematic overview of the image processing. (a) Bubbles were identified
in every frame of each view (forward, reverse, central) and their central position was
stored. (b) For each view, all frames were combined. (c) Then, bubbles were counted
in rectangular bins (width of seven pixels) and divided by the number of frames.
The resulting bubble count was assigned to the central lateral position of the bin.
Afterwards, the bin was moved pixelwise across the image’s lateral axis to obtain a
full bubble count profile. (d) The obtained bubble count profiles for the three views
were aligned by template matching and combined by a weighted average to obtain a
single profile across the entire phantom length. (e) The position of 50% drop in bubble
count was identified in the forward and reverse transition zones. (f) The midpoint
between the two transition zones was aligned with the midpoint between the forward
and reverse R80 positions in the phantom to enable comparison with the proton range.

measurements for each dose (0, 2, 10 and 20 Gy). The artificial vaporization
maps were fed to the image processing algorithms (steps (c) to (f) of figure 3.3)
and the 50% drop position was deduced. In order to quantify the uncertainties
introduced by the image processing steps, we characterized the error between the
obtained 50% drop position (n=1000) and the known position of the transition
zone (between vaporized and non-vaporized areas) in the artificial vaporization
maps.

3.2.7 Statistical analyses

Statistical data were calculated as mean ± standard deviation. Differences in
bubble count between the three ROIs (forward, reverse and central distal regions)
in phantoms of the same condition (irradiated or control) were examined using
two-tailed Student’s t-tests. Increases in bubble count between images acquired
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before and after irradiation were assessed for control and irradiated samples
using one-tailed paired Student’s t-tests on the corresponding ROIs. Finally,
the difference in bubble count increase between irradiated and control groups
was evaluated with a one-tailed Student’s t-test. All tests were performed in
Matlab (R2018b, The Mathworks, Natick, MA, USA) with a significance level
(α) of 0.05.

3.3 Results

3.3.1 Analytical evaluation of the experimental conditions

In this study, the radiation response of nanodroplets with a decafluorobutane
core at 25 °C was evaluated. The necessary physical quantities to estimate the
required vaporization energies are listed in table 3.2. Using these values in
equations 3.1-3.5 results in a nucleation energy Wtot of 66 keV and a critical
radius Rc of 89 nm. In order to compute the LET threshold from the semi-
empirical nucleation theory, we set the nucleation parameter equal to two, in
agreement with the experimental findings of d’Errico [154] for moderate (�
1 MeV) values of the critical nucleation energy Wtot. This led to a calculated
track-averaged LET threshold of 370 keV/µm. At 25 °C, the reduced superheat
value of the nanodroplet dispersion was 0.23.

Property Symbol Value [unit]
Surface tension σ 7.19 ×10−3 [N · m−1]

Saturation pressure Ps 2.68 ×105 [Pa]
Latent vaporization heat ∆H 8.75 ×104 [J · kg−1]

Liquid pressure Pl 1.01 ×105 [Pa]
Heat conductivity k 4.27 ×10−2 [W · m−1· K−1]

Gas density ρv 28.9 ×10−2 [kg · m−3]
Liquid density ρl 1.5 ×103 [kg · m−3]

Specific heat capacity cp 1.08 ×103 [J · kg−1· K−1]

Table 3.2: Physical properties of C4F10 at 25 °C.

3.3.2 Radiation response of the nanodroplet formulation

Examples of ultrasound images aligned to the center of the phantom are
displayed in figure 3.4(a-f). Before irradiation, the two phantoms with dispersed
nanodroplets are similar, with only a few visible microbubbles (figure 3.4(c,e)).
The microbubbles appear bright due to the large acoustic impedance mismatch
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between the surrounding water-equivalent matrix and the microbubble gaseous
core. On the contrary, the liquid core of the nanodroplets is invisible on the
ultrasound images. As microbubbles are too small to be resolved by ultrasound
imaging, their shape on the image is dictated by the point spread function of
the ultrasound system. The irradiated phantoms (figure 3.4(d)) exhibit spatially
confined zones of higher bubble count inside the primary proton beam path
compared to the area beyond the Bragg peak (middle zone). The number of
bubbles is higher for the 20 Gy region compared to 10 Gy. After immersion at
25 °C, the control phantoms (figure 3.4(f)) displayed an increased, homogeneous
bubble density similar to the one observed in the middle zone of the irradiated
phantoms. No bubbles were detected before or after irradiation in the phantom
without nanodroplets (figure 3.4(a-b)).

Bubble signals were counted as described in section 3.2.6 and a typical
identification result is displayed in figure 3.5. Afterwards, phantoms were
grouped per condition, irradiated with 62 MeV protons in forward and reverse
positions (n=3, pre and post) and control (n=3, pre and post). Potential
differences between the three ROIs (spatial differences in bubble density) were
assessed with Student’s t-tests for each condition. Only the irradiated group,
post-irradiation, exhibited a statistically significant difference in bubble count
between the three zones (p<0.05). This confirmed the homogeneous dispersion
of the droplets in the phantom, as the bubble density in non-irradiated samples
was spatially uniform. Then, the increase in bubble count between pre and
post images for irradiated and control groups was evaluated with a one-tailed
paired t-test. For both irradiated and control groups, we observed a significant
increase (p<0.05) in bubble count, indicating that all phantoms exhibit a certain
degree of spontaneous vaporization over time. Finally, we investigated whether
the bubble count increase was more pronounced in the irradiated group. The
mean and standard deviation of the difference in bubble count between images
acquired before and after irradiation are displayed in figure 3.6 for each ROI of
the control and irradiated groups. Statistically significant (p<0.01) differences
in bubble count were observed between irradiated and control phantoms for the
left and right ROIs, corresponding to the 10 Gy and 20 Gy zones, respectively.
No significant difference between irradiated and control groups was found for
the zone distal to the Bragg peaks.

3.3.3 Proton range verification

Lateral bubble count profiles (figure 3.4(g-h)) were derived from the ultrasound
images (figure 3.4(c-f)) as explained in section 3.2.6. Figure 3.7 shows the profile
of two individual phantoms irradiated with 62 MeV and 46.8 MeV protons,
as well as the corresponding absolute range measurements. For both beam
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Figure 3.4: Ultrasound images of a phantom made of pure gelatin before (a) and after
(b) exposure to 62 MeV protons (10 Gy dose delivered in the forward position, 20
Gy in the reverse position). Gelatin phantom with dispersed nanodroplets before (c)
and after (d) an identical irradiation scheme. Corresponding images for a control
phantom with dispersed nanodroplets before (e) and after (f) immersion at 25 °C (no
irradiation). (g) Bubble count profile across the irradiated phantom with nanodroplets
(c-d), averaged over 11 imaging frames. (h) Bubble count profile for the control
phantom with nanodroplets (e-f).

energies, the bubble count profiles did not follow the characteristic Bragg profile,
but instead appeared as step functions, with higher bubble counts for 20 Gy
irradiations compared to 10 Gy (figure 3.4(g)). Additionally, for each phantom,
the bubble count abruptly dropped a few millimeters proximal to the dose
maximum position. Signal shifts, calculated as the difference between the
R80 value obtained from the absolute range measurements and the position
corresponding to a 50% drop in bubble count (star in figure 3.7), are listed in
table 3.3 together with the measurement uncertainties estimated as described in
section 3.2.6. One of the phantoms irradiated with 46.8 MeV was discarded due
to high background signal (elevated by 9 dB with respect to other phantoms),
hampering profile extraction. To compensate for this, an additional phantom
containing 6% gelatin and 25 µM nanodroplets (not included in table 3.1), was
irradiated with 46.8 MeV protons during a follow-up experiment. A signal shift
of 2.79 ± 0.26 mm was obtained for irradiation with 62 MeV protons and a
shift of 2.98 ± 0.22 mm was observed for 46.8 MeV protons. However, due to
measurement variability and uncertainty on the 50% drop position, we cannot
establish whether there is a difference between the signal shifts observed with 62
MeV and 46.8 MeV protons. The distance between the end of the dense bubble
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Figure 3.5: Delineation of regions of interest in the two irradiated regions and in the
zone distal to both Bragg peaks, on a post-irradiation ultrasound image. The round
markers indicate bubble counts. The vaporization profiles across the image lateral
axis are computed over the red region of interest.

Figure 3.6: Difference between post-irradiation and pre-irradiation bubble count in
the three ROIs, for the irradiated (n=3, 62 MeV) and control (no irradiation) group
(n=3). Statistical significance is indicated by the presence of stars: p<0.05 (*), p<0.01
(**) and p<0.001 (***).
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Figure 3.7: Comparison of bubble vaporization profiles along the lateral direction of
ultrasound images (parallel to the proton beam) and measured proton dose deposition
with depth, for delivered doses of 10 Gy and beam energies of 62 and 46.8 MeV. The
position of the 50% drop in bubble count is marked by a star, and the dotted vertical
lines represent R80 values.

Beam Bubble Error on the bubble count
Phantom Energy Signal shift localization drop localization

error Mean ± standard deviation

6% Gelatin
25µM NDs

62 MeV
62 MeV
62 MeV

2.87 mm
3.00 mm
2.50 mm

<0.25 mm 0.11 ± 0.09 mm

6% Gelatin
50µM NDs

46.8 MeV
46.8 MeV

3.11 mm
3.11 mm <0.25 mm 0.34 ± 0.39 mm

6% Gelatin
25µM NDs 46.8 MeV 2.73 mm <0.25 mm 0.32 ± 0.37 mm

Table 3.3: Signal shifts experimentally determined for six irradiated phantoms and
estimated measurement uncertainties. The bubble localization error was determined
by comparing the in-house developed algorithm with super-resolution techniques. The
error on the position of the 50% drop in bubble count was estimated from artificial
vaporization maps (n=1000).

region and the proton range was measured with sub-millimeter repeatability for
both energies.
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3.3.4 Nanodroplet sensitivity to proton dose and fluence

After evaluating the radiation response for large proton doses (10 and 20 Gy), we
assessed whether the same results could also be obtained for clinically-relevant
doses. Since less vaporization events were expected, the droplet concentration
in the phantoms was doubled. An ultrasound image acquired after delivery
of a 2 Gy dose in the Bragg peak with 62 MeV protons is displayed in figure
3.8. Again, a distinct zone of high bubble density was observed proximal to
the Bragg peak, confirming the capability of the superheated nanodroplets to
detect clinically-relevant doses.

The relationship between the dose and the resulting bubble counts is depicted
in figure 3.9. As before, isometric ROIs were defined in zones irradiated with
2, 10 and 20 Gy as well as the corresponding zones distal to the Bragg peak.
The latter served as internal reference and the resulting bubble counts were
subtracted from the values obtained from the irradiated zones to account for
spontaneous droplet vaporization. The 0 Gy data points were analogously
obtained from the control phantoms. A linear regression line was fitted through
the 0, 10 and 20 Gy data points, which were all acquired for the same droplet
concentration. Bubble counts for the 2 Gy irradiation were rescaled by a factor
of 0.5 to account for the double droplet concentration. However, since we ignore
potential concentration dependent effects, these data points were not used for
curve fitting. Nevertheless, the 2 Gy bubble counts were located well within
the calculated confidence interval of the fit.

Figure 3.8: Ultrasound image acquired after phantom irradiation with clinically-
relevant parameters (dose: 2 Gy, dose rate: 2 Gy/min and beam energy of 62 MeV).
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Figure 3.9: Evolution of the number of vaporization events with proton dose. Circles
represent experimental data, and the black line is the linear regression fit. The 95%
confidence interval on the linear regression is shown by the shaded area.

3.4 Discussion

In this study, we evaluated the radiation sensitivity of submicron-sized
superheated droplets in proton beams, assessing their potential for proton
dosimetry and range verification. First, we verified the radiation response of the
gelatin matrix in terms of ultrasound contrast generation. As displayed in figure
3.4(a-b), the gelatin phantom without nanodroplets resulted in a background-free
ultrasound image after irradiation, demonstrating that the radiation-induced
contrast generation was attributed to the presence of nanodroplets. The
background signal present in phantoms before irradiation (figure 3.4(c,e)) was
due to spontaneous vaporization of a small fraction of superheated nanodroplets
either already in the nanodroplet vial or during phantom preparation. The
increase in bubble count was significantly higher for irradiated phantoms, in
regions proximal to the proton range, compared to non-irradiated phantoms,
confirming that the observed response (figure 3.4(d)) is induced by proton
irradiation.

The theoretical threshold LET value for droplet vaporization was determined
to be 370 keV/µm. Hence, sensitivity to neither the primary proton beam
(exhibiting a maximum LET of 70-90 keV/µm at the distal end of the Bragg peak)
nor to secondary alpha particles (LET ranging from 130 to 190 keV/µm) [196]
was expected. This was confirmed by the nearly flat bubble count profiles
observed, with no enhancement in the Bragg peak location, which would have
been observed for both protons and alpha particles. Instead, we hypothesize
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that bubble vaporization was caused by nuclear recoils, whose LET can range
from several hundreds to a thousand keV/µm [196], created from interactions
with either the primary proton beam or secondary neutrons. However, the
contribution of the latter was assumed negligible as we did not observe a
significant increase of bubbles in the region distal to the Bragg peak.

To confirm that bubble vaporization was induced by recoil ions, we extracted
nuclear reaction cross sections of C, N, O and F (atoms present in the gelatin
matrix and nanodroplets) from the TENDL-2014 database, which rely on the
advanced nuclear reaction simulation software TALYS [197], and displayed them
together with a bubble count profile in figure 3.10(a). The average proton energy
at each depth was determined based on the PSTAR [198] residual continuous
slowing down approximation (CSDA) range in water and used to evaluate the
reaction cross section at these positions. For each atom, the reaction cross
section drops – similarly to the bubble profile – proximal to the Bragg peak.
This is due to the Coulomb barrier of the nucleus, which has to be overcome
for a non-elastic nuclear reaction to take place [4]. For oxygen, this threshold
energy is 8 MeV, which corresponds to a residual range in water of 0.83 mm.
In section 3.3.3, the distance between the 50% drop in bubble count and the
range of 62 MeV protons measured in water was estimated to be 2.79 ± 0.26
mm. We measured a difference of 1.8% in density between pure water and a
6% gelatin matrix, leading to a CSDA range decrease of 0.59 mm [198] that
is accounted for in figure 3.10. However, a small discrepancy between the
steep drop in oxygen recoil production and the experimentally determined
vaporization profile remains. This indicates that the presence of recoil nuclei
is insufficient for droplet vaporization. Indeed, superheated drop detectors are
LET-dependent, and the maximal amount of energy transferred to recoil nuclei
decreases with the energy of incident protons [199]. Therefore, we also evaluated
the track-averaged LET of oxygen recoils produced along the phantom depth.
The average energy transferred to heavy recoils (A>4) from proton-oxygen
nuclear interactions was extracted from the ICRU report n°63 [200]. For these
energies, the range of an oxygen ion in water with a density of 1.018 g/cm3 was
determined with SRIM [201] and used to calculate the track-averaged LET. The
result is depicted in figure 3.10(b), together with the theoretical threshold of
370 keV/µm, and a bubble count profile. The depth at which the track-averaged
LET of oxygen recoils drops below the LET threshold coincides with the start
of the drop in bubble count. The latter provides evidence that only recoils
of sufficient LET can trigger nanodroplet vaporization. This is in agreement
with the radiation-induced nucleation theory (section 3.2.1). Moreover, this
can also explain why no bubbles were detected at or closely in front of the
Bragg peak (figure 3.10). The measurement uncertainties are displayed in
figure 3.10(a) and (b) as shaded areas. Uncertainties in the absolute range
position arise from potential measurement and fitting errors, whose combined
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effect was estimated to be less than ± 0.5 mm. This uncertainty propagates
towards the estimated position of the non-elastic cross sections and track-
averaged LET of recoil ions, which depend on the residual proton energy. The
95% confidence interval in the position of the drop in bubble count, extracted
from the measured signal shifts (n=3, see table 3.3) observed in phantoms
irradiated with 62 MeV protons, is represented as a gray area. Furthermore,
longitudinal range straggling of 62 MeV protons in water was simulated using
TRIM [201] and determined to be 508 µm. As the initial energy dispersion
of the proton beam is unknown, we did not account for range straggling in
figure 3.10. Despite the aforementioned uncertainty arising from the limited
resolution of the experimental measurements, these results suggest that the
features of the observed bubble count profiles can be related to the non-elastic
reaction cross section and the energy deposition characteristics of oxygen recoils.
This supports the hypothesis that the radiation-induced nucleation theory is
applicable to droplets of nanometer size.

The transition from drops of several microns, commonly used in superheated
drop detectors, to nanometer-sized droplets has two important implications.
Firstly, the assumption that the recoil ions responsible for droplet vaporization
are only formed within the superheated liquid [113] no longer holds, as the
nanodroplet diameters are several times smaller than the mean range of recoil
ions. Hence, both recoils produced inside the droplets and in the surrounding
gelatin matrix can induce droplet vaporization. For this reason, we considered
oxygen as the dominant recoil ion, given its relative abundance in the phantom
matrix. Secondly, while negligible in micro-emulsions, the contribution of the
Laplace pressure to the pressure inside the droplet (Pl) becomes important for
small droplet radii as described in equation 3.9.

∆Plap = 2σs
R

(3.9)

Here, σs denotes the surface tension at the droplet interface and therefore
depends on the polymerized PCDA layer. A positive Laplace pressure will
decrease the degree of superheat of the droplets, and hence raise the LET
threshold for droplet vaporization. Since we did not experimentally measure
the surface tension, nor could values be adapted from the literature, we did not
account for the Laplace pressure. Theoretical considerations and experimental
observations support the assumption of a negligible surface tension. Indeed, the
nanodroplets employed in this study have an outstanding in-vial stability [72],
while models predict a fast dissolution of nanodroplets with a positive surface
tension [119]. Additionally, it has been described that perfluorocarbons can
decrease the overall surface tension of droplets [202]. Moreover, due to the
large polydispersity of the droplets used (polydispersity index of 0.25), it is
reasonable to assume that part of the population (i.e., the large droplets) will be
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Figure 3.10: (a) Overlay of the droplet vaporization profile in one phantom with
the non-elastic nuclear interaction cross sections for relevant atoms and the proton
depth-dose profile. (b) Overlay of the droplet vaporization profile in the phantom with
the average track-averaged LET of oxygen recoils and the proton depth-dose profile.
The shaded area surrounding the Bragg peak represents measurement uncertainties
on the proton range, which propagate to uncertainties on the residual proton energy
in the phantom (in red) and on the non-elastic cross section and track-averaged LET
estimates (in blue). Uncertainties on the position of the 50% drop in bubble count
are represented by the gray area.
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relatively unaffected by the Laplace pressure, while only the smallest droplets
might experience a decreased superheat.

In addition to proton range verification, we also evaluated whether the bubble
count profiles were correlated with the radiation dose. No direct sensitivity
to the primary proton beam was established due to the limited degree of
superheat of the nanodroplets. Nevertheless, a linear relationship between
bubble counts and irradiation dose was obtained for high proton doses of 10
and 20 Gy. We explain this relationship by the fact that the number of nuclear
reactions and thus recoil ions is dependent on the proton fluence. As a rule
of thumb, the primary proton fluence decreases by 1% for every centimeter of
tissue traversed [203] due to nuclear reactions. Hence, for the limited size of
the ROIs (7 mm) along the proton beam, the fluence can be assumed constant.
To double the dose from 10 to 20 Gy, the fluence was also doubled, which is
captured by the linear relationship in figure 3.9. This linear response tends to
hold for clinically-relevant doses (2 Gy), although further work is required to
assess the validity of this relationship at smaller fluences.

Consequently, the experimental findings presented in this contribution show
that superheated nanodroplets can provide indirect information on the proton
range and fluence, by generating ultrasound contrast upon interaction with
high-LET nuclear recoils. The latter provides one of the major advantages of
the presented approach over current state-of-the-art range verification tools
such as PGI and PET imaging, which are also based on nuclear reactions. Since
this technique is not relying on specific reaction channels, like prompt gamma
emitting channels or channels in which positron emitting isotopes are generated,
it has the potential to detect a larger number of nuclear events. Moreover, the
detection of nuclear recoils via individually detectable microbubbles provides a
strong, inherent signal enhancement.

To accurately relate the observed signals to the primary proton beam, Monte
Carlo (MC) simulations are required. Apart from providing a means for in
vivo range verification, these could potentially be employed for in vivo proton
dosimetry by taking advantage of the fluence dependency. To assess this
hypothesis and better understand the LET vaporization thresholds, we are
currently implementing comprehensive MC simulations describing individual
nanodroplets as detectors. However, MC simulations of nuclear interactions
suffer from uncertainties arising from the limited amount of experimental
data available to describe interaction cross sections for biologically-relevant
targets [30].

Alternatively, increasing the degree of superheat to sensitize nanodroplets to the
primary proton beam might be beneficial, as the vaporization profiles could be
directly related to the proton range and dose distribution. Additionally, nuclear
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recoils only represent a very small percentage of all interactions, leading to a low
fraction of nanodroplets undergoing vaporization. For in vivo applications, a
high yield might be recommended to minimize the required droplet concentration
and related potential side-effects. However, highly superheated droplets will
be more prone to spontaneous vaporization. Hence, the appropriate choice of
degree of superheat will depend on the achievable signal-to-noise ratio.

One could argue that the temperature of 25 °C chosen for this study is unsuitable
as it does not fully reflect the response of the nanodroplets at physiological
temperature, due to the high dependence of the radiation response on the degree
of superheat. At 37 °C, the reduced degree of superheat for C4F10 droplets, s =
0.33, is theoretically still insufficient to expect a response to the primary proton
beam. However, the proton range would have to be inferred from vaporization
profiles related to secondary radiation products, comprised not only of heavy
recoil ions, but potentially also of light secondaries such as alpha particles and
deuterons, as the track-averaged LET threshold would drop to 145 keV/µm.
Moreover, the composition of the nanodroplets superheated liquid core can
be altered to appropriately tune the degree of superheat to the desired LET
thresholds. Indeed, a variety of perfluorocarbons with different boiling points
have been employed to formulate nanodroplets [204].

The use of ultrasound imaging to noninvasively evaluate vaporization events has
numerous advantages for clinical applications such as its inexpensiveness, small
footprint, portability, short examination times and real-time capabilities. In our
study, we did not employ an ultrasound pulse sequence tailored for microbubble
contrast agent imaging, and the limited image quality and resolution affected the
accuracy of the estimation of the absolute position of the drop in bubble count.
Additionally, the algorithm developed for bubble detection was not optimal for
zones of high bubble density. To verify that the bubble counting algorithm
did not introduce any bias in the results, we compared it with results obtained
by considering the mean gray value as the relevant metric for vaporization
(instead of the number of bubbles) and found no noticeable difference. In
order to benefit from the improved ultrasound image resolution in the axial
direction, the axial ultrasound axis should coincide with the proton beam
direction. Further research should be conducted to obtain the optimal droplet
concentration and maximize the contrast between irradiated and non-irradiated
regions.

Proton irradiations were performed in an experimental research facility, with
a passively-scattered monoenergetic beam whose characteristics differ from
clinical proton beams. In particular, the features of the vaporization profiles,
with a steep drop in front of the proton range, might be altered in a spread-out
Bragg peak. Future studies aim to establish the response of the superheated
nanodroplets in clinical proton beams, including scanned beams.
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3.5 Conclusion

In this contribution, the potential use of nanodroplets for proton dosimetry
and range verification was investigated. Downscaling radioresponsive micro-
emulsions used in superheated drop detectors to injectable phase-change contrast
agents produced ultrasonically detectable radiation sensors with potential for
in vivo use, provided that a similar radiation response would be observed
under clinical proton therapy conditions. Applying radiation-induced nucleation
theory to our experimental conditions revealed that the decafluorobutane liquid
core vaporizes when exposed to high-LET secondary particles generated during
nuclear reactions of the proton beam. Nanodroplet dispersions exposed to
monoenergetic proton beams of 62 MeV and 46.8 MeV, at 25 °C, exhibited
spatially confined bubble vaporization regions proximal to the Bragg peak.
While ultrasound signals dropped before the actual proton range due to LET
dependencies, the resulting signal shift was determined with sub-millimeter
precision. Additionally, the bubble count was linearly related to the proton
fluence. Lastly, the potential of the developed technique was shown at a
clinically-relevant dose of 2 Gy. Future work aims to confirm these early
findings and refine the range estimates accuracy. Proton irradiations at 37 °C
will be carried out to assess the relevance of these proof-of-concept data at
physiological temperatures. Finally, the nanodroplet design will be optimized
to ensure sensitivity to the primary proton beam, enabling direct in vivo proton
range verification and potentially in vivo proton dosimetry.
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after radiation-induced vaporization at 25 °C. In this study, previous findings
are extended with proton irradiations at different temperatures, including
the physiological temperature of 37 °C, for a novel nanodroplet formulation.
Moreover, the potential to modulate the linear energy transfer (LET) threshold
for vaporization by varying the degree of superheat is investigated, where the
aim is to demonstrate vaporization of nanodroplets directly by primary protons.
Methods: Perfluorobutane nanodroplets with a shell made of polyvinyl alcohol
(PVA-PFB) or 10,12-pentacosadyinoic acid (PCDA-PFB) were dispersed in
polyacrylamide hydrogels and irradiated with 62 MeV passively-scattered
protons at temperatures of 37 °C and 50 °C. Nanodroplet transition into
echogenic microbubbles was assessed using ultrasound imaging (gray value
and attenuation analysis) and optical images. The proton range was measured
independently and compared to the generated contrast.
Results: Nanodroplet design proved crucial to ensure thermal stability, as PVA-
shelled nanodroplets dramatically outperformed their PCDA-shelled counterpart.
At body temperature, a uniform radiation response proximal to the Bragg peak is
attributed to nuclear reaction products interacting with PVA-PFB nanodroplets,
with the 50% drop in ultrasound contrast being 0.17 mm ± 0.20 mm (mean
± standard deviation) in front of the proton range. Also at 50 °C, highly
reproducible ultrasound contrast profiles were obtained with shifts of -0.74 mm
± 0.09 mm (gray value analysis), -0.86 mm ± 0.04 mm (attenuation analysis)
and -0.64 mm ± 0.29 mm (optical analysis). Moreover, a strong contrast
enhancement was observed near the Bragg peak, suggesting that nanodroplets
were sensitive to primary protons.
Conclusions: By varying the degree of superheat of the nanodroplets’ core,
one can modulate the intensity of the generated ultrasound contrast. Moreover,
a sub-millimeter reproducible relationship between the ultrasound contrast
and the proton range was obtained, either indirectly via the visualization
of secondary reaction products or directly through the detection of primary
protons, depending on the degree of superheat. The potential of PVA-PFB
nanodroplets for in vivo proton range verification was confirmed by observing a
reproducible radiation response at physiological temperature, and further studies
aim to assess the nanodroplets’ performance in a physiological environment.
Ultimately, cost-effective online or offline ultrasound imaging of radiation-
induced nanodroplet vaporization could facilitate the reduction of safety margins
in treatment planning and enable adaptive proton therapy.

4.1 Introduction

Proton dose deposition profiles are characterized by a low entrance dose and
a narrow Bragg peak, followed by a sharp distal dose fall-off. These physical
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features have provided a strong impetus for the development of proton centers
for cancer treatment in the past decades [6]. However, even with the availability
of powerful Monte Carlo engines allowing the development of highly accurate
treatment plans a priori, the exact proton range in vivo remains unknown [181].
Indeed, considerable range uncertainties arise from the ambiguous conversion of
Houndsfield Units (HU) to stopping powers, patient motion, setup inaccuracies
and anatomical changes over the course of the treatment [181]. This is accounted
for by the addition of substantial safety margins on the original treatment plan
and the choice of suboptimal beam arrangements, preventing full exploitation
of the ballistic advantage of protons [30, 205, 206]. To solve this problem,
several in vivo range verification techniques have been investigated. PET
imaging detects coincident gamma rays emitted by certain isotopes produced
by nuclear reactions of the proton beam with atomic constituents of the tissue
being irradiated [31, 33, 35, 182]. However, complex models and simulations
are required to relate the obtained PET signals to the actual proton range
and limited accuracy is achieved [205, 207]. Prompt gamma imaging has the
potential to provide real-time range feedback by detecting the prompt gamma
radiation released from similar nuclear interactions [37–39], but the lack of
suitable and cost-effective detectors has prevented its translation to standard
clinical practice [181,185]. Recently, ionoacoustic imaging has emerged as a novel
approach to determine the proton range by probing the ultrasound signals arising
from the thermo-elastic tissue expansions induced by localized dose deposition
at the Bragg peak [40,208–211]. While the Bragg peak location was detected in
phantom experiments with sub-millimeter resolution, the technique is limited to
pulsed proton accelerators given its transient nature [41, 42]. Finally, radiation-
induced changes of tissue properties detected by magnetic resonance imaging
can be used as a post-treatment range verification approach as demonstrated
for spinal and liver tissues [212,213]. However, an important constraint is that
those changes occur weeks after irradiation, preventing the compensation of
range errors over the course of the treatment [212]. In general, due to the
aforementioned limitations, none of the presented technologies are routinely
adopted in the clinic [104].

The European Horizon 2020 project "Amphora" recently revisited superheated
emulsions as an alternative means to measure the proton range [124].
Superheated emulsions typically comprise micrometer or millimeter-sized drops
dispersed in an immiscible aqueous matrix [113]. Owing to the absence of
heterogeneous nucleation sites, these droplets can be operated at temperatures
above their boiling point, in a metastable superheated state, without vaporizing
[119, 147]. However, when charged particles with sufficient linear energy
transfer (LET) traverse these droplets, small vapor embryos are created
that can eventually trigger complete vaporization of the drops into gaseous
bubbles as described by Seitz’s thermal spike theory [108, 143, 154]. These
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highly echogenic bubbles can then be detected via optical, acoustic or volume
measurements [113, 188]. For the past half century, this principle has been
exploited by bubble chambers and superheated drop detectors in a variety of
fields ranging from radiation spectrometry and dosimetry to space applications
and dark matter search [111,115,116,155,214]. Furthermore, it was envisioned
for in vivo applications two decades ago [118].

To apply this concept to in vivo non-invasive radiation dosimetry and proton
range verification, the aforementioned emulsions were downscaled to phase-
change nanodroplets and stabilized by a lipidic shell [124]. This was facilitated
by recent developments in the field of ultrasound imaging and therapy [65,66,215,
216], which led to the emergence of several injectable superheated nanodroplet
formulations able to provide ultrasound contrast on demand when triggered
by acoustic [71,72] or optical [73] sources. A first proof-of-concept study was
recently performed with nanodroplets made of a 10,12-pentacosadiynoic acid
shell encapsulating a liquid decafluorobutane core (PCDA-PFB, boiling point
= −2 °C) [72], demonstrating radiation-induced vaporization in a proton beam
at room temperature (25 °C) [124]. Moreover, a highly reproducible (< 1 mm)
relationship between the proton range and the generated ultrasound contrast
was observed, thereby disclosing the potential of superheated nanodroplets
for ultrasound-guided in vivo range verification. The presence of a shift was
explained by the LET threshold for perfluorobutane droplets at 25 °C (370
keV/µm) predicted by the thermal spike theory [113] (figure 4.1). This indicates
that only secondary recoil nuclei generated by non-elastic interactions carried
sufficient LET to trigger droplet vaporization, harnessing only a small fraction
of the radiation for ultrasound signal generation.

In this contribution, those previous findings are extended by exploring the
potential to modulate I) the overall ultrasound contrast generation and II) its
relationship to the proton range, by varying the degree of superheat, s, defined
as:

s = T − Tb
Tc − Tb

(4.1)

with T the ambient temperature and Tb and Tc the boiling and critical
temperature of the nanodroplets’ liquid core, respectively. Due to the limited
thermal stability of the PCDA-PFB nanodroplets, the lipidic shell was replaced
by a more resistant polyvinyl alcohol (PVA) shell for the experiments in this
study. First, the radiation response of these PVA-PFB nanodroplets was
evaluated in phantoms at physiological temperature, taking the next step
towards the eventual in vivo application. Afterwards, irradiations at 50 °C
were performed to investigate whether nanodroplet vaporization induced by the
primary proton beam could be achieved, as predicted by the radiation-induced
nucleation theory [113,154] (figure 4.1). Ultrasound imaging was employed to
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Figure 4.1: LET threshold, obtained from the thermal spike theory as the ratio between
the nucleation energy (Wtot) and twice the critical radius (Rc), for perfluorobutane
droplets as a function of temperature. Shaded areas highlight the temperature zones
where droplets are sensitized to the respective particles. Above 76 °C, the superheated
metastable state can no longer exist and spontaneous vaporization takes place.

evaluate nanodroplet vaporization profiles, which were subsequently compared
to the proton range. Finally, the observations at different degrees of superheat
were compared and explained by the theory of radiation-induced nucleation of
superheated emulsions.

4.2 Materials and Methods

4.2.1 Nanodroplet synthesis and size distribution

Unless described otherwise, all chemicals were obtained from Sigma-Aldrich
(Darmstadt, Germany). The PVA-PFB nanodroplet preparation was performed
as follows. First, 1 g of fully hydrolyzed PVA was dissolved in 50 ml Milli-Q
water at 80 °C. After complete dissolution, heating was stopped and 95 mg of
sodium periodate were added and stirred for 1 hour to oxidize the PVA chains.
Separately, an empty glass vial sealed with a rubber septum was immersed in
liquid nitrogen and injected with gaseous perfluorobutane (F2 Chemicals Ltd,
United Kingdom), which immediately condensed, for a few seconds. Afterwards,
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5 ml of the oxidized PVA solution was added to this vial and the mixture was
sonicated in an ice-cold water bath (Elmasonic XTRA 30H, Elma Schmidbauer
GmbH, Germany) for 15 minutes. After an additional 1 hour incubation at
4 °C, the nanodroplet solution was washed by a two-step centrifugation. First,
the glass vial was centrifuged for 5 minutes at 1200 g (Thermo Scientific SL 16,
Thermo Electron LET GmbH, Germany). The supernatant was transferred to a
plastic Falcon tube and underwent a second centrifugation at 4700 g for another
5 minutes. Finally, both pellets were resuspended in Milli-Q water and combined.
PCDA-PFB nanodroplets were prepared as described previously [72,124]. The
resulting nanodroplet solutions were stored in the fridge and used within 1 week
after preparation.
Dynamic light scattering (NanoBrook Omni, Brookhaven Instruments, Corpo-
ration, NY) was used to measure the PVA-PFB nanodroplet size distribution,
and yielded an intensity-weighted median diameter of 799 nm ± 25 nm (n=7,
repetitions over two different vials) and a polydispersity index of 0.3 ± 0.01.
The PCDA-PFB nanodroplets have an intensity-weighted median diameter of
842 nm ± 12 nm (n=4) and a polydispersity index of 0.25 ± 0.02 [124].

4.2.2 Phantom preparation

Phantoms were prepared in bespoke containers of inner dimensions L = 38
mm, W = 24 mm and H = 25 mm. First, the 30% acrylamide-bisacrylamide
(Am/Bis) stock solution (29:1, Bio-Rad Laboratories NV, Belgium) was diluted
to 5% in Milli-Q water and degassed via sonication. Next, 22.2 ml of this
solution was poured into the phantom container and mixed with 570 µl of 8.5%
(w/v) ammonium persulfate in Milli-Q water. Afterwards, the required volume
of nanodroplets was added to achieve a final perfluorobutane concentration
of 25 µM in the phantom. Perfluorobutane concentration of the nanodroplet
solution was previously quantified using NMR spectroscopy (400 MHz Avance
II, Bruker Biospin GmbH, Rheinstetten, Germany). Then, 28.5 µl of TEMED
was added and the mixture was homogenized, before allowing gelation for 30
minutes at room temperature. Finally, the phantoms were heated to the desired
temperature in a water bath, just prior to irradiation (figure 4.2).

4.2.3 Irradiation protocol

Phantom irradiation

Proton irradiations were performed at the Centre de Ressources du Cyclotron
(UCLouvain, Louvain-la-Neuve, Belgium), equipped with a cyclotron (CY-
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CLONE 110) producing a passively-scattered proton beam with a nominal
energy of 62 MeV. Phantoms were placed in a heated water tank equipped with
temperature control (± 0.5 °C) and aligned in the proton beam (figure 4.2).
The orange pipes depicted in the irradiation setup are metallic heating elements,
connected to a temperature controller. The proton beam was collimated by a 4
cm diameter brass aperture and covered the entire phantom cross section. The
phantoms were heated to two temperatures, 37 °C in order to mimic physiological
conditions, and 50 °C aiming at nanodroplet vaporization by the primary proton
beam. At 37 °C, six PVA-PFB phantoms received each a dose of 10 Gy at a
dose rate of 2 Gy/min (doses and dose rates are reported at the Bragg peak
location), while four others were irradiated at 50 °C (dose rate of 4 Gy/min):
three phantoms received a dose of 10 Gy and one phantom received 2 Gy. For
all irradiations, the beam energy was 62 MeV. Control phantoms underwent
the same temperature conditions, but were not irradiated. Additionally, PCDA-
PFB phantoms were irradiated at 37 °C, but were not included for further
analysis because the radiation response was indistinguishable from the initial
background.

Absolute range measurement

The dose deposition profile of 62 MeV protons was measured by scanning a
diode (model PR60020, PTW, Freiburg, Germany) by steps of 1 mm parallel to
the beam direction in a water tank (entrance window of 23 µm polyethylene
terephtalate), with a 3 mm thick polyvinyl chloride plate positioned in front, to
mimic the entrance wall of the water tank used for the phantom irradiations.
The range was determined as the distal point where the dose drops to 80% of
the peak dose [30], R80, and obtained by fitting the depth-dose profile to an
analytical approximation of the Bragg curve [194]. The impact of the phantom
container wall (1.5 mm plexiglas) on the proton range was simulated with
TRIM [201]. To account for the different density of polyacrylamide aqueous
phantoms compared to water, rectangular Gafchromic EBT3 films (15 mm
by 54 mm) were immersed in water and polyacrylamide phantoms at room
temperature (n=3 and 4, respectively), with an angle of 32◦ relative to the
beam direction (to prevent in-film slowing down of the protons). Films were
converted to dose [217] and the relative range difference between water and
polyacrylamide was obtained after correcting for quenching effects at the Bragg
peak location, following the procedure described by Fiorini et al [218].



76 MODULATING ULTRASOUND CONTRAST GENERATION FROM INJECTABLE NANODROPLETS
FOR PROTON RANGE VERIFICATION BY VARYING THE DEGREE OF SUPERHEAT

Figure 4.2: Flowchart of the experimental protocol. After preparation, the phantoms
were immersed in a water bath equipped with temperature control until they reached
the intended temperature (37 °C or 50 °C). Then, all phantoms were imaged with
an ultrasound scanner before being irradiated with 62 MeV protons. Afterwards,
ultrasound images of all phantoms were acquired again, and optical images of phantoms
that were irradiated at 50 °C (10 Gy) were taken from the top with a mobile phone
camera.

4.2.4 Data acquisition

Ultrasound images of the phantoms were acquired just prior to and immediately
after proton irradiation (or immersion in a heated water bath for control
phantoms) by means of an ultrasound research scanner (DiPhAS, Fraunhofer
IBMT, Germany). The system was connected to a 7.5 MHz linear array (L7-
Xtech, Vermon, France) mounted on a 1D linear stage to scan the phantoms
parallel to the proton beam. Plane wave, low acoustic pressure imaging was
adopted in order to prevent acoustic droplet vaporization. The axial and lateral
resolution of the DiPhAS system was 0.20 mm and 0.63 mm, respectively, as
determined by the full width at half maximum (FWHM) of microbubble point
scatterers.
In order to match the ultrasound images of the phantom to an absolute position,
external fiducials (M2 screws) were incorporated in the phantom containers,
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as shown in the magnification in figure 4.2. Phantom scanning consisted of
acquiring two frames of the metallic screw on the front side first, then up to 20
parallel images of the phantom across its width, and finally two frames of the
metallic screw on the back side.
Additionally, for the three phantoms irradiated at 50 °C that received a dose
of 10 Gy, three optical images per phantom were captured with a smartphone
camera (12 million pixels, Iphone 8, Apple Inc., United States) in a dedicated
light box (figure 4.2). The pictures were acquired one day after the experiment.

4.2.5 Data analysis

Ultrasound gray value analysis

Firstly, a region of interest (ROI) was determined in the ultrasound images
to exclude reflections from the phantom walls and surface, as shown in figure
4.3(a). Then, gray value profiles (representative of the microbubble density)
were extracted in the ultrasound lateral direction (parallel to the proton beam)
by averaging the gray values across the image depth. The obtained profiles
were further averaged over the different image slices (approximately 20 per
phantom). The 50% drop in gray value was extracted from the profiles as
described previously [124], by applying a moving average filter, followed by
a derivative filter to locate the slope maximum, in the transition zone, and
finally taking the midpoint between the highest and lowest gray values in a 3.6
mm-wide interval surrounding the position of maximum slope (figure 4.3(a)).
The intensity-weighted center-of-mass of the fiducials was used to relate the
image coordinates to an absolute position. The absolute proton range was
compared to the ultrasound contrast by calculating the difference between the
R80 value and the 50% drop in gray value. Results are presented as mean ±
standard deviation, describing inter-phantom variability.

Ultrasound attenuation analysis

In the presence of a large microbubble density, the actual ultrasound contrast
could not be determined accurately along the complete phantom depth due to
acoustic shadowing [219,220]. While both the scattering (hence the image gray
value) and the attenuation coefficient (expressed in dB/cm) are proportional
to the microbubble concentration [221], estimating the attenuation coefficient
might prove more robust against acoustic shadowing artifacts. We therefore
modified a recently described approach to evaluate tissue attenuation [222]),
as an alternative analysis for the phantoms irradiated at 50 °C, where non-
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negligible acoustic shadowing was observed. The methodology involves fitting a
known attenuation model to ultrasound beamformed radiofrequency data in
the frequency domain. The magnitude spectrum of the backscattered signal
can be modelled as:

|S(f, z)| = G′|P (f)|A(f, z)B(f, z) (4.2)

In this expression, f is the frequency and z is the ultrasound axial depth. |P (f)|
is the impulse response or pulse-echo transfer function of the ultrasound array,
which can be determined by a pulse-echo reflector measurement, and G′ is
an unknown gain factor. The impulse response variation across the different
transducer elements was considered negligible. Diffraction effects were neglected
as plane wave imaging was employed [223] and the attenuation coefficient
was estimated along a line, assuming a 1D propagation. A(f, z) denotes the
attenuation of the medium and can be described by a function exponentially
decaying with depth: A(f, z) = e−2α(f)z, where α(f) is the frequency-dependent
attenuation coefficient and the factor of two accounts for the two-way travel of
the ultrasound wave in the sample. Finally, B(f, z) represents the backscatter
coefficient of the medium and was assumed independent of frequency and depth
for simplicity, hence B(f, z) = B0. Although the assumption of frequency
independence is not strictly correct for bubbly media [169], it has been shown to
hold at frequencies above resonance [224,225]. The equation can be linearized in
terms of the parameters to be optimized by applying the logarithmic operator:

log|S(f, z)| = log|P (f)|+ log|G| − 2α(f)z (4.3)

G is a constant which absorbs the backscatter coefficient B0 and the original
gain factor G′. For soft tissues, the attenuation is often assumed proportional
to frequency, i.e. α(f) = αf . However, the behavior of microbubbles
in an ultrasound field is more complex and leads to a resonance peak
in the MHz frequency range [226]. Therefore, the frequency-dependent
attenuation coefficient of PVA-PFB microbubbles entrapped in polyacrylamide
was determined using the reference phantom method [169, 227, 228]. This
demonstrated that beyond resonance and within the bandwidth of the ultrasound
probe (3 - 9 MHz, see figure 4.3(b)), the attenuation coefficient could be
approximated by a linear decrease with frequency, i.e.:

α(f) = a− bf (4.4)

Substitution of the latter in the linearized equation resulted in a linear least
squares optimization problem, which can be simultaneously solved for G, a,
and b using a single-shot solver [222]. The peak attenuation αp = a − bfres
was chosen as an estimation of the true bubble density profile as an increase
in microbubble density results in a higher resonance peak (figure 4.3(b)). The
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measured backscattered spectrum was obtained after having applied coherent
beamforming (delay-and-sum followed by plane wave compounding [229]) to
the radiofrequency (RF) channel data, and averaged in the frequency domain
over the 20 ultrasound frames. Lateral profiles of αp, parallel to the proton
beam, were obtained by solving the optimization problem for 128 positions
(corresponding to the center of individual transducer array elements) and the
50% drop in the attenuation profile was determined and compared to the proton
range in the same way as for the gray value profiles (see section 4.2.5).

Figure 4.3: Image processing workflow for three different types of analysis based on (a)
the ultrasound gray value, (b) the ultrasound attenuation coefficient, and (c) pictures
of the phantoms (for 50 °C phantoms, 10 Gy). For all three methods, vaporization
profiles as a function of the distance traveled by the proton beam were extracted, and
related to the proton depth-dose profile and the proton range. The displayed gray
value, attenuation and pixel intensity profile schematics do not represent experimental
data and are for illustrative purposes.
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Analysis of phantom pictures

As an independent method (with respect to the aforementioned ultrasound-
based analyses) to locate the distal edge of the microbubble contrast zone,
pixel intensity profiles were derived from phantom pictures as depicted in figure
4.3(c). First, tilts in the image plane were removed and the contrast and
sharpness were enhanced. Then, images were processed in Matlab (R2019a,
MathWorks, NA, USA) and the outer edges of the phantom container were
delineated using thresholding followed by edge detection, in order to derive a
pixel-to-mm conversion factor based on the known phantom length. Afterwards,
an ROI was defined within the polyacrylamide gel, and pixel intensity profiles
across the lateral direction were extracted by averaging intensity values along
the phantom width. The individual profiles of the three images per phantom
were averaged. Finally, the position of the 50% drop in pixel intensity was
determined as described earlier (section 4.2.5) and compared with the proton
range. The photographic analysis was intended as a semi-quantitative analysis,
as the pixel intensity was not expected to be linearly related to the microbubble
concentration. However, the sharp drop in bubble concentration could be
accurately located on the images and compared to the proton range.

4.3 Results

4.3.1 Radiation response at physiological temperature

Ultrasound images of polyacrylamide phantoms with dispersed PCDA-PFB and
PVA-PFB nanodroplets heated to 37 °C prior to irradiation are presented in
figure 4.4, and show that a substantial fraction of PCDA-PFB nanodroplets
already vaporizes at 37 °C before irradiation (figure 4.4(b)). Due to the large
background signal in ultrasound images of PCDA-PFB phantoms, no difference
in contrast could be observed between zones proximal and distal to the proton
range after irradiation. This lack of thermal stability explains the necessity to
shift to PVA-PFB droplets in these experiments at elevated degrees of superheat.
Indeed, figure 4.4(a) demonstrates the superior stability of PVA-PFB droplets
at temperatures well above the PFB boiling point (−2 °C), resulting in a limited
background signal. For PVA-PFB phantoms, a strong increase in contrast was
observed proximal to the proton range after irradiation, as shown in figure
4.5(a). Gray value profiles are displayed in figure 4.5(b) for the six irradiated
PVA-PFB phantoms and the three control phantoms, together with the proton
depth-dose deposition profile. The gray value profiles indicate a rather uniform
bubble density, dropping close to the proton range. The signal shift, calculated
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Figure 4.4: Ultrasound images of polyacrylamide gels with (a) dispersed PVA-
PFB nanodroplets or (b) PCDA-PFB nanodroplets, after heating to 37 °C through
immersion in a warm water bath (no irradiation).

Figure 4.5: Ultrasound image of a polyacrylamide gel phantom with dispersed PVA-
PFB nanodroplets, after irradiation by a 62 MeV proton beam (10 Gy dose) at 37 °C.
The red rectangle (online version only) is the ROI used to derive gray value profiles.
(b) Gray value profiles for six irradiated and three control PVA-PFB phantoms along
the lateral axis of the ultrasound image, with the proton Bragg curve and range
position superimposed. The position of the 50% drop in mean gray value is indicated
by a star on each profile post-irradiation.

as the difference between the proton range (R80) and the position of the 50%
drop in ultrasound gray value, was 0.17 mm ± 0.20 mm.

4.3.2 Primary proton sensitization (50 °C)

Ultrasound images of phantoms with dispersed PVA-PFB nanodroplets, heated
to 50 °C, are displayed in figure 4.6 before (a) and after proton irradiation
with a dose of 10 Gy (b). The small number of background microbubbles
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before irradiation (figure 4.6(a)) confirms the thermal stability of PVA-PFB
nanodroplets for high degrees of superheat. For irradiated phantoms, a contrast
increase was observed in the proton path, with an additional enhancement
around the Bragg peak location (figure 4.6(b)), which was also observed visually
(figure 4.6(c)). The strength of the induced contrast resulted in acoustic
shadowing, particularly in the Bragg peak region. Hence, only the upper
rectangular ROI, bounded by the red line (figure 4.6(b)), was used to derive
the gray value profiles. For the estimation of the attenuation parameter, the
complete ROI was employed (magenta rectangle in figure 4.6(b)). Three different
profiles were derived from ultrasound and optical images, as described in section
4.2.5, in order to estimate the microbubble density along the proton path and
compare the end of the vaporized zone with the proton range. The profiles are
displayed in figure 4.6(d-f) together with the Bragg curve and the proton range.
Qualitatively, all three analysis methods yield similar vaporization profiles, with
an increase around the location of the Bragg peak and a sharp drop distal to the
proton distal dose fall-off. The ratio between the vaporization profiles proximal
to the Bragg peak (in the plateau region) and the peak value is higher than the
measured skin-to-peak dose ratio of the protons (0.2). Ultrasound attenuation
and gray value profiles agree with each other with similar peak-to-plateau
ratios, although the ROIs used for the two techniques differ. This demonstrates
that the ultrasound attenuation analysis is not adversely impacted by acoustic
shadowing, as a full ROI could be employed. For all phantoms, the width of the
zone with higher bubble density at the end of the proton range appeared larger
than the Bragg peak width. The signal shifts between the proton R80 value
and the 50% drops in gray value or αp were -0.74 mm ± 0.09 mm and -0.86
mm ± 0.04 mm, respectively. As an independent evaluation of the relationship
between the proton range and the microbubble generation, signal shifts were
also derived from phantom pictures and yielded a value of -0.64 mm ± 0.29
mm.

Finally, an ultrasound image of the phantom irradiated with a clinical dose of 2
Gy is displayed in figure 4.7, together with the corresponding gray value and
attenuation profiles. Although less pronounced compared to 10 Gy irradiations,
acoustic shadowing is also observed in the Bragg peak vicinity, where the largest
microbubble density was found. The signal shifts were – 0.52 mm for the
gray value profile, and – 0.78 mm for the attenuation profile. The peak-to-
plateau ratios were higher than for the 10 Gy case, both for the gray value and
attenuation profile. The fact that the contrast peak-to-plateau ratio displayed
in figure 4.7 is very similar to the peak-to-plateau ratio of the proton dose
deposition profile is coincidental, as the microbubble density is not expected
to follow the depth-dose deposition profile, but should rather depend on the
fluence of the different particles that can trigger vaporization (primary protons
and secondaries) and their local LET.
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Figure 4.6: Ultrasound images of PVA-PFB nanodroplets dispersed in polyacrylamide
hydrogel phantoms and heated to 50 °C, (a) before irradiation, and (b) after proton
irradiation with a dose of 10 Gy. The ROI used for ultrasound gray value analysis is
displayed in red, and the ROI for attenuation analysis is shown in magenta (online
version only). (c) Picture of an irradiated phantom. (d) Gray value and (e) attenuation
profiles were derived from the ultrasound images, and the position of the 50% distal
profile drop was identified (stars). Additionally, phantom pictures were analyzed to
extract pixel intensity profiles (f) and corresponding 50% drop (stars). The proton
depth-dose deposition profile is displayed in red (online version only), and the proton
range (R80) is the vertical dashed line.
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Figure 4.7: (a) Ultrasound image of a polyacrylamide phantom with dispersed PVA-
PFB nanodroplets after irradiation with 62 MeV protons (dose of 2 Gy) at 50 °C.
(b) Gray value and (c) attenuation profiles derived from the ultrasound images,
with the Bragg curve superimposed (in red, online version only) and a vertical line
representing the proton range. The stars indicate the 50% distal drop position of the
ultrasound-based profiles.

4.4 Discussion

For both temperatures, a noticeable increase in ultrasound contrast was observed
after irradiation with 62 MeV protons, confirming the potential of superheated
injectable nanodroplets for in vivo proton range verification. Comparison
between PCDA-PFB and PVA-PFB nanodroplets highlighted the critical role of
the encapsulating shell to stabilize the nanodroplets at elevated temperatures,
well above the superheated liquid boiling point.

4.4.1 Influence of the temperature on the ultrasound contrast
generation

The average ultrasound gray value in the plateau region (and peak region at
50 °C) is shown in figure 4.8(a) for the tested temperatures and compared to
our earlier findings at 25 °C [124], demonstrating an increase of the generated
ultrasound contrast with temperature. The radiation-induced nucleation theory
[113] predicts a temperature-dependent LET threshold given by:

〈dE
dx
〉Leff = Wtot

kRc
(4.5)

whereWtot is the total energy required to nucleate a critical embryo of radius Rc
in the superheated liquid, and the effective length is given as Leff = kRc. The
semi-empirical nucleation parameter k is assumed to be equal to 2, a reasonable
assumption for nucleation energies well below 1 MeV [154] (e.g. Wtot is 13 keV
at 37 °C). Both at 25 °C and 37 °C, the LET thresholds (370 and 145 keV/µm,
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respectively) are above the maximum LET reached by protons or secondary
electrons. Therefore, nucleation is expected to be induced by heavy recoil nuclei
generated by non-elastic interactions of protons with the phantom matrix or the
nanodroplets themselves, as well as by similarly released alpha particles, whose
LET lie in the range 130-190 keV/µm [196], for the 37 °C case. At 50 °C, the
predicted threshold drops further down to 60 keV/µm, allowing sensitization
to primary protons that reach an LET up to 70-90 keV/µm at the very end
of their range [149], while being too high to observe vaporization induced by
secondary electrons (LET of 25-30 keV/µm [154]). This sensitization to the
primary proton beam is clearly demonstrated by the strong contrast increase at
the end of the vaporization curves and could even be observed visually (figure
4.6 and 4.7).

The contrast increase with temperature in the plateau region can thus be
explained by the decrease of the LET threshold with temperature, making
nanodroplets sensitive to a broader range of charged particles. Furthermore, the
higher the temperature, the longer the track length over which charged particles
have a sufficient LET to induce nanodroplet vaporization, and consequently
the higher the likelihood of vaporization. In contrast to the 25 °C and 37 °C
case, a strong increase in gray value was observed at the end of the proton
range at 50 °C. As shown in figure 4.8(a), the contrast difference between the
plateau region and the peak ultrasound contrast is rather small compared to
the fluence ratio between primary protons and secondary particles (as only 1%
of the primary protons undergo non-elastic nuclear interactions per cm [203]),
which would predict a stronger contrast increase upon proton sensitization. The
relatively low contrast increase observed at the end of the proton range could
be attributed to the imaging modality, as the microbubble concentration was
high enough to induce signal saturation and acoustic shadowing. Moreover, the
large microbubble density observed in the peak might have caused a drop of
the local nanodroplet concentration over the course of the irradiation, leading
to a progressive decrease of the probability of a proton-droplet interaction.
These hypotheses are further supported by the lack of proportionality observed
between the peak contrast and the proton peak dose, as shown by the 2 Gy and
10 Gy bars of figure 4.8(a).

4.4.2 Influence of the temperature on the relationship be-
tween the proton range and the ultrasound contrast

Both at 37 °C and 50 °C, a reproducible relationship was obtained between the
proton depth-dose deposition profile and the generated ultrasound contrast, as
evidenced by the sub-millimeter reproducible shift between the 50% signal drop
and the proton R80 value. Interestingly, despite small (<0.3 mm) variations on
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Figure 4.8: (a) Gray value increase observed on ultrasound images due to nanodroplet
vaporization at different temperatures. The 25 °C data correspond to a previous study
with PCDA-PFB nanodroplets. Error bars correspond to the standard deviation in
gray value increase, for available phantoms at each temperature (b) Ultrasound gray
value profiles for three temperatures were superimposed on a Bragg curve. The 50%
drop in contrast position is indicated by a star.

the exact signal shift, a high reproducibility of the signal curves at 50 °C was
achieved, irrespective of the applied analysis method. Comparing the profiles
at 37 °C and 50 °C with our earlier findings at 25 °C (figure 4.8(b)), one can
notice that the drop in ultrasound contrast shifts deeper into the phantom with
increased degree of superheat. This is also caused by the drop in LET threshold
with temperature. Indeed, at 25 °C, the energy of the primary protons in the
final few millimeters of their range was too low to produce recoil nuclei with
sufficient LET to trigger vaporization events [124]. At 37 °C, most secondary
particles will have a sufficient LET, and the signal generation is expected to
be solely dependent on the occurrence of nuclear reactions. Hence, the proton
beam needs to have enough energy to exceed the Coulomb barrier. The most
important elements in the phantom are C, N, O and F (apart from H), with
approximate Coulomb barriers between 3-5 MeV [230]. The corresponding
residual proton range explains why the ultrasound contrast drops earlier than
in the 50 °C case, where the primary proton sensitization ensures contrast
generation until the very end of their range. Both at 25 °C and 37 °C, the shape
of vaporization profiles is dictated by the production cross-sections of relevant
secondary particles as well as their likelihood to traverse a droplet while having
a sufficient LET.

At 50 °C, the end of the vaporization profile is expected to coincide with the
end of the proton range. Due to the energy dispersion of the proton source
combined with range straggling, the range spread was modeled as a Gaussian
with a sigma value of 0.54 mm (based on the analytical fit of the measured
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Figure 4.9: Representative gray value profiles at 50 °C (2 Gy and 10 Gy) superimposed
on the proton depth-dose deposition profile, proton fluence and Gaussian distribution
of proton stopping positions. The shaded area represents the confidence interval on the
position of the 50% drop in ultrasound gray value (extracted from the three phantoms
which received a dose of 10 Gy). The LET of a proton stopping at the R80 position is
also illustrated (dashed curve).

proton depth-dose deposition). Figure 4.9 overlays ultrasound gray value profiles
after irradiation (doses of 2 Gy and 10 Gy) with the estimated proton stopping
distribution, indicating that the ultrasound contrast profile is broader and peaks
slightly earlier than expected. Indeed, the contrast profile was expected to
peak at the R80 position, where the density of stopping protons is the highest
(dotted curve). The broadening of the peak could be attributed to the potential
ultrasound contrast saturation, which results in the true contrast peak being
cropped, and by the fact that the gray value profiles are modulated by the Point
Spread Function (PSF) of the ultrasound system (0.63 mm FWHM). These also
contribute to the negative signal shift of -0.74 mm ± 0.09 mm. The slight offset
(< 1 mm) between the contrast peak and the proton range is believed to arise
from measurement uncertainties elaborated later. While for lower temperatures
the signal shift between the 50% drop and R80 value was preferred (maximal
slope at 50% drop makes this characteristic value more robust to fluctuations
on the profile), the 50% drop is less relevant when proton sensitization occurs.
A more interesting relationship would in this case be between the ultrasound
signal peak and the proton range, as these are expected to be aligned. However,
due to a presumed saturation of the signal, we opted not to do so here.
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4.4.3 Implications, limitations and future directions

In this study, the radiation-induced vaporization of superheated, injectable
nanodroplets was validated at physiological temperature. As shown in figure
4.4, it was crucial to ensure the stability of the nanodroplet formulation at
increased temperatures. While PCDA-PFB droplets were unsuitable, PVA-PFB
droplets showed promising thermal stability in vitro. This also demonstrates
the robustness of the concept to different chemical formulations. Indeed, while
we expect that the shell viscoelastic properties and surface tension have an
influence on the LET threshold for vaporization (the influence of the surrounding
polyacrylamide matrix was found to be negligible), the latter is mainly defined by
the superheated core liquid. This knowledge, in combination with the versatility
of nanoplatforms under development in different fields of biomedical research,
allows the further development of these or similar particles towards an in vivo
application where additional modifications of the shell (e.g. pegylation) might
be required to secure biocompatibility and reasonable circulatory lifetimes [231].
Moreover, functionalization of the shell with targeting ligands (e.g. antibodies,
peptides, etc.) could achieve nanodroplet accumulation inside the tumor volume,
ensuring signal generation at the location of primary interest and possibly
counteracting biological wash-out. However, potential particle detachment
due to vaporization remains to be assessed. On the long-term, we can even
envision targeted, radiation-induced release of chemotherapeutics by upgrading
these functionalized contrast agents towards drug delivery vehicles [232]. On a
shorter term, also non-targeted droplets could serve in vivo applications either
in combination with online imaging, visualizing vaporization events in real-time,
or for proton therapy of liver tumors, as particles of this size are expected to
spontaneously accumulate in the liver (clearance by the reticulo-endothelial
system [232]).

The strong ultrasound contrast resulting from the phase transition of
nanodroplets into echogenic microbubbles enables the extraction of vaporization
profiles whose sharp fall-off could be related to the proton range with sub-
millimeter accuracy, both through gray value analysis and attenuation estimation.
This was confirmed independently, for the 50 °C phantoms, by optical images.
Uncertainties in the alignment of vaporization profiles with the proton depth-
dose profile were estimated to be 0.22 mm (the standard deviation of the
alignment fiducials’ lateral ultrasound coordinate used for image registration,
see figure 4.2) for ultrasound-based analysis (gray value and attenuation), and
0.36 mm (the inter-phantom standard deviation of the phantom container length
retrieved from the images) for optical images. Additionally, as microbubbles
could not be counted individually due to the large bubble densities, the image
resolution was limited by diffraction [233] and the microbubble localization
accuracy was characterized by the lateral Gaussian PSF of the ultrasound
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system (0.63 mm). Moreover, the reported signal shifts also rely on the accuracy
of the absolute R80 value, which suffers from uncertainty (±0.5 mm) related to
the limited resolution of the diode and Gafchromic film measurements, as well as
TRIM simulation accuracies. Overall, the three evaluation methods (gray value,
attenuation, optical) agreed on the level of the respective image resolution, cross-
validating each other. However, this sub-millimeter accuracy was reported in
idealized in vitro conditions. The signal shift retrieval performance remains to be
determined in physiological conditions, with heterogeneous tissue densities, and
might be influenced by different factors such as inhomogeneities in nanodroplet
distribution, speed of sound mismatch, multiple scattering or acoustic shadowing.
While attenuation estimation could help reduce the effects of acoustic shadowing
by dense microbubble populations, online high frame rate imaging (up to
thousands of frames per second) could be beneficial to minimize the impact
of ultrasound contrast saturation or multiple scattering, for instance. Besides,
online ultrasound imaging (either active or passive, relying on the detection
of individual acoustic signals emitted during phase-change [234]) enables real-
time feedback over the course of the irradiation, and could greatly improve
the microbubble localization accuracy through super-resolution ultrasound
imaging [235]. While targeted microbubbles could potentially be imaged
offline a few minutes post-irradiation (expecting their in vivo lifetime to be
sufficient [236]), online high frame rate imaging would allow to perform range
verification both for targeted or non-functionalized, freely-flowing contrast
agents, by means of differential imaging and microbubble tracking [235].

Similarly to PET and Prompt Gamma Imaging, at 37 °C, the radiation-induced
nanodroplet response is expected to rely solely on nuclear reaction products,
only indirectly visualizing the proton irradiation. While the vaporization
profiles could qualitatively be explained by means of the radiation-induced
nucleation theory, comprehensive Monte Carlo simulations should be the next
step towards a full understanding of the relationship between different features
of the vaporization profiles and the proton range. Moreover, nanodroplet
vaporization was evaluated in a mono-energetic, broad proton beam, and should
be assessed for clinically-relevant treatment plans, where the ultrasound contrast
relationship to the proton range is expected to become more complex. The
contrast generation was evaluated for a limited range of doses (2 and 10 Gy)
and the minimum dose for which the proton range can be accurately detected
remains to be determined. The impact of the generated gaseous microbubbles
on the proton treatment delivery was estimated to be negligible (shift in range
well below 1 mm) for clinically-relevant doses. In comparison with other
range verification techniques currently under investigation, ultrasound-based
detection of nanodroplet vaporization for range verification would be particularly
suitable for treatment sites of sonic accessibility, such as the prostate, breast or
liver, where tissue motion and anatomical changes tend to lead to large range
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uncertainties [15, 206]. The advantage of using ultrasound for conventional
imaging would be that it enables direct co-registration of the proton range with
tissue anatomy [40,237].

Interestingly, at 50 °C, we demonstrated that a sufficient degree of superheat
sensitizes the superheated core to protons, motivating further exploration of
this technique for application to proton dosimetry. Nevertheless, achieving
such a degree of superheat at body temperature would require additional
modifications of the nanodroplet design. One possibility would be to change
the core to a lower-boiling point liquid, e.g. octafluoropropane (b.p. = −37 °C).
However, the reduced stability makes these droplets difficult to handle [122].
Recently, endoskeletal droplets with highly tunable vaporization properties were
introduced [238], potentially bringing direct in vivo proton detection and range
verification within reach.

4.5 Conclusion

The ultrasound contrast generation from phase-change nanodroplets after proton
irradiation at 37 °C and 50 °C was evaluated in tissue-mimicking phantoms.
This elucidated the importance of the nanodroplet design to ensure stability
at elevated temperatures and demonstrated the feasibility of the concept for
a different nanodroplet formulation. Our recent proof-of-concept study, which
showed radiation-induced vaporization of superheated nanodroplets in proton
beams at 25 °C, was extended to physiological temperature, taking the next
step towards an in vivo application. Raising the temperature further to 50 °C
led to a strong contrast increase at the Bragg peak location attributed to
the vaporization of the nanodroplets by primary protons at the end of their
range. Comparison of the radiation-induced contrast generation at different
temperatures showed that the overall contrast increases with increasing degree
of superheat and that the contrast profiles shift closer towards the proton range.
This was explained by the radiation-induced nucleation theory, as the LET
threshold decreases with temperature, resulting in vaporization by heavy recoil
nuclei only at 25 °C, lighter nuclei such as alpha particles at 37 °C, and proton
detection at 50 °C. The positions of the 50% drop in contrast were retrieved
from ultrasound images (at 37 °C and 50 °C) and optical images (50 °C) and were
related to the proton range with sub-millimeter reproducibility. Overall, these
findings further confirm the potential and tunability of injectable phase-change
nanodroplets as a proton range verification technique in an indirect (through
secondary reaction products) mode and unveil the possibility of reaching direct
range verification through detection of primary protons.
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The potential of proton therapy to improve the conformity of the delivered dose
to the tumor volume is currently limited by range uncertainties. Injectable
superheated nanodroplets have recently been proposed for ultrasound-based
in vivo range verification, as these vaporize into echogenic microbubbles upon
proton irradiation. In previous studies, offline ultrasound images of phantoms
with dispersed nanodroplets were acquired after irradiation, relating the induced
vaporization profiles to the proton range. However, the aforementioned method
did not enable the counting of individual vaporization events, and offline imaging
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cannot provide real-time feedback. In this study, we overcame these limitations
using high frame rate ultrasound imaging with a linear array during proton
irradiation of phantoms with dispersed perfluorobutane nanodroplets at 37 °C
and 50 °C. Differential image analysis of subsequent frames allowed to count
individual vaporization events and to localize them with a resolution beyond
the ultrasound diffraction limit, enabling spatial and temporal quantification
of the interaction between ionizing radiation and nanodroplets. Vaporization
maps were found to accurately correlate with the stopping distribution of
protons (at 50 °C) or secondary particles (at both temperatures). Furthermore,
a linear relationship between the vaporization count and the number of incoming
protons was observed. These results show the potential of real-time high frame
rate contrast enhanced ultrasound imaging for proton range verification and
dosimetry.

5.1 Introduction

Proton therapy is emerging as an advanced radiation therapy modality for
tumors in critical locations [239]. Since protons deposit most of their dose in a
narrow (few millimeters wide) peak at the end of their range, called the Bragg
peak, followed by a sharp distal dose fall-off, the spatial dose distribution can
be better conformed to the tumor volume than in conventional radiotherapy,
thereby improving healthy tissue sparing [104]. In practice, however, the
physical benefits of protons cannot be fully exploited since deviations from the
planned dose distribution may arise from different sources of range uncertainty,
including treatment planning, setup errors, or patient and organ motion [30,181].
Therefore, substantial safety margins are included in the treatment plan [30,206],
reducing the potential improvement compared to conventional radiotherapy. The
benefits of proton therapy could be maximized if deviations during the treatment
were detected and corrected through real-time spatial verification, especially in
moving targets [240–242]. Although several in vivo range verification techniques
are being investigated [34,39–41,43,182], none of them has been widely adopted
in clinical practice.

The detection of charged particles, amongst which protons, can be achieved
in superheated liquids [111,113,115], which can remain in a metastable liquid
phase above their boiling point owing to the removal of heterogeneous nucleation
sites [147]. The only mechanism remaining for vaporization is homogeneous
nucleation, occurring when a gas embryo grows larger than a critical size [119].
Consequently, a charged particle can induce vaporization of the superheated
liquid if it deposits a sufficient amount of energy to nucleate such a critical
embryo within a length comparable to the embryo size [113]. Accordingly, the
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condition for vaporization of superheated liquids depends on the density of
energy deposited by the charged particle per unit length, namely its Linear
Energy Transfer (LET). Furthermore, the energy necessary to nucleate a critical
embryo decreases with the temperature excess above the liquid boiling point,
i.e. the degree of superheat [113].

Superheated nanodroplets have been introduced as a novel injectable ultrasound
contrast agent capable of turning into echogenic microbubbles upon controlled
energy deposition, e.g. acoustic or thermal [71–74, 243]. It was only recently
reported that the phase-change mechanism holds for superheated encapsulated
nanodroplets irradiated by protons [124, 244]. The combination of the long-
standing knowledge of radiation-induced nucleation with the recent developments
in producing stable, injectable nanodroplets opens the door to ultrasound-based
detection and monitoring of ionizing radiation in vivo.

Previous studies of nanodroplet vaporization using a passively scattered proton
beam have demonstrated a sub-millimeter reproducibility of the shift between
the proton range and vaporization profiles derived from the ultrasound grey value
or attenuation coefficient [124,244]. However, offline ultrasound imaging does
not enable real-time verification and, potentially, compensation of deviations
during treatment delivery. Moreover, those studies revealed the presence of
acoustic shadowing and image saturation, which led to a complex relation
between ultrasound contrast and proton fluence [219], limiting the performance
for dosimetry and range verification. Indeed, obtaining a sufficient response
for accurate range verification and dosimetry in vivo will require high bubble
concentrations, which precludes individual bubble counting on offline ultrasound
images. Moreover, real-time verification during proton therapy would allow to
stop the beam during the treatment in case of deviation. Online imaging would
be performed with the patient in the treatment position, and could be more
robust to potential errors induced by nanodroplets and microbubbles biological
washout, compared to offline, post-irradiation imaging. Therefore, in this study,
we transition to real-time high frame rate ultrasound imaging during irradiation
in a proton beam in order to detect individual vaporization events and localize
them with an accuracy beyond the ultrasound diffraction limit. This allowed
temporal and spatial quantification of the interaction between charged particles
and superheated nanodroplets.
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5.2 Materials and Methods

5.2.1 Nanodroplet and phantom synthesis

Nanodroplets with a perfluorobutane core (boiling point -2°C) and a crosslinked
polymeric shell made of polyvinyl alcohol (PVA) were prepared according
to the protocol described in [244]. Briefly, gaseous perfluorobutane was
injected in an empty vial and liquefied by immersion in liquid nitrogen. After
addition of an aqueous telechelic PVA solution (2% w/v PVA, 0.2% w/v
sodium metaperiodate), the vial was sonicated in an ice-cold water bath
for 15 minutes. The resulting nanodroplets were then washed by a two-
step centrifugation. Dynamic light scattering measurements yielded intensity-
weighted size distributions with a median nanodroplet size of 799 nm and a
polydispersity index of 0.3 [244]. The droplets were dispersed in an aqueous
polymer gel, which entrapped their position, in order to achieve a homogeneous
distribution within the phantom. The phantom matrix was made of a carbomer
solution (0.1% w/v) and prepared according to [245]: after diluting Carbopol
2050 powder (Lubrizol, Wickliffe, USA) in Milli-Q water, the solution pH was
adjusted to 7 by adding NaOH while monitoring with a pH meter (Consort
C830, Turnhout, Belgium). This non-Newtonian fluid was able to entrap the
nanodroplets and resulting microbubbles, keeping the dispersion of contrast
agents homogeneous throughout the experiment, but did not impede the
microbubble oscillations [246]. Prior to nanodroplet dispersion, the carbomer
solution and phantom containers (54x26x31 mm) were first heated to the
desired temperature (37 °C or 50 °C). Then, the carbomer solution was poured
in phantom containers (54x26x31 mm), and a given volume of nanodroplets
was dispersed homogeneously in the gel by manual stirring. The phantoms
were subsequently immersed in a water tank preheated to 37 °C or 50 °C for
irradiation. The perfluorobutane concentration in the phantom was assessed with
NMR spectroscopy (400 MHz Avance II, Bruker Biospin GmbH, Rheinstetten,
Germany) on the day following the proton experiments and was 19 µM. For
this concentration, the impact of both liquid-filled nanodroplets and gas-filled
microbubbles on proton therapy treatment delivery (i.e., the proton range) is
expected to be negligible.

5.2.2 Phantom irradiation

The phantoms were irradiated in the research beam line of the Holland Proton
Therapy Center in Delft (HPTC). The water tank was aligned in order to have
its outer wall positioned at the beam isocenter and the phantom traversed by
the proton beam through its center (Fig. 5.1(a)). Reproducibility of phantom
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positioning with respect to the proton range was ensured with a locking pin.
The distance between the water tank’s outer wall and the phantom entrance was
13.3 cm. The R&D proton room of HPTC has an horizontal, fixed beam line
which provides therapeutic beam from 70 up to 250 MeV with beam intensities
from 1 up to 800 nA at beam extraction. A beam energy of 154 MeV was
chosen to ensure that the proton range would approximately correspond to the
phantom mid-length, as shown in figure 5.1(a). As the accelerator produced
a single pencil beam, the lateral beam profile was a 2D Gaussian. For each
irradiation, the total number of protons was counted with an ionization chamber
(beam monitor, DE.TEC.TOR, Turin, Italy) inserted in the beam path (Fig.
5.1(a)). The beam currents, total number of protons, irradiation durations and
phantom doses are given in Table 5.1. The radiation dose used at 50 °C was
relatively close to the typical dose delivered in a proton therapy session (∼2
Gy), while a higher dose was used at 37 °C to account for the fact that at this
temperature, nanodroplets are only sensitive to high-LET secondary particles,
which are relatively rare [244].

Temperature Cyclotron
current

Number of
incoming
protons

Irradiation
time

Peak
dose

Averaged dose
across the

Gaussian FWHM
at the Bragg peak

Phantom 1 37 °C 80 nA 7.96·109 4.93 s 14.19 Gy 9.25 Gy
Phantom 2 50 °C 25 nA 2.61·109 5.20 s 4.65 Gy 3.03 Gy

Table 5.1: Irradiation settings.

5.2.3 Characterization of the proton beam

The spatial dimensions of the proton beam were independently characterized
after the experiment. The depth-dose distribution was measured using a multi-
layer ionization chamber (QubeNext, 2.43 mm spacing, DE.TEC.TOR, Turin,
Italy) and fit to an analytical expression of the Bragg curve [194] to obtain
the proton range R80 (i.e. distal position at which the dose has dropped to
80% of its peak value [15,30]). The impact of the in-beam ionization chamber,
water tank entrance wall (9.5 mm, PMMA) and phantom container entrance
wall (2 mm, PVC) on the range was estimated by calculating their water
equivalent thickness [247]. The phantom was considered water equivalent, as
it was made of 99.9% water. As nanodroplets are vaporized by individual
charged particles at the end of their range (i.e., where the LET is maximal), the
distributions of their ranges (also called "stopping distributions") was computed
to be compared to nanodroplet vaporization maps. The stopping distribution
of primary protons in the beam direction was modelled as a Gaussian centered
on the R80 position, defined as "the depth at which half the surviving primaries
(. . . ) have stopped" [15]. The standard deviation, characterizing the range
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dispersion, was obtained from the analytical Bragg curve fit. The entrance
lateral spot profile was measured at the isocenter with a scintillating screen
detector (LynxPT, IBA Dosimetry, Schwarzenbruck, Germany). Lateral spot
spreading in water was modelled using a Gaussian approximation and applying
the Highland formula [15, 248]. The combination of the beam model and online
proton count enabled to compute the 3D proton stopping distribution and
absorbed dose for each phantom. Aside from protons, nanodroplets can also
be vaporized by heavy secondary particles, which are produced by nuclear
reactions between primary protons and atomic nuclei from the medium. As
those secondary particles have a very limited range (few microns), contrarily
to protons, their stopping distribution was assimilated to their production
distribution. The spatial distributions of secondary reaction products generated
from the nuclear reaction p+16O were also derived from the production cross-
section of relevant particles [200].

5.2.4 Online ultrasound imaging and image processing

Real-time ultrasound imaging during proton irradiation was achieved by fixing
a linear ultrasound array (ATL L12-5, 38 mm aperture) outside the water tank
(acoustic coupling was ensured through ultrasound gel and a 20 µm polyester
window) (Fig. 5.1(a)). The side of the phantom facing the ultrasound probe was
also covered with an identical acoustically-transparent window. The array was
connected to a research platform (Verasonics Vantage 256, Kirkland, USA) to
image phantoms at 1000 frames per second during irradiation, by use of a plane
wave (0°, no angle compounding) imaging sequence. The ultrasound center
frequency was 9 MHz, and the peak negative pressure of the plane waves was
370 kPa (characterized with a 0.075 mm needle hydrophone, Precision Acoustics,
Dorchester, England), well below the threshold for acoustic droplet vaporization
[249]. The ultrasound RF data was beamformed offline using the Verasonics
beamformer. Differential imaging was performed by subtracting subsequent
frames (Fig. 5.1(b)), allowing to identify newly formed echogenic microbubbles
(radiation-induced vaporized nanodroplets), which appeared as bright spots
in the subtracted frames (Fig. 5.1(c)). As the vaporization events per frame
were sparse, they could be individually detected as in Ultrasound Localization
Microscopy [195,250], with a resolution overcoming the ultrasound diffraction
limit (<50 µm) [77, 78]. The events were detected in the differential images
by intensity thresholding and localized by the weighted average centroid of
their Point Spread Function. To determine the distance between the ultrasound
probe and the entrance of the proton beam, a fiducial object of known absolute
position was imaged between irradiations. This step provided us with an
absolute reference in the direction parallel to the beam in order to compare
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Figure 5.1: (a) Schematic representation of the setup: the proton beam was used to
irradiate nanodroplets (NDs) dispersed in a phantom (yellow), which was imaged in
real-time with an ultrasound array. Simultaneously, an ionization chamber counted
the incoming protons. (b) Subsequent frames were subtracted to isolate vaporization
events. (c) Example of differential imaging result, showing three sparse microbubbles.
The weighted average centroid of each newly formed bubble was localized.

range estimates from the obtained vaporization maps to ionization chamber
measurements. In the direction orthogonal to the beam, the distance between
the beam axis and the probe was not measured. Therefore, the vaporization
counts and the beam profile in the orthogonal direction were aligned during
post-processing.
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5.3 Results and discussion

5.3.1 Influence of the temperature on the vaporization
response

Movies of the ultrasound B-mode frames acquired during proton irradiation of
both phantoms are available online as supplementary materials, together with
the corresponding movies of the differential images and accumulated vaporization
events. The 2D maps of the vaporized nanodroplets detected during proton
irradiation at 37 °C and 50 °C are shown in figure 5.2. A considerable difference
in vaporization density and location can be observed for the two temperatures,
with the presence of sparse vaporization events mostly in front of the Bragg
peak (dose peak) at 37 °C (Fig. 5.2(a)), and a high vaporization density close
to the proton range at 50 °C (Fig. 5.2(b)). We attribute this difference to
the variation of the LET threshold for vaporization with temperature, leading
to the detection of different charged particles. It was previously shown for
the droplets used in these experiments that at moderate degrees of superheat,
vaporization is induced by high-LET secondary particles only [124,244], which
can be produced by nuclear reactions up until the proton energy drops below
the Coulomb barrier (the energy barrier that protons should overcome to trigger
a nuclear reaction with an atom from the medium). Only at high degrees
of superheat is the vaporization threshold sufficiently low (< 70 keV/µm) for
protons to directly vaporize nanodroplets at their individual Bragg peak [244].
This explains the enhancement observed in figure 5.2(b) at the proton range
(where the majority of the primary protons stop), just beyond the dose maximum.
The difference in number of vaporization events stems from the fact that non-
elastic nuclear reactions are relatively rare events (1% per cm [203]), yielding a
number of secondary particles much lower than primary protons. At 50 °C, the
bubble density within the peak zone after irradiation was too high to allow the
localization of single bubbles on post-irradiation images, highlighting the need
for high frame rate differential imaging.

5.3.2 Spatial quantification of the vaporization events

Since vaporization events were not expected to be directly proportional to the
absorbed dose, but rather to be related to the number of stopping primary
protons and secondaries, the spatial distribution of bubble count was compared
to these beam features in figure 5.3. 2D maps are represented in Figs 5.3(a1)
and 5.3(b1) for 37 °C and 50 °C, respectively. Vaporization count profiles were
obtained by binning the location of all vaporization events in the direction



RESULTS AND DISCUSSION 101

Figure 5.2: Vaporization maps at 37 °C (a) and 50 °C (b) overlaid with the beam
dose distribution (the field of view limits match the phantom dimensions). The same
nanodroplet concentration was employed in both phantoms, while the maximum dose
was higher at 37 °C.

parallel (Figs 5.3(a2), 5.3(b2)) and orthogonal (Figs 5.3(a3), 5.3(b3)) to the
proton beam. Here, the red color was used to display the spatial distribution of
the stopping positions of individual protons inside the phantom, and the blue
color represents the spatial density of relevant secondary particles.

At 37 °C, the microbubble count profiles are compared to the spatial distribution
of heavy secondaries (Z>1), as those are expected to have a sufficient LET to
vaporize nanodroplets [244]. Qualitatively, bubble count profiles closely resemble
the secondaries distribution (Fig. 5.3(a2-3)). In order to compare the lateral spot
spreading to the bubble count profile (Fig. 5.3(a3)), a Gaussian fit was applied
to the latter, yielding a standard deviation (σ=5.33 mm) close to the dispersion
of secondaries (σ=5.14 mm). At 50 °C, the projection of the microbubble counts
on the axis parallel to the proton beam (Fig. 5.3(b2)) clearly illustrates that
vaporization is induced both by primary protons at the end of their range,
responsible for the observed Gaussian peak, and by secondaries (Z≥1, including
secondary protons), responsible for the plateau proximal to the proton range.
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Figure 5.3: Nanodroplet vaporization distribution at 37 °C (a1) and 50 °C (b1)
superimposed on the distribution of the stopping positions of primary protons (red
color scale) and heavy secondaries (Z>1 (a1) or Z≥1 (b1), blue color scale). The
vaporization counts were projected in the direction parallel (a2,b2) and orthogonal
(a3,b3) to the proton beam, and compared to the corresponding projections of the
stopping distribution of secondary particles (a2,a3) and primary protons (b2,b3). The
proton range is displayed with a dashed vertical line (a2 and b2). The standard
deviations (σ) are displayed for both the bubble count profiles (Gaussian fit) and the
charged particles profiles.

This is further supported by the sub-millimeter distance (0.8 mm) between the
peak in bubble count (161.9 mm) and the peak in stopping protons (162.7 mm,
R80 position), which we attribute to experimental uncertainties. Importantly,
the position of the vaporization count peak, including an uncertainty window
of ±3σ, was within ±0.5 mm of its final value from 575 events on, indicating
that for the tested nanodroplet concentration, a dose of 0.7 Gy (dose maximum
reported at the spot center) would have been sufficient to obtain a range estimate
with a ±0.5 mm precision. Moreover, the standard deviation for the bubble
count (Gaussian fit) was within 0.2 mm of that of the range (Fig. 5.3(b2)) and
within 0.1 mm of the beam lateral standard deviation (Fig. 5.3(b3)).

Overall, the profiles displayed in figure 5.3 illustrate the ability of the obtained
vaporization maps to accurately represent different spatial features of the proton
beam, depending on the temperature. This has implications not only for range
verification, as bubble count profiles can be directly (50 °C) or indirectly (37 °C)
related to the proton range, but also for dosimetry, as both the number of
activated droplets and their spatial distribution can be accurately quantified.
The ratio between the microbubble peak and its plateau at 50 °C (9.31) is
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smaller than the ratio between primary protons and secondaries (25.5), which
might be due to the fact that the vaporization efficiency depends on the charged
particle type [154]. Also, the standard deviation of the microbubble Gaussian
distribution only slightly exceeds the proton stopping dispersion (by 4%), while
it was largely overestimated (by more than 100%) on previous post-irradiation
offline recordings [244]. To summarize, online high frame rate imaging was
shown to be a reliable tool to characterize the interaction of nanodroplets with
ionizing radiation.

5.3.3 Temporal quantification of the vaporization events

Next to spatial quantification, online ultrasound imaging allowed to examine the
temporal vaporization rate and assess the relationship between the vaporization
counts and the proton fluence. Figure 5.4(a) compares the cumulative number
of vaporization events recorded during irradiation to the number of stopping
protons in the field of view of the ultrasound probe (the elevational plane
thickness was approximated to a quarter of the elevational aperture [251]).
We assumed a constant proton flux during irradiation, neglecting any small
deviation in beam current. The results indicate a linear relationship between
the number of vaporization events and the number of protons, with a coefficient
of determination of 0.9947 at 37 °C and 0.9997 at 50 °C. Comparing both
temperatures, a 25-fold increase in the number of generated microbubbles
was observed, from 460 bubbles per 109 stopping protons at 37 °C to 11.6·103

bubbles per 109 stopping protons at 50 °C. The residuals are displayed in
Fig 5.4(b-c), and show an RMS error of 10 events at 37 °C and 19.5 at 50 °C.
The maximum deviation occurred at the start of the irradiation in both cases,
which could be caused by the beam "ramp-up". The linearity of these curves
shows a straightforward relationship between proton and vaporization count
which could potentially be exploited for dosimetry. However, the influence
of the nanodroplet concentration and proton dose on the linearity should be
addressed in future studies, as both acoustic shadowing and a gradual decrease
in nanodroplet concentration (due to radiation-induced vaporization) in regions
with high densities of vaporization events might reduce the count rates.

5.3.4 Future directions and clinical translation

Two scenarios are presented in this letter: sensitivity only to high-LET
secondaries (37 °C) and sensitivity to primaries and secondaries (50 °C).
The current nanodroplets were sensitive to secondary reaction products at
physiological temperature, which could be used to indirectly measure the range
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Figure 5.4: (a) Vaporization count as a function of number of stopping protons in
the ultrasound field of view (GP+ symbol refers to 109 protons). The R2 values and
residual counts of a linear fit are shown both at 50 °C (b) and 37 °C (c).

in vivo with an approach similar to PET and Prompt Gamma Imaging. However,
the number of vaporization events were multiplied by a factor of 25 at 50 °C,
once they became sensitive to primary protons. A larger number of events will
utterly result in a refined resolution for both dosimetry and range verification.
Moreover, vaporization by primary protons leads to a direct relationship between
the peak in vaporization count and the proton range. Therefore, even though
the indirect response observed at 37 °C for our nanodroplet formulation might
enable proton range verification, increasing the degree of superheat of the
nanodroplets to transpose the direct response to physiological temperature would
be desirable [244]. This could be achieved by modifying the nanodroplet liquid
core using lower boiling point perfluorocarbons [119] or mixed compounds [238].

This in vitro study was performed in ideal conditions as a proof of concept,
thus future research should cover different aspects regarding clinical translation.
The effect of both tissue and nanodroplet distribution inhomogeneities on
the accuracy of the localization method should be assessed and compared to
the homogeneous dispersions used here. In particular, the use of acoustic
droplet vaporization as a calibration tool could be considered, to infer potential
nanodroplet distribution inhomogeneities. Furthermore, analytical models need
to be developed in order to estimate the nanodroplets response for complex
treatment plans, and the integration of the ultrasound system in the proton
therapy room should be examined. Ultimately, we envision that this online
range verification method could benefit several sites of sonic accessibility such
as the prostate, breast, liver, etc. In the longer term, the dosimetric use of
nanodroplets could be complemented with their ability to mechanically (through
cavitation) or chemically (through drug or oxygen delivery) enhance the tumor
response to radiation therapy [90,94].
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Finally, even though the detection and localization of vaporization events
was performed offline, the necessary operations were not too computationally-
intensive. Thus, future research could focus on the optimization and
implementation of the algorithm in real-time [252, 253] in order to provide
direct feedback over the course of irradiation.

5.4 Conclusion

In conclusion, we have developed and implemented a method for detecting
and super-localizing superheated nanodroplet vaporization events in a proton
pencil beam using high frame rate contrast enhanced ultrasound imaging. This
allowed to quantify the spatial and temporal distribution of droplet activation
events, which have been related to the proton range as well as to spatial features
of primary protons and secondary particles. The presented method allows to
derive microbubble count profiles directly representing the interaction between
nanodroplets and charged particles, even for large vaporization concentrations
for which offline ultrasound assessment would only provide indirect information.
Ultimately, online imaging could provide real-time feedback during proton
therapy, potentially enabling to compensate for deviations in treatment delivery.
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Perfluorobutane nanodroplets have recently been presented as a potential
candidate for ultrasound-based in vivo proton range verification. In the previous
chapter, online high frame rate ultrasound imaging during proton irradiation
allowed to count and super-localize individual vaporization events in static
hydrogel phantoms. However, in the presence of flow, i.e. in physiological
conditions, the specific detection of vaporization events might be compromised
by the dynamic behavior of the microbubbles resulting from nanodroplet
vaporization. Those microbubbles might remain in the extravascular space,
quickly dissolve, or circulate in the vasculature. This latter incidence could
lead to false detections, as differentiating microbubbles entering or exiting the
ultrasound probe’s field of view from radiation-induced vaporization events
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might be a difficult task, especially for 2D imaging. Therefore, inspired by
Ultrasound Localization Microscopy (ULM), we propose to specifically detect
vaporization events by exploiting the acoustic signatures emitted by vaporizing
nanodroplets. When sparse vaporization events are passively detected by an
ultrasound array during proton irradiation, their position can be determined
using the time difference of arrival between channels. We called this method
Passive Ultrasound Localization Microscopy (P-ULM). In this chapter, the
resolution limits of P-ULM and ULM were obtained and compared for our
acoustic system, both theoretically and in phantoms irradiated by protons. The
lateral resolution of ULM and P-ULM were found to be comparable, while the
axial resolution of P-ULM was degraded compared to ULM. Nevertheless, P-
ULM allowed to detect vaporization events with high specificity in the presence
of flow and localize the proton range with sub-millimeter accuracy.

6.1 Introduction

Recently, the vaporization of injectable, superheated nanodroplets by ionizing
radiation was demonstrated and proposed for ultrasound-based in vivo dosimetry
and range verification during proton therapy [124, 244]. Real-time image
guidance and range verification could be combined by interleaving conventional
ultrasound imaging sequences with ultrasound monitoring of radiation-induced
nanodroplet vaporization in the tumor and surrounding tissues [104]. By
detecting and compensating potential errors in treatment delivery in real-
time, this technique could greatly improve the accuracy of proton therapy of
tumors in the abdominopelvic region. These locations suffer from substantial
range uncertainties and intrafractional motion [30, 206], which are further
enhanced by the interplay effect between the scanned beam and physiological
motion [254, 255]. While proof-of-concept studies used offline ultrasound
imaging to assess nanodroplet vaporization (Chapters 3 and 4, [124,244]), the
quantification of the radiation response was hindered by the large microbubble
densities on post-irradiation images. In a subsequent publication (see also
Chapter 5), online high frame rate imaging was used during proton irradiation,
enabling the detection and localization of individual nanodroplet vaporization
events. We showed that different spatiotemporal characteristics of the proton
beam, amongst which the range, could be retrieved from vaporization maps [256].

In this previous study [256], individual vaporization events were localized by
means of Ultrasound Localization Microscopy (ULM). ULM exploits the sparsity
of acoustic scatterers to overcome the wave diffraction limit, which had bounded
the resolution of ultrasound images for decades, forcing clinicians to compromise
between image resolution and penetration depth. In ULM, high frame rate
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ultrasound imaging is applied to sparse microbubbles. After differential imaging
and filtering, microbubbles appear as individual point reflectors and can be
super-localized by e.g. finding the centroid of their point spread function. The
microbubbles can be subsequently tracked to create anatomical and functional
(velocity maps) images of the vasculature at the micrometer scale [77,78,257,
258]. Foreseen applications comprise cancer diagnosis and monitoring, brain
imaging for a better understanding of certain pathologies such as Alzheimer’s
disease, or intervention monitoring [235]. As the sparsity condition demands
low microbubble concentrations, which lengthens the acquisition time [259],
nanodroplets were proposed for super-resolution imaging, taking advantage
of their ability to generate contrast on demand through Acoustic Droplet
Vaporization. Indeed, higher concentrations of nanodroplets can be injected,
while only a small fraction at a time are activated and deactivated by the
ultrasound probe, leading to rapid accumulation of microbubble signals and
faster image construction [195, 260]. As an alternative to ultrasound activation,
nanodroplets have also been vaporized by laser [261] and ionizing radiation [124].
The super-resolution capabilities offered by ULM could be exploited to improve
the achievable range verification accuracy, especially in deep tumors for which
low ultrasound frequencies are required.

In aforementioned studies [124,244,256], nanodroplets were dispersed in hydrogel
phantoms, in order to easily extract spatial features and correlate them with the
proton dose deposition profile. However, this simplified setup with immobilized
nanodroplets is not representative of in vivo conditions, where the presence of
flowing contrast agents might impede the selective detection and localization
of vaporization events. Therefore, an imaging sequence whose aim is to find
the proton range position by locating radiation-induced vaporization events
will have to account for the presence of other flowing microbubbles, either
vaporized spontaneously during injection or circulating in the vasculature
after radiation-induced vaporization. Online high frame rate imaging on a
conventional (2D) ultrasound array followed by ULM postprocessing might
not allow to discriminate between newly formed microbubbles and existing
microbubbles flowing in and out of the imaging plane, particularly in the
elevational direction.

Here, we propose an alternative approach. As vaporizing nanodroplets undergo
a volume expansion, they emit characteristic acoustic signatures with a
narrowband frequency content [234]. Previously, sparse vaporization signals
from Acoustic [262, 263] or Optical [264, 265] Droplet Vaporization were also
detected by means of ULM. However, in both cases, the time of flight could be
determined from the laser or ultrasound transmit time, allowing for traditional
two-way beamforming. Instead, for many proton therapy systems delivering a
continuous beam, the time of flight cannot be determined a priori. Therefore,
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the source must be localized by the Time Difference of Arrival (TDOA) of the
acoustic wave to the different piezoelectric elements of the ultrasound array.

In this contribution, we introduce a technique, named Passive Ultrasound
Localization Microscopy (P-ULM), in which individual radiation-induced
nanodroplet vaporization signals are passively detected by an ultrasound array.
Without knowledge of the time of flight, the vaporization events can be super-
localized by computing the TDOA between channels and fitting it to a one-way
wave propagation model [266–269]. Adapting the formalism introduced by
Desailly et al. [270], we determined the theoretical resolution limits of P-ULM
and compared them with conventional ULM. The resolution of P-ULM was then
measured experimentally in aqueous phantoms with dispersed nanodroplets, by
interleaving active and passive imaging during proton irradiation. The super-
localized vaporization maps obtained from passive recordings (P-ULM) were
compared to super-resolution maps obtained from ULM. In addition, the range
verification accuracy of ULM and P-ULM were evaluated. Finally, in order to
validate the ability of P-ULM to discriminate between flowing microbubbles and
vaporizing droplets, a dispersion of nanodroplets in water was also irradiated
while being simultaneously stirred.

6.2 Materials and Methods

6.2.1 Resolution limits of P-ULM

Theoretical derivation

ULM is an application of the Time of Arrival (TOA) problem. An ultrasound
wave is actively transmitted, and the reception time τi of a microbubble located
at a position (x0, z0) for a transducer element i located in (xi, zi) is given by
(assuming a linear array, figure 6.1 (a)):

τi = z0
c

+
√

(xi − x0)2 + (zi − z0)2

c
(6.1)

c is the speed of sound in the medium (assumed homogeneous) and z and x are
the axial and lateral directions, respectively. Contrarily to ULM, the activation
(transmit) time is unknown in P-ULM, making it a TDOA problem (figure 6.1
(b)). The reception times τ are substituted by the differences in reception time
∆τ :

∆τi =
√

(xi − x0)2 + (zi − z0)2

c
+
√

(xref − x0)2 + (zref − z0)2

c
(6.2)
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Figure 6.1: (a) Schematic representation of the determination of the pulse-echo time
of a single acoustic source in ULM, using zero-angle plane wave transmit (equation
6.1). (b) Representation of the one-way travel of a nanodroplet vaporization signal
and determination of the time difference of arrival between a transducer element i
and the reference transducer element (equation 6.2).

with (xref , zref ) the lateral and axial coordinates of a chosen reference channel.
For simplicity, we set zi = zref = 0.

Desailly et al. [270] introduced a theoretical model to estimate the resolution
limits of ULM, depending both on the configuration of the ultrasound imaging
system (number of channels, center frequency, etc) and the signal to noise
ratio (SNR). Single microbubbles are assimilated to point sources whose echo
is received by a transducer array. In the time domain, the RF echo appears
as a pressure hyperboloid. The model separates the error sources in two
contributions: first, the error in determining the arrival time of the echo for all
channels is estimated, and then this error is propagated to the fitting of those
arrival times to a time-of-flight equation.

In P-ULM, the initial step is identical to ULM, and the arrival time of the
vaporization signal is extracted from the RF channel data. The Cramer-Rao
lower bound, which gives the standard deviation στ of the measured arrival
times τ̂ (with respect to the theoretical arrival time τ) can be used [271]. As
P-ULM has a different fitting than ULM, the standard deviation of the arrival
time στ will propagate differently. Following the same approach as Desailly [270],
an asymptotic model is used to characterize the backpropagation of the residuals
of the non-polynomial curve fitting step to the estimated bubble location. The
standard deviation of vaporization signal position estimates can be obtained
from the covariance matrix:

Covar(x̂0, ẑ0) = 1
n
σ2
τΓ−1 (6.3)



112 PASSIVE ULTRASOUND LOCALIZATION MICROSCOPY OF NANODROPLET VAPORIZATION
DURING PROTON IRRADIATION

with Γk,l = lim
n→+∞

1
n

∑n
i=1

∂
∂k∆τi(x0, z0) ∂∂l∆τi(x0, z0) and (k, l) is any pair of

axes (k = x or z and l = x or z). The covariance matrix is derived assuming
that the vaporization events occur in the far-field, i.e. z0 � Lx, which allows
to simplify the partial derivatives of the time difference equation by making a
Taylor expansion around the points (xi − x0)/z0 ≈ 0 and (xref − x0)/z0 ≈ 0.
In those expressions, n is the number of elements in the 1D array, and Lx is
the array aperture.

The localization errors in x and z for P-ULM are the following:

σx̂0 = 2cστz0√
nLx

√
3L4

x + 40L2
x(2x2

0 + 2x0xref − x2
ref ) + 240x2

ref (4x2
0 − 4x0xref + x2

ref )
L4
x − 8L2

xx2
ref + 80x4

ref

(6.4)

≈ 2
√

3cστz0√
nLx

(6.5)

σẑ0 = 8
√

5cστz2
0√

nLx

√
L2
x + 12x2

ref

L4
x − 8L2

xx
2
ref + 80x4

ref

(6.6)

≈ 8
√

5cστz2
0√

nL2
x

(6.7)

In contrast, the localization errors for ULM are the following:

σx̂0 ≈
2
√

3cστz0√
nLx

(6.8)

σẑ0 ≈
cστ
2
√
n

(6.9)

The lateral localization error has the same approximated expression for ULM and
P-ULM. Contrarily to ULM, the axial localization error of P-ULM is strongly
dependent on the axial distance (proportional to z2

0) and the array features
(dependence in 1/(

√
nL2

x)). Consequently, vaporization events occurring at large
axial distances from the probe are expected to suffer from higher localization
errors compared to events occurring closer to the probe.

Monte Carlo simulations

To validate the theoretical derivation of the resolution limits, we generated
theoretical TDOAs (using equation 6.2) for different bubble positions (x0 =-
10 to 10 mm and z0 = 20 to 70 mm), added random delays, and fitted the



MATERIALS AND METHODS 113

resulting TDOAs to a hyperboloid function to estimate the bubble position,
using different choices of the reference channel. The delays added to the
theoretical TDOAs were normally distributed with a standard deviation given
by the experimental error στ,exp, corresponding to the median of the absolute
value of the residuals after curve fitting. By repeating the process 500 times,
500 different bubble position estimates were obtained for each initial set of
parameters. The standard deviations of the bubble lateral and axial positions
were compared to the theoretical resolution limits, using array parameters
corresponding to the P4-2v array used for the experiments (64 elements, 0.3
mm pitch).

Synthetic data generation

In order to validate the localization algorithms of both P-ULM and ULM, a
synthetic dataset was simulated with the acoustic simulation work-package field
II [272,273]. The transducer geometry and impulse response were modelled based
on the datasheet provided by the manufacturer (P4-2v, Verasonics, Kirkland,
WA, USA), and the acoustic excitation was identical to what is used in the
experiments. We simulated the pulse-echo response of a single linear scatterer
whose position was varied in the axial (15 to 70 mm), lateral (0 to 10 mm),
and elevational (0 to 8 mm) direction. For P-ULM, the time traces were down-
sampled to the sampling frequency used in the experiments (10.8 MS/s) and
the localization algorithm was applied. For ULM, the down-sampled data was
beamformed using the Verasonics reconstruction tool before the localization
algorithm was applied.

6.2.2 Experimental methods

Nanodroplet and phantom preparation

Nanodroplets with a perfluorobutane core and a polyvinyl alcohol shell (PVA-
PFB nanodroplets) were prepared two days before the proton experiment,
following the protocol described in [244]. Aqueous phantoms (0.1% w/v
Carbopol 2050, Lubrizol, Wickliffe, USA [245]) were used to disperse and
immobilize nanodroplets without impeding their vaporization, as shown in [256].
Briefly, a few minutes before irradiation, 60 µL nanodroplets were poured and
mixed in the phantom matrix (phantom container dimensions 54 x 26 x 51 mm)
preheated to the desired temperature. Four Carbopol phantoms were used in
total: two were heated to 37 °C and two to 50 °C. In order to evaluate the
ability of P-ULM to distinguish vaporization signals from moving microbubbles,
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Phantom Temperature Cyclotron current [nA] Irradiation time [s]

Carbopol 50 °C
5
10
20

2.1
2.3
2.2

Carbopol 50 °C
5
10
20

2.0
2.0
2.2

Water 50 °C 20 2.5

Carbopol 37 °C
20
40
80

2.6
2.2
2.0

Carbopol 37 °C
20
40
80

1.4
2.4
1.8

Table 6.1: Phantom irradiation parameters

a fifth phantom made of nanodroplets dispersed in water heated to 50 °C was
irradiated. The phantom was continuously stirred by a magnetic rod during
irradiation. The nanodroplet concentration in the phantoms was 21.5 µM and
was determined by NMR spectroscopy (400 MHz Avance II, Bruker Biospin
GmbH, Rheinstetten, Germany) of the nanodroplet vial on the day following
irradiation experiments.

Phantom irradiation settings

The phantoms were immersed in a heated water tank equipped with temperature
control and irradiated in the experimental room of the Holland Proton Therapy
Center (Delft, The Netherlands), using a monoenergetic 154 MeV horizontal
pencil beam. The reproducibility of the phantom positioning was ensured by
means of a locking pin, and alignment with the beam was performed using the
in-room lasers. The entrance of the water tank was located at isocenter, and
the depth of the phantom center corresponded approximately to the proton
range (figure 6.2(a)). The irradiation conditions for each phantom are displayed
in table 6.1. Each phantom was irradiated three times, using increasing beam
currents, except for the phantom containing nanodroplets dispersed in water.
The irradiation start and end were triggered manually, which explains the slight
variability in irradiation times. For each irradiation, incident protons were
counted by a transmission ionization chamber (beam monitor, DE.TEC.TOR,
Turin, Italy).
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Figure 6.2: (a) Schematics of the experimental setup for proton irradiation and
simultaneous ultrasound imaging. (b) Interleaved passive and active ultrasound pulse
sequences.

Ultrasound imaging

A low frequency ultrasound array (P4-2v, -6dB bandwidth: 1.71-3.73 MHz,
64 elements, Verasonics) was used to image the phantoms during irradiation,
through an acoustically transparent window facing the side of the phantoms
(figure 6.2 (a)). The probe was positioned parallel to the phantom and driven
by a programmable ultrasound research unit (Verasonics Vantage 256, Kirkland,
USA). Registration of ultrasound image coordinates with room coordinates
was achieved by imaging a fiducial object (point reflector) of known absolute
position. As the cyclotron delivered a quasi-continuous proton flux (72 MHz),
ultrasound acquisitions could not be synchronized with proton beam delivery.
Instead, long ultrasound acquisition lengths (3.1 s) were used to cover the
entire irradiation. Phantoms were imaged by interleaving active imaging frames
between series of passive acquisitions (figure 6.2 (b)). The latter consisted in
setting the system to passively record acoustic signals quasi-continuously (the
transmit voltage was set to 0V), acquiring 188 µs-long frames over a period of
200 µs. Every 30 passive frames, an imaging sequence was introduced, which
consisted in successively transmitting three low amplitude (4V) diverging waves
(-18◦, 0◦, 18◦). Therefore, the effective frame rate for imaging was 152 Hz. The
insertion of the active imaging frames reduced the percentage of the irradiation
time captured by passive ultrasound recordings to 77%.

Characterization of the proton beam

The characterization of the proton beam is described in details in Chapters
5 [256] and 7. Briefly, the proton range (R80) and range dispersion (σR) were
derived from an analytical fit of the measured depth-dose distribution [194].
The water-equivalent thickness (WET) of the water tank and phantom container
walls was accounted for [247]. The entrance spot size was measured in air, and
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spot spreading in water (σlat) was modelled by the Highland formula [15,248].
The spatial distribution of nuclear interactions in the phantom was obtained
using the non-elastic interaction cross-section of protons in oxygen [200]. The
stopping distribution of primary protons was modelled as a Gaussian centered
on the proton range (R80) and with a standard deviation equal to the range
dispersion parameter of the analytical fit (σR) [194].

Data processing and analysis

Active frames:

Active imaging frames were processed using the same methods as in Chapter
5 [256]. After beamforming, differential imaging was applied to isolate sparse
vaporization events, which were counted and super-localized using ULM.

Passive frames:

The radiofrequency (RF) data of passive acquisitions were processed in Matlab
(R2019a, The Mathworks, Natick, MA, USA). Since passive frames were
interleaved with active imaging frames, the first three passive frames following
each active imaging sequence were discarded, as the RF data contained residual
acoustic reflections from the previous active acquisition. A Butterworth low-pass
filter (3 MHz cut-off frequency, order 8) was first applied to the raw RF data
(figure 6.3 (a)) in order to remove frequency components above the expected
bandwidth of nanodroplet vaporization signals. Next, the SNR was enhanced
with a 2D Wiener filter (figure 6.3 (b)). To detect vaporization events, peaks
were first identified in the RF data, and the coherence of the signal was then
verified by comparing the different channels. The signal was considered a
vaporization signal if peaks were present in 90% of the channels.

For every detected vaporization signal, the time difference of arrival between
channels was determined as follows. After resampling to increase the time
resolution of the RF data, all 64 channels were cross-correlated. The cross-
correlation kernel was taken as the RF signal of a reference channel, which
was varied from channel 4 to channel 60 by steps of 8 channels, as shown in
figure 6.3 (b). Cross-correlation was computed for the 8 neighbouring channels.
Potential errors (e.g. at the junctions between TDOAs computed from different
reference channels) were compensated for by computing the derivative of the
TDOAs and patching large discontinuities.

Finally, the vaporization events axial and lateral coordinates were estimated
using a two-step fitting procedure. First, we only retained TDOAs of channels
for which (i) the correlation was higher than 20% of the maximum correlation
score observed across all channels, and (ii) the TDOA compared to adjacent
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channels was lower than an empirically determined threshold (to further avoid
outliers). Then, those retained TDOAs were fitted to the TDOA equation
(equation 6.2), using a non-linear least squares curve fitting approach (figure
6.3 (c), top panel). The reference channel (∆τi = 0) was chosen to be the
channel with the highest vaporization signal amplitude. If the coefficient of
determination was too low (r2<0.7), the event was discarded. Otherwise, the
residuals of the fit were computed, and all channels for which the absolute value
of the residuals was below µ+ 1.5σ were included in the second curve fitting
step (figure 6.3 (c), middle and bottom panels). Finally, only the localization
of vaporization events with a sufficiently large coefficient of determination
(r2>0.96) were retained. In order to extract the acoustic signatures of single
nanodroplet vaporization events, the channel data were coherently delayed and
summed using the fitted one-way time of flight equation.

Comparison between vaporization event positions extracted using
ULM and P-ULM:

As active and passive imaging sequences were interleaved during proton
irradiation, vaporization event positions extracted using ULM and P-ULM
were compared on corresponding frames. For each frame containing both
passively and actively detected vaporization events, the nearest events were
determined using the Matlab function dsearchn, while ensuring that each active
event had at most one corresponding passive event and vice versa. If the
difference between the positions of two events was superior to 8 mm, those
positions were assumed to originate from two different vaporization events, and
were thus not matched. The axial and lateral localization differences between
matched events were computed to evaluate the localization performances.

Determination of the proton range and spot size from vaporization
maps:

The locations of the detected vaporization events were binned using a 0.5 mm
by 0.5 mm grid, and summed to create 1D profiles in the directions parallel
and transverse to the proton beam. The spot size σlat was estimated by fitting
the 1D vaporization profile transverse to the beam direction to a Gaussian. At
50 °C, the 1D vaporization profile parallel to the proton beam was also fitted to
a Gaussian to determine the range dispersion σR. The proton range, R80, was
estimated by determining the shift between the 1D vaporization profile parallel
to the proton beam direction and a predicted vaporization curve, which differed
depending on the temperature. At 37 °C, vaporization profiles were fitted to
the 1D projection of the non-elastic reaction cross section of protons in oxygen.
At 50 °C, the predicted vaporization profile was made of the sum of the 1D
non-elastic cross section profile (as at 37 °C) and the Gaussian distribution of
proton stopping positions at the end of their range.
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Figure 6.3: Channel data showing a nanodroplet vaporization signal detected during
proton irradiation, before (a) and after (b) filtering and denoising. The TDOAs
were computed using eight reference channels distributed across the array. (c) Two
step fitting procedure to extract the position of the vaporization event. A first fit
is performed with a subset of TDOAs (top panel, green dots). Then, the residuals
distribution (middle panel) is used to discard channels for which the residual exceeds
the ± 1.5σ limit. Finally, a second fit is performed with retained channels from the
second step only (middle panel, hence potentially including again channels that were
not used in the first fit), yielding the final estimate of the vaporization event location
(bottom panel).
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6.3 Results

6.3.1 Resolution limits of P-ULM

We applied the P4-2v array geometry and the experimental error on arrival
times estimates (στ,exp = 37 ns) to the theoretical expressions of σx̂0 and σẑ0

introduced in section 6.2.1 (equations 6.4 and 6.6) and obtained expressions for
the lateral and axial resolution limits as function of the bubble position and
reference channel location (figure 6.4). Both lateral and axial resolution limits
vary with the axial position of the vaporization event and the location of the
reference channel. The error is lower at the array center and extremities. The
lateral localization error increases for vaporization events located away from
the array center, and both errors increase with the depth of the vaporization
event. As a comparison, for an identical στ of 37 ns, using the same probe and
vaporization event positions, the lateral and axial resolution limits of ULM are
26-90 µm and 3.5-16 µm, respectively. Therefore, the theoretical lateral and
axial resolution limits of P-ULM are larger by up to one (20-900 µm) and up to
two (100-2500 µm) orders of magnitude, respectively.

Figure 6.4: Theoretical resolution limits of P-ULM corresponding to the experimental
conditions of this study. (a) Lateral resolution limit as a function of the lateral bubble
position x0 and the reference channel xref , for three different axial depths (z0 = 20,
45, and 70 mm). (b) Axial resolution limit as a function of the reference channel and
the axial bubble position z0.

The theoretical resolution limits are compared to Monte Carlo simulation results
in figure 6.5, for different combinations of x0, z0, and xref . A good agreement
was found between simulated and theoretical resolution limits, which confirms



120 PASSIVE ULTRASOUND LOCALIZATION MICROSCOPY OF NANODROPLET VAPORIZATION
DURING PROTON IRRADIATION

Figure 6.5: Monte Carlo simulation results overlaid on theoretical resolution limits of
P-ULM for different situations: (a) lateral and (b) axial resolution limit as a function
of xref , (c) lateral and (d) axial resolution limit as a function of the z0, and (e) lateral
resolution limit for different values of x0. Each dot in the red curve represents the
standard deviation of the localization error extracted from 500 repetitions.

the validity of the simplifying assumptions, except for values of x0 far from
the array center (figure 6.5(e)). The assumptions used to justify the Taylor
expansion, (xi − x0)/z0 ≈ 0 and (xref − x0)/z0 ≈ 0, fail for large values of x0.

The impact of the P4-2v array diffraction characteristics and the bubble
elevational position on the localization precision of ULM and P-ULM was
evaluated by applying both localization algorithms on synthetic data. The
distribution of localization errors, i.e. the difference between the estimated and
true bubble position, is shown on figure 6.6, for bubbles located at the center of
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Figure 6.6: Comparison between ULM and P-ULM localization accuracy using
synthetic data. (a) Axial and (b) lateral localization error distribution for P-ULM,
both for scatterers located at y0 = 0 and at different elevational positions. (c)-(d)
Corresponding values for ULM. The scatterer lateral and axial position was varied
between 0-10 mm and 15-70 mm, respectively

the elevational axis (y0 = 0) and for all bubbles (y0 = 0 to 8 mm). Contrarily
to the lateral localization error (figure 6.6 (b),(d)), the axial localization error
is strongly affected by the scatterer elevational position, both for ULM and
P-ULM (figure 6.6 (a),(c)). The two localization methods introduce a constant
positive bias in the axial direction (0.22 mm for ULM and 0.55 mm for P-ULM).
The standard deviations of the localization errors were 0.04 and 0.02 mm in
the lateral direction and 0.18 and 0.27 mm in the axial direction for ULM and
P-ULM, respectively.
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6.3.2 Experimental comparison of the range verification
accuracy of ULM and P-ULM

The experimental detection and localization performances of ULM and P-
ULM were compared by interleaving the two imaging sequences during proton
irradiation. Table 6.2 shows, for each Carbopol phantom, the total number of
vaporization events detected and localized using the two methods. Interestingly,
P-ULM detected twice as many vaporization events as ULM at 50 °C, but
only 30% more events at 37 °C. For P-ULM, only 37-47% of the detected
vaporization events could be accurately (r2>0.96) localized using the TDOA
fitting approach. For ULM, 100% of the detected events were also localized.
The number of localized events was 30 to 60% higher for ULM compared to
P-ULM. Surprisingly, the position of the majority of the localized events differed
for the two detection methods, as only 21-31% of the events detected by ULM
had a corresponding event detected by P-ULM.

Temperature
Number of events

Number of corresponding eventsP-ULM ULM
Detected Localized Localized

50 °C 2929 1095 (37%) 1432 449 (31%)
50 °C 1915 733 (38%) 964 268 (28%)
37 °C 1615 758 (47%) 1219 281 (23%)
37 °C 1071 473 (44%) 794 163 (21%)

Table 6.2: Experimental detection and localization efficiency of ULM and P-ULM.

Vaporization events localized by ULM and P-ULM are overlaid on a post-
irradiation B-mode image in figure 6.7 (a) and (c), for different irradiations of
the same phantom at 50 °C. The event locations qualitatively correspond to
the expected spatial distribution, with an entrance plateau (vaporization by
secondary particles) followed by an enhancement at the end of the proton range
(vaporization by primary protons). However, most of the events localized with
ULM and P-ULM do not match, and the passively-located events appear to be
more dispersed in the ultrasound axial direction compared to events located
using ULM. The associated event counts are displayed in figure 6.7 (b) and
(d), as a function of the proton fluence. The distributions of lateral and axial
localization differences between corresponding ULM and P-ULM events are
depicted in figure 6.7 (e) and (f), respectively. The offset and dispersion of the
distribution of localization differences between corresponding events, averaged
over the two phantoms irradiated at 50 °C, were (µ± σ): 0.20 ± 2.00 mm for
the lateral direction and 0.87 ± 3.52 mm for the axial direction.

Figure 6.8 shows results obtained in a phantom irradiated at 37 °C. Due to the
higher LET threshold at 37 °C, nanodroplet vaporization is only induced by high
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Figure 6.7: Comparison of vaporization event localization using ULM and P-ULM
for a Carbopol phantom irradiated at 50 °C. (a), (c) Event localization overlaid on a
post-irradiation B-mode image and (b),(d) event count as a function of the number of
incoming protons for two different irradiations using a beam current at extraction of 5
nA (a-b) and 20 nA (c-d). Distribution of the lateral (e) and axial (f) localization
differences between corresponding events using ULM and P-ULM in identical frames.
Subplots (e) and (f) combine the three irradiations of the same phantom (see table
6.1).

LET secondary particles, leading to a relatively uniform vaporization density
proximal to the Bragg peak (figure 6.8 (a) and (c)). Similarly to observations at
50 °C, vaporization events detected using P-ULM appear to be more dispersed
in the axial direction, with a higher density of events close to the ultrasound
probe. The distributions of lateral and axial localization differences between
corresponding events, figure 6.8 (e) and (f), were similar to the ones observed at
50 °C, with offset and dispersion values of -0.08 mm ± 2.25 mm and 0.14 mm
± 3.35 mm, respectively.

The ability of P-ULM to specifically localize vaporization events in the presence
of flow was tested by continuously stirring a dispersion of nanodroplets in water
during irradiation, at 50 °C. The position of vaporization events localized using
P-ULM are displayed in figure 6.9 (a), overlaid on a post-irradiation image of
the phantom. The 1D experimental and fitted profiles derived from vaporization
events localized using P-ULM are represented in figure 6.9 (b), showing an
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Figure 6.8: Comparison of vaporization event localization using ULM and P-ULM
for a Carbopol phantom irradiated at 37 °C. (a), (c) Event localization overlaid on a
post-irradiation B-mode image and (b),(d) event count as a function of the number
of incoming protons for two different irradiations using a beam current at extraction
of 20 nA (a-b) and 80 nA (c-d). Higher beam currents were used at 37 °C to obtain
similar vaporization counts than at 50 °C. Distribution of the lateral (e) and axial
(f) localization differences between corresponding events using ULM and P-ULM in
identical frames. Subplots (e) and (f) combine the three irradiations of the same
phantom (see table 6.1).

excellent correspondence between the proton range and the peak in vaporization
events.

The shifts between the reference (derived from the beam modelling) and the
estimated proton range, the reference and the estimated range dispersion, and
the reference and the estimated spot size are reported in table 6.3 for all
phantoms, for vaporization events localized using ULM and P-ULM. When the
droplets are directly sensitive to protons (50 °C), both localization methods
provide submillimeter estimates of the proton range and range dispersion. When
the droplets are only sensitive to high LET secondaries (37 °C), the estimated
range using ULM remains satisfactory, while P-ULM underestimates the range
by several millimeters. The lateral spot size is largely overestimated (by more
than 50%) by P-ULM at both temperatures, while the error using ULM is below
2 mm.
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Figure 6.9: (a) Vaporization events localized using P-ULM overlaid on a post-
irradiation image of a dispersion of PVA-PFB nanodroplets in water at 50 °C. The
phantom was continuously stirred during proton irradiation. (b) The 1D P-ULM
vaporization profile was fitted to a predicted curve in order to determine the shift
between the predicted and true proton range (vertical line).

Phantom Temperature R80-R80,est [mm] σR-σR,est [mm] σlat-σlat,est [mm]
ULM P-ULM ULM P-ULM ULM P-ULM

Carbopol 50 °C -0.17 -0.37 -0.13 0.44 1.66 -4.00
Carbopol 50 °C 0.08 0.00 -0.42 0.61 -1.15 -3.97
Water 50 °C - -0.59 - 0.33 - -5.01

Carbopol 37 °C 1.08 4.35 - - -0.69 -4.18
Carbopol 37 °C 0.50 2.92 - - -1.72 -3.25

Table 6.3: Comparison of proton beam parameter estimation using vaporization events
localized with ULM and P-ULM.

6.4 Discussion

In this chapter, we investigated the feasibility of passively localizing acoustic
signals generated by vaporizing nanodroplets for proton range verification, and
compared the precision with conventional Ultrasound Localization Microscopy.
The theoretical resolution limits of P-ULM were determined by following the
formalism introduced in [270]. For an experimentally determined στ,exp of 37
ns and a field of view of 5 cm (lateral) by 7 cm (axial), the theoretical lateral
and axial resolution limits are below 0.6 and 2 mm, respectively (figure 6.5).
Assuming that the vaporization event position determined by ULM is taken as
ground truth, figures 6.8 and 6.7 show experimentally-determined localization
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errors for P-ULM, whose standard deviations (∼2 mm laterally and ∼3 mm
axially) exceed these theoretical resolution limits. However, the actual resolution
of ULM is far worse than theoretical predictions, especially for bubbles located
at different elevational positions, as illustrated in figure 6.6, which shows that
axial localization errors can reach 1 mm even in the absence of noise. Moreover,
the axial resolution of ULM can be strongly affected by the variability in
microbubble acoustic response [274]. Therefore, we attribute the relatively high
differences in vaporization event positions observed experimentally for ULM
and P-ULM to their combined localization errors.

As both imaging techniques can suffer from relatively large (∼mm) localization
errors, their ability to accurately retrieve proton beam features was compared
in table 6.3. In the ultrasound lateral direction (parallel to the beam direction),
the proton range position and dispersion (R80 and σR) were estimated with
submillimeter accuracy by ULM and P-ULM at 50 °C, demonstrating that
the lateral localization accuracy of both methods is sufficient for the intended
application. Surprisingly, however, P-ULM could not accurately determine the
location of the vaporization profile fall-off at 37 °C, and the resulting range
estimation error was as high as 3-4 mm. We attribute this to two factors. First,
the number of localized events for P-ULM was lower at 37 °C than at 50 °C,
while this difference was less pronounced for ULM. Second, vaporization profiles
are intrinsically asymmetrical at 37 °C, with vaporization events only occurring
in the first half of the lateral field of view. At 50 °C, this asymmetry is less
pronounced as the range is determined by localizing the peak in vaporization
events. We hypothesize that the localization performances of P-ULM can
be affected by asymmetry, due to phase aberrations occurring mostly for the
first half of the wavefront. In the ultrasound axial direction (perpendicular to
the beam direction), neither ULM nor P-ULM could estimate the spot size
with submillimeter accuracy. The spot size was strongly overestimated by P-
ULM, which we attribute to the degraded axial localization accuracy of P-ULM
compared to ULM. Consequently, we anticipate that proton range verification
with P-ULM should only be performed with the ultrasound probe positioned
perpendicular to the beam direction, in order to benefit from the high lateral
localization accuracy of P-ULM.

As far as the detection efficiency is concerned, the number of vaporization
events detected by P-ULM exceeded by far those detected by ULM, although
a minority (37-47%) of those detected events could be localized (table 6.2).
Importantly, P-ULM could only detect vaporization events during a fraction of
the total irradiation time (77%, due to the interleaved sequence), while ULM
was covering the entire irradiation time. When accounting for this effect, the
number of localized events is almost equivalent for both methods. We postulate
that the higher detection efficiency of P-ULM is due to the higher sensitivity
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of the passive method, as the RF data is not contaminated by reflections of
the transmitted wave, and the vaporization signal only travels one-way, leading
to a reduced attenuation. However, the low center frequency (0.1-1 MHz)
of the majority of the vaporization signals is relatively far from the center
frequency of the P4-2v probe (-6dB bandwidth: 1.71-3.73 MHz). The imaging
volume definition also differs between the two methods: in ULM, the elevational
dimension is determined by the two-way propagation of the transmitted waves,
whereas in P-ULM the acoustic wave only propagates one-way. Therefore, we
assume that P-ULM can detect vaporization events occurring further away from
the center of the elevational plane. Finally, the localization efficiency of P-ULM
is also expected to decrease as the axial distance of the source increases, due to
a lower SNR and reduced localization efficiency. In contrast, ULM can benefit
from a higher SNR as it is performed on beamformed images. This hypothesis
was confirmed by running the active imaging dataset through the P-ULM
localization algorithm, assuming an unknown transmit time (figure 6.10). The
axial location of microbubbles detected by P-ULM was lower than ULM (panel
a-b), and the distribution of axial and lateral localization differences between
corresponding events (panel c-d) was similar to observations on real passive
data (figures 6.8 and 6.7 (e-f)). The decrease of the localization efficiency of
P-ULM with axial depth might explain the observed differences in axial bubble
positions in figures 6.8 and 6.7 (a),(c).

While this study was a first step in demonstrating the feasibility of P-ULM in the
context of proton range verification, it was limited regarding clinical translation
aspects. To facilitate the comparison between ULM and P-ULM, nanodroplets
were immobilized in Carbopol phantoms, in a configuration very different from
physiological conditions. Nanodroplet entrapment might affect the amplitude
and shape of the vaporization signals, and the high density of static neighbouring
bubbles is expected to alter the localization accuracy of P-ULM. Since the
foreseen advantage of P-ULM is its ability to specifically detect vaporizing
nanodroplets in the presence of flowing microbubbles, P-ULM was applied to
nanodroplets dispersed in a water phantom with constant stirring, as a proof-of-
concept. Even though the specificity of P-ULM was confirmed, its performances
should be compared to ULM combined with appropriate microbubble tracking
algorithms. Therefore, future work should focus on comparing the two imaging
techniques in conditions as close to the envisioned clinical application as possible,
i.e. in the presence of flow (using vessel-mimicking phantoms, for instance). The
performances for volumetric imaging and conventional 2D ultrasound imaging
should also be assessed, together with the impact of attenuation and speed of
sound mismatch introduced by different tissue compositions located between
the transducer and the acoustic sources.

The algorithms employed to detect and localize vaporization events in P-ULM
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Figure 6.10: Comparison of ULM and P-ULM performances on an identical active
imaging dataset (phantom at 50 °C). (a) Vaporization events localized using ULM and
P-ULM overlaid on a post-irradiation image. (b) Distribution of the axial position
of vaporization events in the phantom. (c) Lateral and (d) axial distribution of the
localization differences between corresponding events located with ULM and P-ULM.
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should be optimized in future studies. Currently, multiple (and potentially
overlapping) vaporization events cannot be detected in a single frame. This
limitation did not impede P-ULM for the proton beam currents and nanodroplet
concentrations used in this study, but higher vaporization rates might require
more complex algorithms. The fraction of successfully localized vaporization
events was relatively low, which suggests that the localization process can be
improved. Various methods for time delay estimation [275,276] and acoustic
source localization based on TDOAs [269,277] are described in the literature,
and could be explored to improve the efficiency and accuracy of the localization
algorithm. Furthermore, the SNR could be enhanced by employing transducer
elements with a higher sensitivity in the low frequency (0.1-1.5 MHz) region.
Ideally, dual-frequency or wideband ultrasound arrays could be envisioned for
clinical use, allowing to combine passive detection of the vaporization signals
with anatomical imaging of the target [278–280]. Additionally, the localization
precision highly depends on the probe geometry. For these experiments, a
commercially available probe with a short 2 cm aperture was used. Longer
apertures, or elements out of plane, can drastically affect the localization
precision, thus bespoke probes are desirable for the final application.

The detection and localization of individual vaporization events also offers
the opportunity to investigate the temporal and spectral characteristics of
acoustic signatures of the polymeric nanodroplets used in this study. By
coherently delaying and summing vaporization traces detected on each channel,
the SNR of acoustic signatures can be greatly enhanced. To the best of our
knowledge, acoustic signatures reported in the literature consisted exclusively
of nanodroplets encapsulated by a phospholipidic shell [234, 263, 281]. The
acoustic signatures of polymeric nanodroplets might contain information on the
behavior of the shell during vaporization and on the impact of the degree of
superheat on the vaporization dynamics. Some typical examples of observed
radiation-induced vaporization signals of PVA-PFB nanodroplets are displayed
in figure 6.11. The vaporization event in the top row starts with a relatively
broadband spike, followed by narrowband, exponentially-decaying oscillations.
In some cases (middle row), the oscillations are nonlinear, with a pronounced
harmonic content. Interestingly, differences between vaporization signals at the
two tested temperatures were observed, as the fraction of vaporization signals
with a center frequency above 1 MHz decreased from 16% at 37 °C to 3% at
50 °C. Another area of investigation is whether the type and LET of charged
particle vaporizing the nanodroplet (e.g. proton or heavy ion) might influence
the nanodroplet vaporization dynamics, as different particles are characterized
by different energy deposition patterns at the nanoscale.

Importantly, P-ULM was performed on samples irradiated with a continuous
proton beam, leading to a relatively low vaporization rate (500-1000 events/s).
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Figure 6.11: Typical observed radiation-induced vaporization signals of PVA-PFB
nanodroplets in the time domain (left), frequency domain (middle), and associated
power spectral density (right). The majority of the vaporization signals had a center
frequency between 0.1 and 1 MHz, although some vaporization signals were also
observed at higher frequencies (1-2 MHz). The mean center frequency of all localized
vaporization signals was 0.5 MHz.

Some proton therapy facilities employ pulsed proton beams instead (e.g. IBA’s
Proteus One [282]), delivering proton packs in a few µs, with a repetition rate
of 1 kHz. In such a situation, the vaporization event sparsity condition might
not be met for high beam currents and/or nanodroplet concentrations, and the
use of less accurate localization techniques, such as Passive Acoustic Mapping
(PAM) [283, 284], might be necessary. On the other hand, synchronization
of the ultrasound system with the delivery of individual proton packs might
allow to determine the one-way time of flight of vaporization signals (with an
accuracy strongly dependent on the proton pulse duration). Therefore, the
preferred active or passive ultrasound imaging sequence for clinical applications
will strongly depend on the temporal features of the proton therapy beam.
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6.5 Conclusion

This chapter introduced an alternative method to detect and localize radiation-
induced vaporization events, based on the passive detection of acoustic signatures
emitted by vaporizing nanodroplets, followed by the fitting of the time differences
of arrival between channels of the ultrasound array. The method was proven
feasible with commercially available transducer arrays. The localization accuracy
of P-ULM and ULM was compared using nanodroplet phantoms irradiated
with protons at different temperatures, showing an excellent resolution in the
lateral ultrasound direction. However, since the axial localization accuracy
of P-ULM was limited, the proton axis should be parallel to the ultrasound
probe in order to achieve sub-millimeter accuracy for range verification. Due
to the high dependence of the resolution of P-ULM on the axial position of
the vaporization events, we anticipate that P-ULM might only be applicable
to relatively shallow tumors, although the final precision will be determined
by the probe geometry. Future studies should compare the vaporization event
detection specificity of ULM and P-ULM in relevant physiological conditions,
to evaluate the impact of microbubble motion on the achievable performance
for proton range verification.
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The safety and efficacy of proton therapy is currently hampered by range
uncertainties. A novel technique with potential for in vivo proton range
verification, relying on the use of injectable radiation-sensitive superheated
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distribution of vaporization events as a function of the droplet size, concentration,
and proton fluence. Theoretical predictions are compared to event counts from
phantom experiments. While a reasonable agreement is observed for large
droplet sizes, the number of events in phantoms with small droplets (∼2µm
diameter) is significantly lower than expected. Moreover, the inter-phantom
variability is considerably larger than the variability predicted by the statistical
model. Next, simulations and experiments are performed to investigate the
achievable precision for range verification. The range estimates from vaporization
maps in phantoms are within the uncertainty window (±0.5 mm) of reference
range measurements. Simulations predict a theoretical range retrieval precision
below ±0.5 mm for single proton spots at low energy (70 MeV) and below ±1
mm after delivery of a full layer at high energies (150-240 MeV), for droplet
concentrations higher than 10 and 30 µM, respectively. While discrepancies
between the model and experimental observations should be further investigated
to improve the predictive power of the model, the reported range verification
performances are an incentive to move towards preclinical studies, which are
critical to assess the achievable droplet distribution in and around the tumor.

7.1 Introduction

Radiation therapy is evolving towards increasingly complex treatment plans,
aiming at reducing the radiation exposure of healthy tissues and organs at risk.
Amongst the emerging new technologies, proton therapy is rapidly expanding
and the number of treatment centers continues to grow worldwide. The main
advantage of protons is their finite, tunable range within the body: they
deposit a low entrance dose, followed by a narrow peak, called the Bragg
peak, and a sharp dose fall-off. While such high dose gradients have the
potential to improve the tumor conformity, proton therapy is also particularly
vulnerable to range uncertainties [30, 104, 181]. To prevent tumor miss or
unacceptable doses to organs at risk, sub-optimal beam configurations and large
safety margins are adopted, thereby limiting the potential improvements of
the therapeutic index [30, 181, 206]. Range uncertainties arise from multiple
sources in the treatment planning and delivery phases, and can only be fully
verified by means of in vivo range verification [30, 181]. The proton range
can be indirectly measured in vivo by localizing secondary particles resulting
from nuclear reactions, such as positron emitters or prompt gamma rays, using
PET imaging or Prompt Gamma Imaging, respectively [31, 37, 39, 182, 285].
Alternatively, the detection of thermoacoustic waves induced by pulsed proton
beams at the Bragg peak was proposed [40, 41, 210]. However, none of these
technologies has become a gold standard for routine use in the clinic [104].
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Superheated nanodroplets are investigated as an ultrasound contrast agent
benefitting from extravasation capabilities, long circulation times [65,66,286–288]
and able to undergo liquid to gas transition [71–74, 289]. In this process,
the droplets, previously invisible to ultrasound, become echogenic gaseous
microbubbles. While radiation-induced nucleation in superheated liquids is well
established [113,115,149,153], the capability of ionizing radiation to induce phase-
change in superheated encapsulated nanodroplets was only recently revealed
[124,244] and proposed as a new method for in vivo proton range verification
and dosimetry. The use of ultrasound imaging and superheated nanodroplets for
proton range verification would offer several advantages such as the accessibility,
real-time capabilities, and portability of ultrasound imaging as well as the
inherently strong contrast generated by ultrasound contrast agents. Furthermore,
the ability to couple range verification with anatomical ultrasound imaging
could enable real-time image-guided proton therapy of moving targets [40].

Nanodroplet vaporization by ionizing radiation takes place through direct energy
deposition in the superheated liquid core. Charged particles slowing down in
matter locally deposit energy along their track, leading to intense heating in a
confined region, called "thermal spikes". Such extreme temperatures (>300 K
in a 1 nm radius around the ion track [109]) will induce explosive boiling along
the tracks made by a charged particle traversing a superheated liquid. The
semi-empirical thermal spike theory, first introduced by Seitz [108], is based on
the homogeneous nucleation barrier: if the energy deposited by the charged
particle is sufficient to generate a gas embryo with a radius greater than the
critical radius, then this embryo will grow; else it will shrink back to the liquid
state. The nucleation condition can be written as [146]

〈dE
dx
〉Leff ≥

Wtot

aRc
, (7.1)

with 〈dEdx 〉Leff the particle density of energy deposition, called Linear Energy
Transfer (LET) in radiation physics, averaged over an effective length, Leff ,
which is proportional to the critical radius: Leff = aRc. The nucleation
parameter, a, is an empirical constant varying between 2 and 13 [146], and
Wtot is the nucleation energy of a gas embryo of critical radius. The LET
threshold (right hand side of equation above) is inversely related to the degree
of superheat of the liquid. When compared in terms of reduced superheat,
defined as s = (T − Tb)/(Tc − Tb), with Tb the boiling temperature and Tc the
critical temperature, the sensitization thresholds to different types of charged
particles were found to coincide for a wide range of halocarbons [113]. Protons,
which reach a LET of 70-90 keV/µm at their individual Bragg peak [149], can
only vaporize highly superheated nanodroplets (s ≥ 0.35-0.42), while high-
LET particles (alpha, recoil ions with LETs of 200-1000 keV/µm) are able
to vaporize moderately superheated liquids (s ≥ ∼0.2) [113, 114, 150]. The
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influence of the degree of superheat has been evaluated experimentally for
perfluorobutane (PFB) nanodroplets by comparing their vaporization response
to proton irradiation at 25 °C, 37 °C and 50 °C using offline ultrasound B-mode
imaging, and confirmed that a high degree of superheat (50 °C, s = 0.45)
is required to achieve proton-induced vaporization (chapters 3 and 4) [244].
At lower temperatures, vaporization is only induced by high-LET secondary
particles, resulting from rare nuclear reactions between primary protons and
atomic nuclei.

Even though the proton range could be verified indirectly by detecting
vaporization events induced by nuclear reaction products at physiological
temperature, similarly to what is achieved by PET and Prompt Gamma Imaging,
direct nanodroplet vaporization by primary protons would provide substantial
advantages. Firstly, the required nanodroplet injection dose would be reduced by
two orders of magnitude, as nuclear reactions are scarce events [203]. Secondly,
uncertainties related to the nuclear reaction cross sections, especially in biological
media [30, 207], may negatively affect the proton range estimates inferred
from the distribution of secondary particles. Moreover, the correspondence
between the treatment plan and the high-LET secondary particles distribution
needs to be carried out by means of computationally expensive Monte Carlo
simulations, which might hamper real-time implementation of proton range
verification. In contrast, proton-induced vaporization can be directly related to
the proton range, as protons vaporize nanodroplets at their individual Bragg
peaks. Therefore, for a monoenergetic beam (such as in Pencil Beam Scanning),
the peak in vaporization counts is expected to coincide with the proton range
(commonly referred to as R80) [256]. Conventional nanodroplets with a PFB
liquid core are not sensitive to primary protons at physiological temperature,
however, sensitivity to primary protons could be reached by using more volatile
perfluorocarbons or through acoustic modulation of the degree of superheat of
PFB NDs (chapter 8).

In a recent contribution (chapter 5), online high frame rate ultrasound imaging
during proton irradiation was proposed in view of real-time treatment monitoring.
Single vaporization events were localized from ultrasound recordings by applying
differential imaging [256]. The obtained spatial distribution of vaporization
events was found to correlate with the proton range, as the distance between the
vaporization peak and the proton range was less than 1 mm (and this difference
could further be attributed to measurement uncertainties). Additionally, the
axial and lateral standard deviation of vaporization events corresponded to
the range straggling dispersion and the spot width, respectively. Since proton-
induced vaporization is in essence a stochastic process, the achievable precision
for range verification depends on the detected number of vaporization events.
In this study, we present a statistical model which predicts the number and
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spatial distribution of proton-induced nanodroplet vaporization events, based
on the probability of interaction between a droplet and a primary proton.
This model is subsequently validated by comparing the predicted number of
vaporization events to vaporization counts measured in aqueous phantoms
irradiated with a proton beam, using online ultrasound imaging [256]. Through
differential centrifugation, we isolate nanodroplet sub-populations of different
sizes, and investigate the impact of the droplet size and concentration on the
vaporization response. Then, the presented model is employed to predict,
through simulations, the range verification precision limits as a function of the
nanodroplet concentration and clinically-relevant beam parameters, such as the
number of protons per spot and the beam energy. Finally, simulated range
verification precision limits are compared to phantom measurements.

7.2 Materials and Methods

7.2.1 Statistical model

The model presented in this section assumes that the nanodroplets degree of
superheat is sufficiently high for them to be vaporized by primary protons, i.e.
the LET threshold is inferior to the peak LET reached by single protons. Only
primary protons stopping by Coulomb-type interactions are considered, as these
provide direct information about the proton range. Vaporization by primary
protons is expected to be largely dominant as (i) only ∼1% of primary protons
undergo a nuclear reaction per traversed cm [203], and (ii) the contribution
of nuclear reactions at the Bragg peak is even lower, as most protons have a
residual energy below the Coulomb barrier. According to the thermal spike
theory, if a proton traverses a droplet and deposits an energy superior to the
nucleation energy, within an effective length comparable to the critical radius,
it will induce the vaporization of the nanodroplet. Here, we simplify the model
assuming that both the effective length, and the part of the track where the
proton has an energy above the threshold (which we call the proton interaction
length, Lp) are much shorter than the droplet radius. This hypothesis has two
consequences: first, each proton can only vaporize one droplet, and second, the
probability of a proton vaporizing a single nanodroplet becomes the probability
of the proton stopping within a droplet core, which can be mathematically
expressed as:

P (vap) =
∑
i

4
3πR

3
ini = 4

3πR̂
3n̂, (7.2)
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where Ri is the droplet radius and ni is the number concentration of droplets
of radius Ri. Using the above assumption, the probability of vaporization is
thus equal to the fraction of the irradiated volume occupied by the superheated
liquid. The sum can be removed by using the mean volume-weighted radius R̂
and the mean volume-weighted number concentration n̂.

During proton therapy delivery, a high proton fluence (∼108 protons/cm2) is
used. Each proton can lead to two possible outcomes: it either stops within a
droplet and vaporizes it, or not. Thus, a probability distribution can be built
for the irradiation of a target with a given number of protons (Np). Since each
droplet can be vaporized only once, each vaporization event decreases the local
droplet concentration, and therefore the probability of a subsequent event. The
probability of the kth vaporization can therefore be written as:

P (vapk) = 4
3πR̂

3(n̂− k − 1
Veff

), (7.3)

where Veff represents the effective volume over which a droplet vaporization
has an influence on the local droplet concentration. The effective volume is
related to the average distance between stopping protons. If the distance is
large, a vaporization induced by a first proton will have a negligible influence on
the concentration of droplets at the stopping region of another proton. However,
if the stopping distribution of protons is densely packed, the vaporization of
a droplet decreases the probability of vaporization by subsequent protons. In
the following, we assume that n̂� (k − 1)/Veff , so that the vaporization of a
droplet has virtually no influence on the probability of a new vaporization. This
assumption is reasonable for the droplet concentrations and proton fluences
used in this study, as the number of vaporization events was several orders of
magnitude lower than the total number of droplets. The vaporization probability
distribution in this case follows a binomial distribution, with an expected number
of events given by:

E(vap) = Np · P (vap) = Np ·
4
3πR̂

3n̂. (7.4)

This model allows to predict the expected number of vaporization events
induced by primary protons, assuming that the nanodroplet concentration, size
distribution, and number of protons are known. Combined with the knowledge
that the spatial distribution of vaporization events follows the proton stopping
distribution [256], the model can predict, for a given treatment plan, the shape
and amplitude of the nanodroplet vaporization profiles. Additionally, when used
in the other way around, such a model can be used to infer the nanodroplet
concentration required in the tumor to achieve a given precision for range
verification (see section 7.2.3).
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7.2.2 Experimental validation

Data collection

Localization of individual radiation-induced droplet vaporization events was
performed by means of online ultrasound imaging as described in [256]. Briefly,
perfluorobutane nanodroplets encapsulated in a polyvinyl alcohol shell (PVA-
PFB) were prepared following the protocol described in [244,290]. Nanodroplets
were pipetted and mixed manually in an aqueous matrix (0.1% w/v Carbopol
2050, Lubrizol, Wickliffe, USA, [245]) heated to the desired temperature of
50 °C. The phantoms were immersed in a water tank, controlled at the same
temperature of 50 °C, and irradiated in the experimental room of the Holland
Proton Therapy Center (Delft, the Netherlands, figure 7.1(a)). Each phantom
was irradiated using a monoenergetic proton pencil beam (horizontally oriented),
while the total number of incident protons was measured by a transmission
ionization chamber (beam monitor, DE.TEC.TOR, Turin, Italy). The beam was
aligned to the center of the phantom cross-section, and the range was located
approximately in the middle of the phantom length. The phantom dimensions
(54x26x51 mm) were sufficient to encompass the complete proton Gaussian spot
(>98%).

Figure 7.1: a) Schematic of the setup used for the acoustic localization of proton
vaporization. b) Stack of B-mode frames used for differential imaging. c) Sample of
2D "accumulated" distribution of vaporization events after differential imaging. d)
Distribution of vaporizations along the proton axis.

The phantoms were imaged during irradiation with an ultrasound linear array
(ATL L12-5, 9 MHz pulses) positioned parallel to the beam direction, using a
programmable ultrasound research unit (Verasonics Vantage 256, Kirkland,
USA). High frame rate (1 kHz), low amplitude plane wave imaging was
performed during the whole irradiation duration. The ultrasound frames were
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beamformed offline on the Verasonics platform, and differential imaging was
applied (figure 7.1(b)) in order to count and localize individual vaporization
events, as in Ultrasound Localization Microscopy [77, 78]. 2D (figure 7.1(c))
and 1D vaporization maps were extracted for each phantom by accumulating
vaporization events in time (figure 7.1(d)). The absolute position of the
ultrasound probe was determined using ultrasound images of a point reflector
placed at a known position, which allowed to translate the ultrasound image
coordinates to absolute positions.

Study design

a) Droplet sub-populations:
In order to validate the statistical model presented in section 7.2.1, the influence
of droplet size and concentration was assessed separately. Size isolation
through differential centrifugation [291] was performed on the polydisperse
native distribution of droplets (figure 7.2(a)). The size distribution and
concentration were measured using a Coulter Counter Multisizer 3 (Beckman
Coulter, Mijdrecht, the Netherlands) with a 50 µm aperture tube. Since
the smallest diameter that could be measured in this configuration was 1
µm, we isolated three different size distributions in the range 1-10 µm. The
required centrifugation speed ω for complete sedimentation of several cut-off
diameters dc were computed based on the centrifuge settings (Heraeus Biofuge
Primo, Waltham, Massachusetts, USA, maximum rotor radius Rmax = 14.5
cm), applying the following equation [291]:

ω2 =
√

18µw
d2
ct∆ρ

ln
Rmax
Rmin

(7.5)

The minimum rotor radius Rmin is given by Rmin = Rmax − L, with L = 5
cm corresponding to the height of the liquid column in the nanodroplet vials,
while t is the centrifugation time. ∆ρ = ρl − ρw is the difference between the
nanodroplet density and the dispersion liquid (water) density, and µw is the
dynamic viscosity of the dispersion liquid. Three cut-off sizes were defined: dc
= 4 µm (ND-L), 2.5 µm (ND-M), and 1.5 µm (ND-S).

The complete size sorting procedure is schematically represented in figure 7.2(e).
Six days after preparation, the pellets of eight 5 ml vials of native nanodroplets
were recombined after high speed centrifugation (1000g, 5 min). The time
interval between nanodroplet preparation and size sorting allowed an increase
of the fraction of large droplets in the native population, as seen in figure 7.2(a).
The combined vial was then centrifuged 5 times using the 4 µm cut-off settings
(223g, 1 minute). After each centrifugation step, the supernatant containing
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droplets <4 µm was transferred to another vial, and the pellet with the droplets
>4 µm was redispersed in Milli-Q water. Subsequently, all supernatants were
centrifuged at high-speed (1000g, 5 min) and recombined. The combined vial
was then centrifuged 5 times using the 2.5 µm cut-off settings (286 g and 2 min),
and the same protocol was followed to collect the droplets between 2.5-4 µm.
After recombination of the supernatants, the vial was centrifuged 8 times using
the 1.5 µm cut-off settings (529g, 3 minutes) to collect the droplets between
1.5-2.5 µm. After completion of the size-isolation procedure, the headspace
(∼5 ml) of each size-sorted vial (one per size range) was filled with PFB, and
the vials were stored at 4 °C. The size distributions of the three droplet sub-
populations are shown in figure 7.2(b-d). The mean volume-weighted diameters
and standard deviations were 5.8 µm ± 2.2 µm, 3.5 µm ± 1.1 µm and 2.0 µm ±
0.7 µm for sizes ND-L, ND-M and ND-S, respectively. As the Coulter Counter
was not located at the proton therapy facility, the nanodroplet concentration
and size distribution at the time of the proton experiment was estimated by
averaging the vial concentrations and size distributions measured 4 hours before
the start and 1 hour after the end of the irradiation experiments (n=3 at each
time point). The estimated nanodroplet concentration in the vial during the
irradiation experiment was 36.9, 30.6 and 16.4 mM for ND-L, ND-M and ND-S,
respectively.

In order to evaluate the ability to detect a shift in proton range, phantoms with
native nanodroplets (ND-native) were also irradiated at different beam energies.
Irradiation experiments were performed two days after droplet preparation. The
PFB concentration was assessed with NMR spectroscopy (400 MHz Avance
II, Bruker Biospin GmbH, Rheinstetten, Germany) on the day following the
proton experiments.

b) Irradiation parameters:
In order to study the influence of size and concentration, we irradiated different
phantoms with dispersions of the size-sorted sub-populations. Additionally,
phantoms with native nanodroplets were irradiated at different concentrations
up to 50 µM and energies between 154 and 153 MeV to assess the ability
to detect a shift in the proton range from the vaporization maps. Table 7.1
summarizes the experimental conditions for each phantom.

Characterization and modelling of the proton beam

a) Distribution of proton stopping positions:
The proton depth-dose distribution, range, and lateral spot spreading were
measured and modelled following the procedure described in [256], and
summarized in figure 7.3. Briefly, the proton range was obtained by an analytical
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Figure 7.2: Overview of the size sorting procedure and corresponding size distributions
for ND-native, ND-L, ND-M and ND-S.

fit [194] of the depth dose distribution (figure 7.3(a)) measured in a separate
experiment with a multi-layer ionization chamber (QubeNext, 2.43 mm spacing,
DE.TEC.TOR, Turin, Italy). The water-equivalent thickness (WET) of the
different materials in the proton path, such as the water tank entrance wall
and phantom entrance wall, were computed and accounted for in the range
estimation [247]. The entrance lateral spot size was measured (LynxPT, IBA
dosimetry, Schwarzenbruck, Germany, figure 7.3(b)) and spot spreading in water
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Droplet
type

Droplet
concentration [µM]

Number of
phantoms

Beam energy
[MeV]

Beam current at
extraction [nA]

Irradiation
duration [s]

ND-S 20.9 3 154 40 5

ND-M
10.3
20.6
30.9

2
3
2

154 40 5

ND-L 17.3 3 154 40 5

ND-native

17.5
35
52.3
52.3
52.3
52.3

2
3
2
2
2
2

154
154
154
153.7
153.5
153

40 7

Table 7.1: Irradiation parameters for all phantoms under study.

was modelled with the Highland formula [15, 248]. The knowledge of the 2D
Gaussian lateral spot spreading and the proton range and range dispersion
(extracted from the analytical fit) allowed to compute the 3D distribution
of stopping positions of primary protons. We made the distinction between
primary protons stopping due to nuclear reactions (and thus indirectly leading
to nanodroplet vaporization by high LET reaction products, figure 7.3(c))
and primary protons stopping in the Bragg peak, which directly vaporize
nanodroplets when reaching their maximal LET (figure 7.3(d)). The stopping
positions of protons lost due to nuclear interactions were obtained by using
the total non-elastic interaction cross-section of protons in oxygen [200]. The
stopping positions of primary protons in the Bragg peak were modelled by a
Gaussian with a standard deviation equal to the fitted range spread value (σ
in [194]) and centered on the range (R80).

b) Estimation of the number of protons stopping in the imaged volume:
In order to compare theoretical predictions to the number of detected
vaporization events, an estimation of the number of stopping protons in
the imaging volume was necessary. The ultrasound images encompassed the
full phantom length (parallel to the beam direction) and depth (ultrasound
axial direction). However, only a slice of the phantom width was imaged,
corresponding to the effective width of the ultrasound field of view. The
determination of the effective width of the field of view is described in appendix
7.6. The distribution of scattered intensities was related to the droplet size
distribution, assuming that the 99% quantile corresponded to a vaporized
droplet of mean radius located at the center of the elevational plane. Once the
ultrasound imaging volume was known, the number of protons stopping within
this volume was determined from the 3D proton stopping distribution described
above (figure 7.3(c-d)).
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Figure 7.3: Overview of the beam characterization and modelling. Measurements of
(a) the entrance spot size and (b) the depth-dose profile at 154 MeV, together with an
analytical fit of the Bragg curve. Using the Highland formula, the fitted range and
range dispersions, and the non-elastic cross section of protons in oxygen, 3D stopping
distributions of protons lost to nuclear reactions (c) and of protons stopping at the end
of their range, in the Bragg peak (d) were obtained. (e) 1D projections in the beam
direction of the stopping positions of protons lost due to nuclear reactions (yellow)
and protons stopping at the end of their range (orange). Note that the amplitude of
the nuclear reactions curve (yellow) was enlarged by a factor 10 for visibility purposes.

Data analysis

a) Estimation of the proton range:
Individual vaporization events were binned along the direction of the proton
beam propagation, using a 0.5 mm bin width. A least-squares algorithm was
used to fit the 1D experimental vaporization profiles to a modelled vaporization
profile (figure 7.4(a)) which consists of the sum of 1D projections of the stopping
positions of protons lost due to nuclear interactions (entrance plateau) and the
stopping positions of protons reaching the end of their range (Gaussian peak),
derived in section 7.2.2 (figure 7.3(e)). The amplitude of both curves were
used as fitting parameters, together with the shift of both profiles in the beam
direction, which allowed to compute the deviation between the predicted and
measured range. Additionally, in order to retrieve the number of vaporization
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events due to primary protons, the number of vaporization events attributed to
secondary particles, estimated through the fitting procedure, was subtracted
from the total event counts.

b) Compensation for decrease in the vaporization rate:
The rate of vaporization was found to decrease over the course of irradiation,
even though the model assumes a constant vaporization probability. The curves
representing vaporization counts as a function of the number of incident protons
were fitted to the Michaelis-Menten saturation curve, figure 7.4(b):

Nvap = a ·Np
b+Np

(7.6)

In order to compare experimental to predicted event counts, the initial slope,
given by a/b, was used to estimate the number of vaporization events in the
absence of saturation effects:

Nvap,lin = a

b
Np (7.7)

c) Statistical analysis:
The measured event counts were compared to event counts predicted by the
model from section 7.2.1. Experimental event counts were grouped by droplet
size (ND-L, ND-M and ND-S) after normalization with the number of protons,
and tested for normality with a Kolmogorov-Smirnov test, using Matlab (The
Mathworks, Natick, MA, USA). The binomial distribution predicted by the
model can be approximated to a normal distribution for large number of events,
following the Central Limit Theorem [292]. Two-sided Student’s t-tests (95%
confidence level) were employed to test for differences between the observed mean
number of counts for each nanodroplet size distribution and the expected value
given by the statistical model, as well as pairwise differences between size groups.
The linearity of the vaporization response with nanodroplet concentration was
evaluated for phantoms with dispersed ND-M and dispersed ND-native, by
applying a linear regression with zero intercept. For ND-M, a Student’s t-test
was employed to compare the fitted slope to the slope predicted by the model.

7.2.3 Simulation of the vaporization response in a clinically-
relevant treatment plan

In order to investigate the impact of different factors (number of protons per
spot, nanodroplet size, nanodroplet concentration) on the theoretical range
retrieval precision, the nanodroplet vaporization response was simulated based
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Figure 7.4: (a) Fitting of 1D vaporization profiles to a modelled profile, consisting in
the sum of the expected vaporizations due to secondary particles (yellow) and due to
primary protons (orange). The area under the secondaries curves was used to estimate
the number of events due to secondary particles, which was subtracted from the total
event count. The range error was found by estimating the shift between the fitted and
experimental profiles, in the beam direction. (b) The cumulated vaporization counts
were fitted to a saturation curve, and the initial slope estimate was used to derive the
number of vaporization events in the absence of saturation.

on the model described in section 7.2.1, using clinically-relevant proton beam
parameters. For online ultrasound imaging of a proton therapy plan delivered
with Pencil Beam Scanning, the nanodroplet vaporization events would be
counted and localized online, in principle allowing range verification to be
performed on a spot-per-spot basis. Therefore, individual pencil beams were
simulated.

In a first step, the range retrieval precision as a function of the number of
vaporization events Nvap was evaluated for different proton energies (70, 150
and 240 MeV). One hundred synthetic vaporization distributions of Nmax =
10.000 events were built using a Monte Carlo approach with a probability density
function following the 1D profiles of stopping protons distributions computed as
shown in figure 7.4(a), using the fitted experimental weights for the secondaries
and primaries. The number of stopping protons in the US imaging volume was
established by assuming a 5 cm3 ultrasound imaging volume whose center point
coincides with the proton range (R80) position and the spot center. For each
synthetic curve, the range estimates were computed using increasing number of
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events (from 1 to Nmax). Both the convergence to the final range estimated value
(difference between range estimate R̂(Nvap) and final range estimate R̂(Nmax))
and precision (variability of the difference between the range estimates R̂(Nvap)
and the true proton range R80) were evaluated. The precision on the range
estimates was taken as ±2σ, in order to encompass 95% of the range estimates
values, and evaluated as a function of the number of events Nvap.

In a second step, the initial conditions, such as the nanodroplet concentration and
the number of protons per spot, were linked to the number of vaporization events.
The mean and standard deviation of the total number of events were extracted for
droplet concentrations ranging from 5 to 200 µM and values between 5 · 105 and
7 · 109 protons per spot, using the binomial probabilistic model of section 7.2.1.
The events distribution as a function of initial conditions were then combined
with the precision data to yield the expected range retrieval precision for different
combinations of droplet concentration and proton intensities. Precision values
for each combination were obtained by weighting the precision obtained in step
1 by the binomial distribution of event counts from step 2. To evaluate the
achievable precision for clinical situations, precision values were computed for
typical proton fluences of individual spots as well as full layers, extracted from
clinical proton therapy treatment plans (2 Gy dose per fraction).

7.3 Results

7.3.1 Validation of the statistical model

Influence of droplet size on the vaporization response

After applying corrections to remove events attributed to secondary particles
and the effect of saturation, the experimental event counts attributed to
vaporization by primary protons were (mean ± std) 950 ± 68 events for
phantoms with dispersed ND-S, 4622 ± 1486 events for ND-M, and 4435 ±
1577 events for ND-L (n=3 for each size distribution). The reported values are
normalized for 109 protons stopping in the ultrasound imaging volume, as the
irradiation time was slightly different for each phantom. The experimental event
counts were further normalized with respect to the nanodroplet concentration
in each phantom. Figure 7.5(a) shows the dependency of the normalized
number of vaporization events on the mean droplet radius, for the three size
distributions. The dashed-dotted line represents the theoretical prediction from
the statistical model. When normalized with respect to the nanodroplet number
concentration, the expected number of vaporization events is proportional to



148 A STATISTICAL MODEL TO PREDICT SUPERHEATED DROPLET VAPORIZATION IN A PROTON
BEAM: EXPERIMENTAL VALIDATION AND RESOLUTION LIMITS FOR RANGE VERIFICATION

Figure 7.5: Comparison between experimental vaporization event counts from 3
different nanodroplet populations and predicted values using the statistical model.
(a) Evolution of the number of vaporization events, normalized with respect to the
number of protons and the droplet number concentration, as a function of the mean
volume-weighted droplet radius. The dashed-dotted line represents the prediction
from the model. The histogram insert compares the predicted (black) and measured
(colored, mean+standard deviation) number of vaporization events normalized with
respect to the number of protons and the droplet volume concentration. Statistical
significance is indicated by the presence of stars: p<0.05 (*) and p<0.001 (***). (b-c)
Evolution of the measured number of vaporization events for ND-M (b) and ND-native
(c) droplets, normalized with respect to the number of protons, as a function of the
droplet concentration. Dashed lines represent linear regression fits.

R3, hence to the mean nanodroplet volume. Therefore, when normalized
with respect to the nanodroplet volume concentration, expressed in µM,
the statistical model predicts that the vaporization yield is independent of
the nanodroplet size distribution, as shown in the insert of figure 7.5(a).
Except for ND-S, experimental event counts display a high inter-phantom
variability. The Kolmogorov-Smirnov tests applied to each size group did not
reject the hypothesis that the experimental data were sampled from a normal
distribution. Using parametric t-tests, we observe a statistically significant
difference (p<0.001) between the mean number of events observed in phantoms
dispersed with ND-S and the expected number of vaporization events given by
the statistical model. No significant difference is found between the experimental
mean of phantoms dispersed with ND-M and ND-L and the expected value.
Comparing between size groups, the mean number of events for phantoms with
ND-S is significantly different from the mean number of events for phantoms
with ND-M and ND-L (p<0.05).
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Influence of droplet concentration on the vaporization response

Apart from the effect of droplet size, the influence of droplet concentration on the
vaporization yield was investigated, using two different size distributions (ND-M
and ND-native). Figure 7.5(b-c) shows the measured vaporization yield (number
of events divided by the number of primary protons stopping in the imaging
volume) as a function of the droplet volume concentration in µM, for ND-M (b)
and ND-native (c), together with the associated linear regression curve. Similar
to size-sorted droplets, a high inter-phantom variability is observed for native
droplets (6222 ± 1975 events, n=8). The coefficient of determination is 0.37 for
ND-M and 0.50 for ND-native, indicating that the variability in the number
of events cannot be fully attributed to the concentration of droplets in the
phantom. No statistically significant difference is found between the fitted slope
for ND-M phantoms and the slope predicted by the statistical model: 149.2 and
157 events for 109 protons per µM of droplets, respectively. In contrast to the
size-sorted ND populations, the number of vaporization events for ND-native
was not compared to predicted values as (i) the droplet concentration could
not be measured on the same day, and (ii) the polydisperse nature of native
droplets prevented an accurate estimation of the effective ultrasound imaging
volume.

7.3.2 Range verification performance

Theoretical range verification precision limits for different nanodroplet
concentrations and number of protons

The influence of the number of vaporization events on the convergence to the
final range estimated value (a) and precision with respect to the true range
(b) extracted from simulations at three different energies are represented in
figure 7.6. The number of vaporization events necessary to achieve a ± 0.5 mm
precision on the range estimates are 70, 310 and 790 events for 70, 150, and 240
MeV, respectively (crossing between the 0.5 mm dashed line and the colored
dotted curves in figure 7.6(b)). The method used to fit the vaporization events
profiles and extract the position of the proton range does not introduce any
constant bias (i.e., the mean error on the range estimate was <0.02 mm (figure
7.6(b))).

Using the statistical model, the expected precision (±2σ, see section 7.2.3)
as a function of the number of incident protons and droplet concentration
is calculated and presented in figure 7.7 for the three simulated energies.
The precision decreases with increasing energy, and increases with increasing
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Figure 7.6: (a) Convergence to the final range estimated value R̂(nmax), represented
as the +2σ limits (full lines), extracted from simulations at 70, 150 and 240 MeV. (b)
Absolute error represented as the mean (line) and +2σ (dashed lines) derived from
simulations at the same abovementioned beam energies.

nanodroplet concentration and number of protons. Typical proton numbers
for individual spots or full layers at different positions in the treatment plan
(proximal to the tumor, in the tumor, distal to the tumor) are represented by
vertical dashed (layer) and dashed-dotted (single spot) lines. At 70 MeV, the
precision on range verification is below 0.5 mm for droplet concentrations as
low as 12 µM and for a number of protons corresponding to individual spots
distal or in the tumor. At 150 MeV, precisions below 0.5 mm can be achieved
at any position in the treatment plan if the range is verified after the delivery
of a full layer for concentrations of 16 µM. For single spot range verification,
the precision is below 1 mm for concentrations above 38 µM. At 240 MeV, the
precision on layer-based range verification is below 1 mm for concentrations
above 31 µM, while for single spots, depending on the dose, the precision might
be too limited (i.e. exceeding 2 mm).

Experimental validation of the range verification accuracy

The ability to detect a shift in proton range was investigated experimentally by
irradiating phantoms at different beam energies. The R80 values measured with
a multi-layer ionization chamber (QubeNext) and inferred from vaporization
maps are shown in figure 7.8(a). Error bars of ±0.5 mm were added to the
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Figure 7.7: Simulated precision on range estimation from vaporization maps (yellow -
worse than 2.5 mm - to dark green - better than 0.5 mm) as a function of the droplet
concentration and number of incident protons, for entrance energies of 70 (a), 150 (b)
and 240 (c) MeV. Vertical lines are clinically-relevant values of number of protons per
spot (dashed-dotted) or per layer (dashed) located distal (dark blue), proximal (light
blue), or inside (medium blue) the tumor.

QubeNext measurements, as it corresponds to the resolution limit of the detector.
Except for the highest energy, where one measurement substantially deviates, all
range estimates extracted from the vaporization maps are within the uncertainty
window of the reference range measurements. The mean difference between
the estimations of range decrease (compared to the 154 MeV value) from the
vaporization maps and from QubeNext measurements is below 0.31 mm, and
has a standard deviation of 0.30 mm (figure 7.8(b)).

The convergence to the final range estimated value as a function of event counts
derived from the experiments at energies between 153 and 154 MeV is in good
agreement with simulated values at 150 MeV (figure 7.9(a)). On the contrary,
the experimental range deviation is found to be much higher than the simulated
values, as shown on figure 7.9(b) (± 2σ = 0.53 mm versus ± 0.22 mm for event
counts superior to 1770, figure 7.6(b)). The average bias between the range
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Figure 7.8: (a) Comparison between the range measured with a multi-layer ionization
chamber (QubeNext, DE.TEC.TOR) and inferred from nanodroplet vaporization
maps (n=7 at 154 MeV and n=2 for other energies). (b) Difference between the range
decrease (with respect to the range measured at 154 MeV) measured with QubeNext
and estimated from the nanodroplet vaporization maps. Dots and error bars represent
mean ± std.

estimated from vaporization maps and measured with QubeNext is 0.32 mm
(figure 7.9(b)). From 1620 events on, the range accuracy limits (bias + precision,
X̄ ± 2σ) remain within ± 0.85 mm from the true range value.

7.4 Discussion

7.4.1 Comparison between model predictions and experimen-
tal observations

In this manuscript, we presented a statistical model to estimate the number and
distribution of proton-induced vaporization events in a solution of superheated
droplets. The probability of a proton vaporizing a droplet was hypothesized to be
equivalent to the probability of the proton stopping within the droplet core. The
distribution of event counts was then assumed to follow a binomial distribution,
considering that the vaporization probability was constant (i.e., the vaporization
density was orders of magnitude lower than the nanodroplet concentration). In
this model, the expected number of vaporization events is linearly related to
the volume concentration of nanodroplets in the phantoms, and to the number
of protons stopping in the ultrasound imaging volume. To validate the model,
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Figure 7.9: (a) Convergence to the final range estimated value R̂(nmax), represented
as the +2σ limits (full lines), extracted from phantom experiments at energies between
153 and 154 MeV and compared to simulated values at 150 MeV. (b) Absolute error
represented as the mean (line) ± 2σ (dashed lines) derived from experiments at
energies between 153 and 154 MeV.

experimental event counts using different droplet sizes and concentrations were
compared to theoretical estimates. A relatively high variability was observed for
phantoms irradiated with similar parameters, with standard deviations reaching
values up to 1577 events (ND-L). This inter-phantom variability cannot fully
be explained by statistical variability, as the statistical standard deviation from
the binomial distribution was between 41 to 70 events, but could originate from
experimental factors. Despite this high variability, the predicted and measured
number of events were in good agreement for sizes ND-M and ND-L. For ND-S,
the number of events was significantly lower than expected. The observed
differences between model predictions and experimental observations can arise
from a series of factors, discussed below.

First of all, the model assumed that a proton has to stop within a droplet in
order to vaporize it, as individual protons reach their maximum LET at the end
of their range. In reality, for a vaporization to occur, a proton needs to deposit
the energy necessary to nucleate a critical gas embryo within a finite distance
(Leff ) in the superheated droplet core. Thus, the probability of vaporization
depends on the droplet radius (Ri), the length over which the proton LET
exceeds the LET threshold for vaporization (defined as the proton interaction
length Lp) and Leff . The vaporization probability increases both with Ri and
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Lp, and decreases with Leff . As proton energy depositions at such small scales
(Leff = 44 nm at 50 °C) are stochastic, the maximum LET and therefore the
interaction length Lp cannot be represented by a single value. Furthermore, the
LET threshold is highly dependent on the droplet temperature, as shown by
the sigmoid curves typically reported in the literature [151,154]. Consequently,
temperature differences in the order of 1 °C could partially explain the large
inter-phantom variability in event counts. Our model neglects these effects for
the sake of simplification. A more precise prediction would require an improved
and more dedicated modelling of the influence of these parameters for different
droplet sizes, probably coupled with detailed Monte Carlo simulations of proton
energy deposition at the nm scale.

Secondly, the model predicts only vaporization events induced by primary
protons stopping at the end of their range, excluding vaporization events induced
by nuclear reaction products. In order to account only for vaporization events
due to primary protons, the vaporization events attributed to secondary particles
were estimated by fitting the vaporization profiles to predicted responses, and
subtracted from the total vaporization count. However, by using such a method,
we assumed that (i) nuclear reactions are exactly following the p+16O nonelastic
cross section of the modelled beam, neglecting other atoms such as C and
F, present in the droplet core, and (ii) the vaporization probability is simply
proportional to the non-elastic nuclear cross-section profile, while the dependency
is in reality given by the production cross section of relevant secondary particles
and their respective LET. Therefore, the separation of events due to primaries
and secondaries suffers from some uncertainties.

Thirdly, the impact of the droplet shell was neglected in this model. Shell
properties such as viscosity, elasticity and surface tension can influence the
LET threshold, and hence the vaporization probability, especially for smaller
droplets (Chapter 2). Therefore, the vaporization probability might not be
simply proportional to the droplet volume, but rather decrease for smaller
droplets. This hypothesis is supported by findings on the fraction of vaporization
counts attributed to secondary particles and primary protons. As explained in
section 7.2.2, 1D experimental vaporization profiles were fitted to an expected
vaporization profile, consisting of the sum of primary protons and secondary
particles contributions. Both the magnitude of the plateau contribution
(secondary particles) and Gaussian end-of-range contribution (primary protons)
were allowed to vary. In figure 7.10, the peak to plateau ratios extracted
from such fitted vaporization profiles are presented for the three size-sorted
nanodroplet distributions, as well as for native (polydisperse) nanodroplets.
The peak to plateau ratio of ND-S phantoms was lower than that of ND-M and
ND-L, which, combined to the reduced number of events attributed to primary
protons for ND-S (figure 7.5), might indicate that the LET threshold increases
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Figure 7.10: Peak to plateau ratio of experimental vaporization curves fitted to
expected vaporization profiles, for the 4 different size distributions used in this study.

for smaller droplets, lowering the probability of vaporization by primary protons.
The polydisperse nature of the ND-native distribution might explain why their
peak to plateau ratio is higher than for ND-S, as the native distribution contains
a small proportion of large (diameter>2µm) droplets, which were removed from
the ND-S sample through differential centrifugation. Interestingly, for all size
distributions, the peak to plateau ratio resulting from the fitted vaporization
profiles was far below the ratio between the peak of the primary protons
stopping distribution and the stopping distributions of protons involved in
nuclear reactions (=72). This might indicate that some nuclear reactions
could potentially lead to several vaporization events, and that the vaporization
probability is higher for secondary particles than for primary protons, owing
to their elevated LET (from 100-200 keV/µm for alpha particles up to ∼1000
keV/µm for oxygen recoils, compared to 70-90 keV/µm for protons).

Importantly, the model does not account for the observed decrease of the
probability of vaporization over the course of irradiation (figure 7.4(b)). Several
reasons can be suggested for this decrease. First, the probability could decrease
due to a local decrease in the concentration and subsequent change in the
size distribution of droplets, as larger droplets have a higher probability of
vaporization. Second, the nanodroplet concentration can decrease due to
other effects such as dissolution [67] and mass transfer to neighbor bubbles
[293]. Finally, droplet vaporization into microbubbles will increase the acoustic
attenuation, and therefore decrease the measured intensity of new events over
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the course of irradiation, hampering their detection and decreasing the effective
width of the ultrasound imaging volume. Although a dedicated model accounting
for all the aforementioned effects could have led to a matching prediction of
the observed saturation of the vaporization counts over time, we opted to
compensate for the decrease by fitting a saturation curve and correcting the
number of events by a linear extrapolation using the initial slope estimates
(figure 7.4(b)). We do not expect this factor to have a major influence on the
observed deviation between the predicted and experimental event counts.

The estimation of the number of protons stopping in the ultrasound imaging
volume is critical to compare experimental results to theoretical predictions.
In 2D ultrasound imaging, the ultrasound field of view is well-defined in the
ultrasound axial and lateral directions, but not in the direction perpendicular
to the ultrasound array (i.e., the elevational direction). While an elaborate
method (Appendix 7.6) was employed to estimate the effective width of the
field of view (FOV), uncertainties arise relating the measured intensities to the
different droplet sizes. Such uncertainty sources could be removed by using
volumetric ultrasound imaging with an ultrasound probe able to cover the entire
irradiated volume.

Finally, uncertainties related to the measurements of the size distribution and
concentration might have affected the experimental results in two ways. First,
the nanodroplet size distribution was extracted from measurements acquired
with a Coulter Counter Multisizer 3, which measures the outer diameter of
nanodroplets. However, for radiation-induced nanodroplet vaporization, the
inner diameter should be considered, as only energy depositions within the
superheated liquid core may lead to vaporization. Therefore, the reported volume
nanodroplet concentrations (in µM) might have been overestimated, especially
for smaller sizes as the shell then takes on a relatively bigger proportion of the
total droplet volume. While the shell thickness was not measured for the droplets
used in this study, shell thicknesses of up to 15-40% of the outer radius were
reported for PVAmicrobubbles [162,294]. Second, the nanodroplet concentration
was measured hours before and after proton irradiation, which might have
induced errors for ND-L, where a decrease of nanodroplet concentration was
observed between the two measurements. This hypothesis is supported by the
fact that the total number of events in phantoms with dispersed ND-L was
inversely related to the order in which the phantoms were irradiated, indicating
that the nanodroplet concentration in the vial might have decreased during the
experiment.

Regarding clinical translation, the experimental conditions used to validate the
statistical model were not directly representative of clinical conditions, as large
droplets (diameter > 1 µm) and a physiologically too high temperature (50 °C)
were employed. As far as the temperature is concerned, the choice of 50 °C
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was motivated by the need to work at degrees of superheat sufficiently high for
proton-induced nanodroplet vaporization. Clinical translation can be achieved
through the use of nanodroplet formulations with a similar degree of superheat
at 37 °C, or by using other means to increase the degree of superheat of PFB
droplets at 37 °C, such as acoustic modulation (Chapter 8). A similar statistical
model could be applied at 37 °C as long as proton sensitivity is achieved.
Importantly, the degree of superheat should be carefully tuned to avoid a strong
dependence of the vaporization event counts on the local temperature in vivo.
Regarding the droplet diameter, relatively large droplets were used to allow
their characterization with a Coulter Counter. The option to use Dynamic Light
Scattering (DLS) to evaluate the nanodroplet size distribution was abandoned, as
DLS does not provide the droplet concentration, and conversion from intensity-
weighted size distributions to number or volume-weighted size distributions
requires the knowledge of the diffraction coefficient of liquid PFB at ambient
temperature (i.e. the temperature used for DLS measurements) [204]. While
values have been reported in the literature [73, 295], they might not hold
when PFB is maintained in a superheated state and encapsulated in a shell.
Future studies should determine the safe droplet diameter range for in vivo use.
While smaller droplets might be beneficial to enhance the droplet distribution
homogeneity in the tumor through extravasation, our experimental results
revealed that a compromise might be required to preserve the vaporization
efficiency.

7.4.2 Range verification performances

Once the ability to estimate the number of vaporization events based on
the statistical model was confirmed experimentally, simulations were carried
out to investigate the achievable theoretical range verification precision for
different experimental conditions (single proton spot or full layer, beam energy,
nanodroplet concentration). Range estimates were found to rapidly converge
towards the true range value, reaching a precision of ± 0.5 mm with less than
1000 vaporization events (figure 7.6(b)). The convergence speed and achievable
precision decreased as the proton energy increased, which can be explained by
the increased fluence loss due to nuclear reactions at high energies (leading to a
decrease in the number of stopping protons in the ultrasound imaging volume),
as well as a broader range dispersion. Estimations for the number of protons
corresponding to single spot or single layer irradiation of a clinical treatment
plan indicate that range verification on a single spot basis might be achievable
at low energies, if nanodroplet concentrations in the range 5-30 µM can be
achieved in the tumor. For high energies and similar concentrations, irradiation
of a full layer might be necessary to achieve a ± 0.5 mm range verification
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precision. Next, the ability to experimentally detect a shift in proton range was
verified, and range estimates extracted from vaporization maps were found to
lie within the uncertainty range of the absolute range measurements performed
with a multi-layer ionization chamber.

Experimental precision values were found to be approximately doubled compared
to theoretical precision limits. This can be explained by the fact that simulations
do not account for multiple uncertainty sources affecting experimental range
estimates. Small variations in the local droplet concentration (from improper
mixing) and phantom positioning could degrade the experimental reproducibility
of range estimates. Moreover, ultrasound-based range estimates may also
be affected by image distortion (from artifacts, speed of sound mismatch,
attenuation, etc.) and by errors related to the image-based registration of the
ultrasound probe position (<0.2 mm). Importantly, the "ground truth" range
values also suffered from uncertainties arising from the multi-layer ionization
chamber measurements (± 0.5 mm) and the WET calculations. Therefore, the
simulated precision values reported in figure 7.7 represent a best-case scenario,
to which uncertainties encountered in clinical conditions must be added. Future
in vivo studies will be instrumental to determine the extent of such uncertainties,
particularly those related to the achievable nanodroplet distribution homogeneity
in vivo, and the registration between anatomical/range verification ultrasound
images with the planning CT.

To infer the proton range from vaporization maps, vaporization counts were
projected on the beam propagation axis, and 1D vaporization profiles were
fitted to predicted profiles. The fitted parameters were the amplitude of the
contributions from secondary particles and primary protons, and the shift
between the predicted curves and obtained vaporization map (i.e., the estimated
range shift). This method was the most performant for range estimation, both
for experiments and simulations, compared to methods where other parameters
(e.g. the Bragg peak width) are allowed to vary. However, in a clinical scenario,
not only the amplitude and position but also the shape of vaporization profiles
may differ from predicted profiles, due to e.g. range mixing induced by tissue
heterogeneities or anatomical changes. In an ideal clinical workflow, a more
complex fitting method might be required, allowing for variations of both the
proton treatment plan and the daily patient anatomy (which could be estimated
by ultrasound imaging using the same system as that used for ultrasound-based
range verification) to precisely match experimental vaporization profiles. A 3D
fit might also be more appropriate than a 1D fit to assess potential deviations
in the lateral beam profile as well.

While the present contribution was focused on the use of the developed statistical
model to predict the number of vaporization events in the Bragg peak and
assess the range verification performance, the ability to quantitatively match
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the expected vaporization event counts with predictions from a simple model
has implications for real-time in vivo dosimetry, as the delivered dose could
be estimated using information on the local density of vaporization events.
Critical requirements for in vivo dosimetry are to achieve (i) a reproducible
and/or quantifiable nanodroplet concentration and spatial distribution at the
target, and (ii) a reasonable reproducibility of the vaporization response itself.
Assessing the reproducibility, amount, and homogeneity of nanodroplet uptake in
different organs/tumors of interest should therefore be the priority of preclinical
studies. Alternatively, to compensate for inhomogeneities in nanodroplet
distribution, which are very likely in vivo, techniques allowing to quantify
the local nanodroplet concentration in vivo, through e.g. acoustic vaporization
and counting of remaining nanodroplets after proton therapy delivery, should
be explored.

7.5 Conclusion

This study presented a simple statistical model to predict the number and
spatial distribution of vaporization events induced by primary protons and
the range verification precision for a given droplet concentration and proton
dose. Even though model predictions of event counts were relatively close to
experimental counts, discrepancies higher than the expected statistical variability
were observed, especially for the smallest droplet distribution (ND-S). The
impact of temperature and of droplet-dependent parameters should be further
investigated. Another important source of discrepancy on the event counts
was related to the high proportion of vaporization events induced by nuclear
reaction products. Conversely, the high "plateau" contribution, when properly
accounted for in the fitting procedure, did not have a detrimental impact on
range estimates. Ultimately, as the vaporization probability exhibits a complex
dependence on many parameters, the most appropriate approach might consist
of using a semi-empirical model combining theoretical predictions with ad-hoc
parameters determined from a thorough experimental measurement campaign.

7.6 Appendix: Effective thickness of the acoustic
imaging plane

Ultrasound B-mode images are constructed using the time-of-flight of the
individual echoes to each individual transducer element. When a linear array
is used (i.e. all the elements lay within a single axis), only information of the
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axial and lateral position of the acoustic scatterers is preserved [251]. Thus,
all the scatterers appear compressed in a single plane, and consequently, the
information of the elevational direction is lost. This represents a problem for
quantification of the number of protons stopping in the field of view (FOV).
Indeed, the number of protons in the FOV depends on the effective thickness
of the acoustic volume, defined as the maximum distance in the elevational
direction at which a scatterer can be acoustically detected [296]. Radiation-
induced vaporization events were detected on differential images using intensity
thresholding. Since the intensity decreases with distance in the elevational
direction, the effective thickness of the FOV can be found as the maximum
distance that will result in a registered backscattered intensity above the set
threshold. This effective thickness depends on the acoustic transducer, the
acoustic properties of the vaporized droplets, and their axial position (the
lateral position can be disregarded if plane waves are used). Here, we propose
an experimental and numerical method (using field-ii [272,273]) to determine
the effective thickness of the FOV as a function of axial position and droplet
size. The method consists of four steps: (i) hydrophone measurement of the
1-way acoustic response of the linear array, (ii) fitting simulations of the 1-way
acoustic response to hydrophone measurements, (iii) simulation of the 2-way
acoustic response of the linear array, and (iv) convolution with the acoustic
response of the vaporized droplets.

First, the 1-way acoustic response of the linear array was measured. Using
the same acoustic excitation as in the experiments, the acoustic elevational
plane field was measured (figure 7.11(b1)) using a 0.2 mm needle-hydrophone
(0.2 mm, Precision Acoustics, Dorchester, UK). Furthermore, the acoustic
impulse response of the transducer elements was measured at the focus of
each individual element, assuming that acoustic diffraction was negligible. The
impulse response of all elements was averaged (figure 7.11(b2-b3)). Next, the
1-way acoustic response of the linear array was simulated using field-ii. The
geometrical properties of the array provided by the manufacturer (Verasonics,
Kirkland, USA) were used, in combination with the measured impulse response.
Importantly, the properties of the acoustic lens built in the probe are not
provided, but are critical in the geometry of the acoustic field. Thus, in
order to simulate the effect of the lens, we conducted a three parameter study
in the simulations, by modifying: the geometrical focus of the elements in
the elevational direction (Rf ), the elements height (EH), and the elements
apodization factor (Af ). In order to find the optimal set of parameters, a
least-squares fitting was performed, using both the peak-pressure and the -6dB
elevational width at each axial depth. The resulting optimal parameters were
Rf = 32 mm, EH = 5.5 mm, Af = 0.52, and the fitting is shown in figure
7.11(c), compared to the case where only the reference geometry (no lens) is
used.
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Once the simulations and experiments of the 1-way field were matched, the
2-way field could be simulated. For this, the pulse-echo response of individual
scatterers positioned at different axial depths and elevational position was
studied. The simulated RF-data was then adapted to the format and sampling
frequency in order to be beamformed using the Verasonics toolbox. This allowed
to reconstruct the intensity in the B-mode image as a function of the axial and
elevational position (figure 7.11(d1)). Since the variation in the axial position
of the events was low (σ = 5.5 mm), we used the curve at the axial position of
the proton beam axis (45 mm, figure 7.11(d2)).

Figure 7.11: a) Schematic of the acoustic volume: the acoustic width (Wac) and length
(Lac) are unequivocally defined, whereas the effective acoustic thickness (Tac,eff )
needs to be characterized. b) Hydrophone measurements: b1) 1-way acoustic field
in the elevational and axial direction, b2) time trace of acoustic impulse, and b3)
corresponding frequency spectrum. c) Comparison of the experimental and simulated
acoustic field with and without the lens modelling, for both the c1) peak pressure
and c2) -6dB width. d1) Received backscattered intensity as a function of axial and
elevational position, and d2) profile at the axial position corresponding to the proton
beam axis. e) Normalized backscattered pressure from a vaporized droplet as a function
of the size assuming linearity with radius. f) Convolution of the intensity curve as a
function of the elevational dimension and droplet size. The iso-level curves define the
effective widths for different droplet sizes assuming different intensity thresholds.

Finally, the dependence of the scattered intensity on the vaporized droplet
radius was addressed. When the acoustic frequency is much higher than the
resonance frequency of a bubble, it can be shown that the scattered pressure
is proportional to the bubble radius almost independently of the shell [297].
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With a 5.4 fold increase in radius due to vaporization [190], the bubble radius
in these measurements is in the 5-30 µm range, and since the acoustic frequency
employed was 9 MHz, linearity in the scattered intensity was assumed, yielding
the normalized backscattered intensity curve shown in figure 7.11(e). The
intensity profile as a function of the elevational position was convolved with the
intensity expected for each droplet size, giving a normalized map as a function
of elevational position and droplet size (figure 7.11(f)). The effective width of
the plane for each droplet size can be then found from the iso-intensity curves.

Note that this procedure yields a normalized backscattered intensity. The
actual beamformed intensity is necessary to define the actual effective width
for each experimental acquisition, and depends on many factors, such as the
acoustic pressure, amplification factor, attenuation, etc. In our experiments,
a statistical approach has been used, assuming that the 99% quantile of the
experimental intensity distributions corresponded to the scattered intensity of
a droplet of average radius located at the center of the acoustic plane. While
we consider this hypothesis accurate enough for the purpose of this manuscript,
more detailed strategies could be adopted if a more precise match is required.

7.7 Acknowledgments

The authors would like to thank Dr. Yosra Toumia and Prof. Gaio Paradossi
(University of Rome Tor Vergata) for their support regarding the nanodroplet
formulation, Bram Carlier (KU Leuven) for stimulating discussion, and Dr.
Kevin Souris (UCLouvain) for providing clinical proton therapy treatment plans.
The authors also thank A.A. Brouwer (ErasmusMC), R. Beurskens (Erasmus
MC), and H. den Bok (TU Delft) for their contribution to the design and
manufacturing of the experimental apparatus.



“Imagination is a form of seeing.”
Philip Pullman

8
Acoustic modulation of nanodroplet

superheat enables proton detection at
body temperature

Sophie V. Heymans∗, Gonzalo Collado-Lara∗, Marta Rovituso, Hendrik J. Vos,
Jan D’hooge, Nico de Jong, and Koen Van Den Abeele

Submitted to IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency
Control.

Superheated nanodroplet vaporization by proton radiation was recently
demonstrated, opening the door to ultrasound-based in vivo proton range
verification. However, at body temperature and physiological pressures,
perfluorobutane nanodroplets (PFB-NDs), which offer a good compromise
between stability and radiation sensitivity, are not directly sensitive to primary
protons. Instead, they are vaporized by infrequent secondary particles, which
limits the precision for range verification. The radiation-induced vaporization
threshold can be reduced by lowering the pressure in the droplet such that
nanodroplet vaporization by primary protons can occur. Here, we propose
to use an acoustic field to lower the proton sensitization threshold of PFB-
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NDs. Simultaneous proton irradiation and sonication with a 1.1 MHz focused
transducer, using increasing peak negative pressures (PNPs), were applied on
a dilution of PFB-NDs flowing in a tube, while vaporization was acoustically
monitored with a linear array. Sensitization to primary protons was achieved
at temperatures between 29 °C and 40 °C using acoustic PNPs of relatively low
amplitude (from 800 kPa to 200 kPa, respectively), while sonication alone did
not lead to ND vaporization at those PNPs. Sensitization was also measured
at the clinically relevant body temperature (i.e., 37 °C) using a PNP of 400
kPa. These findings confirm that acoustic modulation lowers the sensitization
threshold of superheated nanodroplets, enabling a direct proton response at
body temperature.

8.1 Introduction

Proton therapy is an advanced radiotherapy modality which has gained
popularity in the past decade [239]. In contrast to high energy photons, which
traverse the entire patient’s body, protons deliver most of their dose in a very
localized region, called the Bragg peak, before abruptly stopping at a position
known as the proton range [104]. The proton range can be tuned to correspond
to the tumor location [15], thus enabling to better conform the dose distribution
to the tumor and spare healthy tissues. However, the accuracy at which the
range can be determined in vivo is limited by several sources of uncertainties,
either with a physical or biological/anatomical origin [30,181]. To prevent severe
under- or over-dosages that may result from those uncertainties, safety margins
and sub-optimal beam arrangements are currently adopted, compromising the
tumor dose conformality [30,206]. Therefore, in vivo range verification is critical
to optimize the treatment precision and to allow proton therapy to reach its
full potential.

The vaporization of superheated liquids by charged particles is a promising
candidate for proton range verification. This technique was initially discovered
in the 1950s in the context of bubble chambers [108,298], and later expanded
to superheated drop detectors [113, 147]. Recently, the concept was further
extended to injectable superheated nanodroplets and proposed as a new solution
for ultrasound-based in vivo proton range verification [124]. In their liquid
form, droplets are effectively invisible to ultrasound, but protons can induce
nanodroplet vaporization through direct energy deposition, or by reactions that
produce secondary charged particles (heavy recoil nuclei, alpha particles, etc.),
turning them into echogenic microbubbles [124]. The stochastic distribution
of nanodroplet vaporization events can be then acoustically measured, using
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either offline [244] or online [256] ultrasound imaging, and related to the spatial
distribution of charged particles.

The sensitization threshold, i.e. the threshold which determines if a charged
particle can trigger droplet vaporization, to each of these particles depends both
on the density of energy deposition of the particle, called linear energy transfer
(LET) in radiation physics, and on the degree of superheat of the nanodroplet
core, which is the temperature excess above its boiling point [155]. The degree of
superheat can be tuned by the nanodroplets internal temperature and pressure,
and as it increases, nanodroplets become sensitive to lower LET particles [154].
In a proton beam and at low degrees of superheat, only high LET secondary
particles lead to nanodroplet vaporization [124,244]. While the proton range can
be indirectly inferred from the distribution of secondaries (using an approach
similar to other range verification methods such as PET [33, 182, 183] and
Prompt Gamma Imaging [37,39,285]), the precision of this method would be
reduced. Firstly, the fluence of high-LET secondary particles is two orders
of magnitude lower than that of primary protons [203], requiring a higher
droplet concentration to achieve the same number of vaporizations. Secondly,
the process to infer the range suffers from uncertainties related to the nuclear
reaction cross-sections [30, 207]. Therefore, in order to obtain a precise and
unambiguous measurement of the range, direct proton-induced nanodroplet
vaporization is desirable.

One of the most common superheated liquids used to produce nanodroplets is
perfluorobutane (PFB, C4F10, boiling temperature of −2 °C at 1 atmosphere).
Perfluorocarbons are biocompatible [299], and numerous studies have reported
a good in vivo stability of coated PFB nanodroplets [122,287,288,300], making
this liquid core a good candidate for clinical translation. Unfortunately, the
degree of superheat of PFB is below the sensitization threshold for protons at
the physiological temperature of 37 °C [244]. Previously, the degree of superheat
of bubble chambers and superheated drop detectors was tuned by modifying
the ambient temperature [151, 153], the static ambient pressure [150], or by
using superheated liquids with different boiling temperatures [114,149]. While
the first two options are unfeasible in an in vivo application, the last option
also suffers from several limitations. On the one hand, most of the superheated
liquids used in in vitro detectors might not be biocompatible [67]. On the other
hand, the lower molecular weight perfluorocarbon, namely perfluoropropane
(C3F8, boiling temperature of −37 °C), (i) has a reduced stability due to a
higher dissolution rate [119,287], and (ii) is expected to lead to a large number
of spontaneous vaporization events as the limit of superheat of perfluoropropane
is very close to the physiological temperature [119,123,204,287]. Thus, for in
vivo range verification, a different approach to achieve direct vaporization of
PFB nanodroplets by protons is preferred.
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In the context of sono-photoacoustic imaging, the simultaneous use of
ultrasound and pulsed laser radiation was shown to facilitate the vaporization
of nanodroplets coated with optical absorbers [301–303]. The sensitization
threshold was reduced by the rarefactional phase of the acoustic wave compared
to scenarios where ultrasound or pulsed laser illumination was used alone. Here,
we propose a similar approach, in which an acoustic wave is used to dynamically
increase and decrease the nanodroplets degree of superheat during proton
irradiation, reducing the energy required to trigger proton-induced vaporization
during the rarefactional phase of the acoustic wave. Based on the homogeneous
nucleation theory, we hypothesized that acoustic modulation would allow PFB
nanodroplet vaporization by protons at 37 °C, enabling direct in vivo proton
range verification. In this study, we used an acoustic imaging platform to detect
nanodroplet vaporization during proton irradiation in combination with a low-
frequency acoustic modulation field, covering a range of acoustic amplitudes, at
different temperatures. This allowed to demonstrate the feasibility of acoustic
modulation and to estimate the range of negative pressures which enable proton
sensitization at each temperature, including the physiological case (i.e. 37 °C).

8.2 Materials and Methods

8.2.1 Nanodroplet formulation

Perfluorobutane nanodroplets with a polyvinyl alcohol shell (PVA-PFB) were
prepared according to the protocol detailed in [244]. The intensity-weighted
mean diameter of the nanodroplets, measured by Dynamic Light Scattering,
was 842 nm ± 12 nm, with a polydispersity index of 0.25 [244]. Nanodroplets
were stored at 4 °C and used within 4 days post preparation.

8.2.2 Acoustic modulation transducer

In order to achieve a quasi-static pressure modulation with respect to the time
scales of radiation-induced vaporization, a 1.1 MHz acoustic frequency was used.
The quarter period of MHz waves is several orders of magnitude longer than
the time necessary for an ion to nucleate a critical embryo, which was estimated
to be in the order of tens of picoseconds [108]. This low frequency also ensures
a relatively uniform pressure distribution within the droplet, whereas higher
frequencies would lead to unwanted effects such as droplet resonance [173] or
acoustic focusing [172]. A custom-made high-intensity focused transducer was
used (center frequency 1.1 MHz), built from a spherically-focused PZT element
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(48 mm, Meggit Ferroperm, Coventry, UK) and air-backed to ensure a high
transmission efficiency. The steady-state pressure field (figure 8.7) and peak
negative pressure (PNP) at focus were characterized using a calibrated needle
hydrophone (0.2 mm, Precision Acoustics, Dorchester, UK), while driving the
transducer with a 30-cycles sine wave. The acoustic focus was located at 48 mm,
and the -6 dB length and width at focus were 15 mm and 1.8 mm, respectively.

8.2.3 Experimental setup

Proton irradiation experiments were carried out at the research beam line of
the Holland Proton Therapy Center (Delft, the Netherlands). The beam line
provides a continuous horizontal pencil beam, with clinical settings (proton
energies ranging from 70 to 250 MeV and beam intensities from 1 to 800 nA
at beam extraction). A clinically-relevant beam energy of 158 MeV was used
for the current experiments (corresponding to a range in water of 17 cm). A
water tank equipped with resistive heaters and a temperature control unit was
positioned with its entrance wall located at the isocenter (i.e. the reference
point in the proton beam path) (figure 8.1(a)). The irradiation target was a
cellulose tube (6 mm diameter, 75 µm wall thickness, Serva, Heidelberg, DE),
in which a nanodroplet solution was flowing. The tube was positioned vertically
and perpendicular to the proton beam direction. To ensure inflation of the
cellulose tube, a moderate overpressure (0.36 bar) was achieved by connecting
a 30G needle to the tube outlet. In order to avoid variations in overpressure
with temperature, the outlet of the tube was cooled down in a water reservoir
at room temperature (not drawn in figure 8.1(a)).

The modulation transducer was located inside the water tank, at the same
height as the proton beam axis, and focused at the center of the cellulose tube.
The transducer was driven with signals generated by an arbitrary waveform
generator (AWG) (ww2571a, Tabor Electronics, Nesher, IL) and amplified by
53 dB (150A100B, Amplifier Research, Sourdeton, USA). An L12-5 linear array
was used to image the tube and capture nanodroplet vaporization events. The
linear array was fixed outside the water tank and connected to a Vantage 256
system (Verasonics, Kirkland, USA). Acoustic coupling was ensured by a 20
µm-thin polyester window attached to the wall of the water tank. The linear
array was positioned parallel to the tube, providing a long axis cross-sectional
image in the flow direction. In order to co-align the modulation transducer
and the linear array, the tube was temporarily replaced with a 1 mm diameter
steel rod fixed at the location corresponding to the center of the tube and the
pulse-echo signals of both acoustic probes were maximized.

In order to reduce unwanted vaporization events owing to high-LET particles,
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Figure 8.1: (a) Schematic diagram of the setup (top view). The proton beam,
modulation transducer, and linear array were co-aligned to the target tube in which
nanodroplets were flowing. (b) Position of the cellulose tube with respect to the
stopping distribution of charged particles. The tube area is shown together with the
-6dB elevational plane thickness of the L12-5 probe.

the center of the tube was positioned at the wake of the proton stopping
distribution (figure 8.1(b)). Indeed, the fluence of high-LET secondaries drops
proximal to the primary proton fluence due to the Coulomb barrier [4]. While
this choice of tube position also led to a reduction in the number of stopping
protons, the ratio of primary protons to secondary particles increased by one
order of magnitude. The exact position of the tube with respect to the proton
range was measured independently using the technique presented in [256], and
the tube was found to be located 6.1 mm behind the position at which 50% of
the primary protons have stopped (i.e., the proton range).
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8.2.4 Acoustic modulation experiment

Nanodroplet dilutions were prepared by mixing 800 µl of native suspension with
60 ml of Milli-Q water. The dilution was driven through the tube at 1.8 ml/min
using a syringe pump (AL-1000, World Precision Instruments, Sarasota, USA)
and irradiated with a proton flux of 2.22× 108 protons/s at the center of the
tube (400 nA beam current at extraction). The water tank was heated to 50 °C
and allowed to reach gas equilibrium overnight. During the experiments, the
heating system was turned off and proton-induced nanodroplet vaporization was
monitored during cooling down, while a magnetic stirrer kept the temperature
homogeneous inside the tank. A thermal infrared (IR) camera (i7, FLIR,
Wilsonville, USA) facing the cellulose tube recorded the temperature. The
nanodroplet solution was refreshed every 20 to 30 min to compensate for any
decay in droplet concentration. This resulted in the solution being refreshed
before the measurements at 43 °C, 39 °C, and 35 °C.

Two different sets of recordings were acquired, depending on whether the
temperature was above or below the proton sensitization threshold for the
nanodroplets used:
1) Sensitivity to protons at ambient conditions:
First, the temperature at which the droplets lost sensitivity to protons at
ambient pressure was determined. Acoustic recordings were performed during
proton irradiation, without acoustic modulation, at different temperatures
during cooling down of the water tank.
2) Acoustically-induced sensitivity to protons:
Once a drastic decrease of the number of vaporization events during proton
irradiation was observed, we concluded that the temperature was below the
sensitization threshold to protons. Consequently, the sensitization in the
presence of an acoustic modulation field was studied. Acoustic recordings
with and without acoustic modulation and proton irradiation were performed
at different temperatures, during cooling down of the water tank.

8.2.5 Ultrasound sequence

The acoustic modulation and ultrasound imaging sequences are depicted in figure
8.2(a). Interferences between the modulation field and the monitoring sequences
were avoided during the experiments by introducing a delay between the imaging
sequence and modulation pulse. The acoustic modulation transducer was
triggered by the Vantage system 40 µs after each image acquisition with the L12-
5 array (8.9 MHz, plane waves, 0°angle). Effectively, each acquired image showed
the effect of the previous modulation pulse. Long pulses (910 µs) at 1.1 MHz
were used for acoustic modulation; such long pulses were chosen to maximize the
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chance that a proton stops in a droplet while located in the rarefactional phase
of the modulation beam. The pulse repetition frequency (PRF) for a single
sequence (modulation + imaging) was 800 Hz. For each acquisition, 10 different
pressures were investigated, starting from 0 to 900 kPa PNP, and 200 pulses
were sent for each pressure step, leading to a total acquisition time of 2.5 seconds.
The irradiation was always started before the ultrasound acquisition sequence
and stopped once the acquisition was finished, providing a continuous proton
beam during the whole sequence. For each temperature, three acquisitions
were performed: (i) proton irradiation, no acoustic modulation, (ii) proton
irradiation and simultaneous acoustic modulation, and (iii) acoustic modulation
alone, without proton irradiation.

Figure 8.2: (a) Timeline of the acoustic modulation experiments. (b) Example of a
B-mode image of the tube at the start (left) and end (right) of an acquisition. The
bright spots at the center of the tube are vaporized nanodroplets.
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8.2.6 Data processing

The radiofrequency data recorded with the Vantage system was stored to a disk
and processed offline. First, B-mode images were reconstructed using the built-in
Verasonics beamformer (figure 8.2(b)). Then, two regions of interest (ROI) were
defined, one comprising the intersection of the proton beam cross section and
the tube, and the other marking the -6dB limits of the acoustic modulation field.
The boundaries of the first ROI were marked as the high vaporization density
area on ultrasound recordings at 50 °C during proton irradiation. In order
to determine the boundaries of the second ROI, the focus of the modulation
field within the B-mode images was located using an acquisition in which the
delay between the acoustic modulation and imaging pulses was removed. In
this acquisition, the acoustic modulation field led to a change in the medium
acoustic impedance which increased the backscatter intensity. The weighted
centroids of the bright regions were used to locate the focus position in the
lateral direction (figure 8.8), and the -6dB width measured with the hydrophone
was then added.

Vaporization events in the ROI were measured and localized using the same
principles as in [77]. Briefly, the frames were zero-phase filtered in slow time
using a Butterworth high-pass filter (order 10, 300 Hz cut-off frequency, 25%
pass-bandwidth). This step aimed at removing the slow changes in intensity
between frames, only retaining the fast changes due to nanodroplet vaporization.
Then, any image region whose intensity exceeded a given threshold, defined
above the noise level in the frames without events, was localized and counted
as a vaporization event. Finally, the vaporization counts were compared at
different temperatures, in the presence and absence of acoustic modulation and
proton irradiation.

8.3 Results

8.3.1 Sensitivity to protons at ambient conditions

figure 8.3(a) shows the vaporization events distribution as a function of the
lateral position in the tube and recording time for different relevant temperatures
in the absence of acoustic modulation. We chose such representation -where the
axial positions of the events inside the tube are stacked- to make more compact
graphs, as the axial distribution of vaporization events was not relevant for this
study. Each yellow dot represents an individual event. Since the beam spot
size in the lateral direction (13.3 mm FWHM) covered most of the ultrasound
field of view (20 mm), the counts were distributed within the region of interest.
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The total number of counts (figure 8.3(b)) was used as an indication of the
sensitivity to protons at ambient conditions. The counts peaked at the highest
investigated temperature (50 °C), and decreased with the temperature of the
medium. This decreasing trend continued until the counts flattened below 43 °C.
At this point, very few counts were measured (between 40 and 230 events during
the 2.5 s recording), thus sensitivity to primary protons was assumed to be
lost. Note that the 2D spatial distributions of vaporization events for the entire
temperature range are shown in figure 8.9.

Figure 8.3: (a) Vaporization maps during proton irradiation without acoustic
modulation as a function of lateral position and time within the ROI for different
temperatures. All axial positions within the ROI are included. (b) Total number of
counts for recordings with proton irradiation only (no acoustic modulation) for all
recorded temperatures.
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8.3.2 Acoustically modulated sensitivity to protons

When nanodroplet vaporization by protons was no longer observed at ambient
conditions, the use of acoustic modulation to restore sensitivity to protons was
investigated. The role of acoustic droplet vaporization (ADV) was also assessed
during a second acquisition performed using the same acoustic modulation
sequence but without proton irradiation. Figure 8.4 displays vaporization events
again, but the vertical axis now represents the steps in acoustic modulation
PNP. Each graph shows the data for one temperature. The full 2D spatial
distribution of vaporization events in the tube, for all pressure steps, is presented
in figure 8.10. Blue dots in figure 8.4 represent the vaporization events during
proton irradiation with simultaneous acoustic modulation, while black dots
represent the vaporization events for acoustic modulation alone (no irradiation).
In the absence of acoustic modulation (0 kPa), the vaporization counts were
negligible. A similar vaporization rate was observed until the PNP exceeded
a certain threshold, which increased with decreasing temperatures. At low
PNP, vaporization started at the acoustic modulation focus, represented by the
two red dashed lines in figure 8.4. A further increase in modulation pressure
amplitude resulted in a larger area where vaporization occurred. For all tested
temperatures, the pressure at which vaporization occurred when the acoustic
field was applied during proton irradiation was much lower than when the
acoustic field was used alone (more than 500 kPa lower at the temperatures at
which ADV was observed), thus showing a pressure range where vaporization
events were induced by the combination of acoustic modulation and proton
irradiation.

Figure 8.4: Vaporization maps within the region of interest as a function of lateral
position and acoustic pressure for different temperatures at which the droplets were
not initially sensitive to protons. All axial positions within the ROI are included.
The blue dots represent the counts during simultaneous proton irradiation and
acoustic modulation, whereas the black dots correspond to acquisitions without
proton irradiation (pure acoustic droplet vaporization due to the modulation field).
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Figure 8.5: Number of vaporization events during simultaneous proton irradiation and
acoustic modulation after completing each pressure step for different temperatures.
The horizontal dashed-dotted line represents the sensitization threshold defined as
250 events. Note that the acoustic PNP was increased by discrete steps of 100 kPa;
the lines between individual points only aim at guiding the eye.

The number of counts at each pressure step is shown in figure 8.5. A threshold at
250 counts was used to estimate the sensitization pressure. Near this threshold
value, an increase in the slope of the count curves can be observed for all
temperatures, and after the threshold, the counts increased at each pressure
step. In addition, the counts at each pressure decreased with temperature,
except for 35 °C. Note that the nanodroplets solution was replenished just
before the acquisition at this temperature. The PNP threshold varied between
200 kPa at 40.5 °C and 800 kPa at 29 °C, with 400 kPa at 37 °C.

8.4 Discussion

In this study, we have investigated the use of an acoustic modulation field
to lower the radiation-induced vaporization threshold of PFB nanodroplets,
in order to achieve direct sensitivity to protons. At ambient pressure (1.36
bar in our experiment), proton-induced vaporization events were observed
at elevated temperatures (50 °C) and their number gradually decreased with
temperature, until sensitivity to protons was lost between 43 and 41 °C. These
observations are in agreement with previous findings for superheated drop
detectors, which showed a smooth, sigmoidal sensitization to charged particles,
rather than a steep change in vaporization count [151,154]. We attribute the
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few residual vaporization counts observed for irradiations at temperatures below
41 °C to vaporizations due to high LET secondary particles. A low-frequency
acoustic field was then applied during proton irradiation, enabling proton-
induced vaporization at acoustic PNPs ranging from 200 kPa (40.5 °C) to 800
kPa (29 °C), well below the Acoustic Droplet Vaporization threshold. The use
of an acoustic modulation field thus sensitized the nanodroplets to protons
at temperatures for which, at ambient pressure, such nanodroplets would be
vaporized by higher LET secondaries only [244]. While the energy sources differ,
these observations are similar to findings reported for sono-photoacoustics,
where nanodroplet vaporization was facilitated by the combination of laser
heating of nanodroplets coated with a plasmonic absorber and the rarefactional
pressure from an acoustic wave [301,302].

We hypothesize that a transient increase in the nanodroplet degree of superheat
during the rarefactional phases of the pulse is the mechanism leading to proton
sensitization. Charged particles trigger the vaporization of superheated droplets
through homogeneous nucleation. In this context, the energy deposited by the
charged particle in the superheated liquid must exceed the energy required to
create a critical embryo, and must be deposited within a distance comparable
to the critical embryo size, as described by the thermal spike theory [108,113].
This condition is mathematically expressed as:

〈dE
dx
〉Leff ≥

Wtot

aRc
(8.1)

where 〈dEdx 〉Leff is the ion track-averaged LET, Wtot is the critical embryo
nucleation energy, Rc is the critical radius, a is known as the nucleation
parameter, and the product of a by Rc defines the effective length Leff . Wtot

and Rc can be calculated from the thermodynamic properties of the superheated
liquid [113, 124]. The nucleation parameter, a, is an empirical constant for
which values between 2 and 12 have been reported depending on the radiation
type [113,146,154]. The ratio Wtot/(aRc) represents the LET threshold, which
decreases with increasing degree of superheat. A decrease of the pressure inside
the superheated liquid leads to a lower boiling temperature, and consequently
an increased degree of superheat. During the rarefactional phase of an acoustic
wave, the LET threshold is reduced compared to its value at ambient conditions,
and could thus reach values below the maximum LET of protons, allowing the
latter to vaporize nanodroplets.

The sensitization thresholds reported in this study were defined based on
the vaporization counts. Importantly, three conditions are required for the
counting method to accurately quantify the number of vaporization events:
vaporizations are sparse; microbubbles do not subsequently disappear; and
flowing bubbles do not enter or leave the imaging plane. Due to limitations
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of the experimental setup used in our study, these conditions could not be
entirely satisfied, as a large density of vaporization events was observed at high
pressures, and some of the resulting microbubbles flowed in and out of the
ultrasound field of view, likely resulting in an overestimation of vaporization
events. However, we do not expect these limitations to significantly affect
the sensitization threshold detection, as it is associated with low vaporization
counts. A threshold corresponding to 250 vaporization counts was chosen as
it qualitatively matches with a change in the slope of the count curves (figure
8.5). The measured sensitization thresholds were compared to theoretical values
obtained by applying the thermal spike theory. First, the experimental proton
sensitization curve at the ambient pressure (1.36 bar, figure 8.3(b)) was used
to estimate the nucleation parameter. The theoretical peak proton LET in
PFB is 74.5 keV/µm [304]. Since sensitization occurred between 41 °C and
43 °C, the nucleation parameter had an upper and lower limit of 3.4 and 2.9,
close to values previously reported in the literature for protons (i.e. a=2.1-
2.9) [113, 149]. Then, the theoretical LET threshold was determined as a
function of temperature and acoustic pressure (figure 8.6), assuming that the
acoustic pressure is added quasi-statically to the ambient pressure. The blue
region represents the theoretical sensitization threshold to protons for nucleation
parameters between the limits reported above. The theoretical prediction is
compared to the experimental values, shown as black markers. Importantly, the
uncertainties affecting these thresholds should be assessed. Thermal heating due
to ultrasound was estimated to be <0.01 °C during an acquisition, and therefore,
was assumed to be negligible. However, the large pressure increments used (100
kPa) and the hydrophone calibration uncertainty (2σ ≈ 15% of PNP) must
be taken into account. Thus, uncertainties of ±50 kPa and ±15% were added
to the experimental points. Since the effective time interval during which the
actual peak pressure is reached is negligible, the RMS pressure (reached during
50% of the rarefactional phase) is reported instead. Linear fits of the upper
and lower limits of the experimental values were used to define the boundaries
of the uncertainty region. The experimentally-determined acoustic pressures
required for proton sensitization exceed the values predicted by the thermal
spike theory, and the mismatch increases as the temperature decreases. In all
cases, the differences are larger than the estimated uncertainties.

The discrepancy between theory and experiments could be due to limitations
both in the model and in the sensitivity of the method. The thermal spike model
used to estimate the effect of the acoustic modulation field is static, neglecting
dynamic effects, such as the radial oscillations that the acoustic modulation wave
induces to a vapor embryo. These could result in shrinkage and disappearance
of the embryo during the consecutive compressional phase [172, 305]. Such
an effect would be highly frequency-dependent and would raise the acoustic
pressure needed for vaporization, in comparison to a static change in ambient
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Figure 8.6: Vaporization LET threshold as a function of temperature and pressure
inside the droplet. The blue region represents the theoretical sensitization curve
assuming a quasi-static effect of the acoustic pressure. The black markers are the
values obtained experimentally, including the uncertainty associated with the 100 kPa
pressure steps and hydrophone measurement.

pressure assumed by the model. Moreover, the thermal spike model was
shown to deviate from experimental observations, especially at low degrees of
superheat [150,154], and does neither account for the additional energy required
to expand the viscoelastic shell during vaporization, nor for the effect of the
Laplace pressure. Regarding the sensitivity of the method employed in this
study, the number of vaporization counts depends on the probability for a droplet
to be simultaneously exposed to the PNP of the modulation wave and traversed
by a proton at the end of its range. Spatially, the calibrated PNPs are only
reached in a confined spot, and the effective width of the acoustic sensitization
region grows together with the applied pressure, increasing the vaporization
probability. This is observed in figure 8.4, as initially the vaporization region
was confined to a small area near the transducer focus, and increased with the
applied acoustic pressure. Temporally, the vaporization probability increases
with the effective time during which the rarefactional pressure is lower than
the sensitization threshold. Once the proton sensitization threshold is reached,
the proton-induced vaporization probability also increases with the degree of
superheat [151, 154]. For these three reasons (spatial uniformity of the pressure
field, temporal variation of the pressure, and effect of the degree of superheat),
the number of vaporization events are expected to increase with increasing PNP
above the sensitization threshold. This might have led to an overestimation
in the reported sensitization threshold values. Consequently, the sensitization
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thresholds shown in figure 8.6 should be interpreted as a trend rather than an
accurate assessment of the required acoustic pressure for proton sensitization.
While this study shows the feasibility of modulating the nanodroplets degree of
superheat with a focused acoustic pressure field, the precise proton sensitization
threshold should be determined in future studies. Ideally, a spatially-uniform
modulation field would be used, and longer recordings should be acquired for
each modulation PNP, allowing a relevant statistical analysis and preventing
the need to define an arbitrary value (e.g., 250 vaporization event counts) to
determine the sensitization threshold. Here, a center frequency of 1.1 MHz was
used to modulate the pressure, but the temporal behavior of the field could play
an important role. The effect of the driving frequency is an important point for
future studies.

The PNPs necessary for ADV were much higher than the PNPs necessary for
proton sensitization at all investigated temperatures, as seen in figure 8.4. In
recordings made using acoustic modulation alone, ADV was mostly observed
at 40.5 °C for PNPs above 800 kPa, while only very few vaporization events
were recorded for lower temperatures within the investigated PNPs (0-900
kPa). A wide range of ADV thresholds have been reported in the literature for
PFB nanodroplets, ranging from 1.2 to 3.5 MPa at 37 °C [122, 126, 306–308].
Such a large variation reflects the dependence of the ADV threshold on the
ambient conditions, the acoustic pulse, and the droplet size, composition and
concentration. A recent study investigated the effect of most of these parameters
on the ADV threshold of PFB nanodroplets, showing that it decreases with
increasing pulse length, PRF, temperature, droplet size and concentration, and
with decreasing frequency [126]. Our study employed long pulses (1000 cycles),
high PRF (800 Hz), and a high droplet concentration, together with a low
ultrasound (US) frequency (1.1 MHz), which could explain the relatively low
pressure (800 kPa) at which the onset of ADV was observed at 40.5 °C.

We envision that acoustic modulation could enable proton-induced vaporization
of PFB nanodroplets for in vivo range verification and dosimetry. Although
indirect nanodroplet vaporization induced by secondary particles at physiological
temperature could be used [124, 244], such an approach suffers from severe
constraints. The presented technique allows direct proton detection while
employing the popular PFB liquid as the nanodroplet core. The threshold
PNP for proton-induced nanodroplet vaporization at 37 °C was as low as
400 kPa, which means that proton sensitization could be achieved in vivo
with a mechanical index of 0.29, well below the values that might lead to
harmful bioeffects. Furthermore, this acoustic pressure can be easily achieved
by commercial imaging arrays, which could be used both for acoustic modulation
(ideally using a spatially-uniform pressure field, so that no prior knowledge
about the proton range would be required) and imaging, reducing the setup



CONCLUSION 179

complexity. In the present proof-of-concept study, a continuous proton beam
was used together with an acoustic modulation field with a long pulse length
and a high PRF (1000 cycles, 800 Hz), to maximize the effective time during
which nanodroplets were simultaneously exposed to protons and ultrasound.
These long pulses did not lead to a temperature increase in water during
this experiment; however, tissue heating should be prevented in physiological
applications. Therefore, although the acoustic modulation approach is suitable
for all proton therapy systems, in our opinion, the optimal clinical translation
would be achieved for proton accelerators delivering a pulsed proton beam. In
such a scenario, acoustic modulation can be applied for the duration of the
proton spill, allowing a relatively short pulse length, while using the time in
between proton bursts to image and localize nanodroplet vaporization events.

8.5 Conclusion

This manuscript reports on the feasibility of achieving direct vaporization of
PFB nanodroplets by protons at physiological temperature by combining proton
irradiation with a dynamic pressure modulation using an acoustic field. PVA-
PFB nanodroplets flowing in a tube were simultaneously irradiated with a proton
beam and sonicated with acoustic waves of increasing pressure amplitudes, while
nanodroplet vaporization was monitored by an ultrasound array positioned
parallel to the tube. Proton-induced nanodroplet vaporization was observed
at temperatures below the sensitization temperature corresponding to ambient
pressure conditions and using acoustic pressures below the ADV threshold. We
attribute this effect to an increase of the nanodroplets degree of superheat
during the rarefactional phase of the ultrasound wave, hence lowering the
radiation-induced vaporization threshold. Importantly, the required PNP at
37 °C for proton sensitization was low (400 kPa), which suggests that acoustic
modulation could be implemented clinically to enable in vivo proton range
verification and dosimetry with the popular PFB nanodroplets.
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8.7 Supplementary materials

Figure 8.7: Peak negative pressure map of the 1.1 MHz acoustic modulation transducer.

Figure 8.8: B-mode acquisition of the tube cross-section during acoustic modulation,
with no delay between the imaging and modulation pulses, for alignment purposes.
Two regions of interest (ROI) were defined: the vaporization region (red solid line),
where the proton beam crosses the tube, and the acoustic modulation focus (red
dash-dotted line). The center line of the modulation field was found from the weighted
centroid of the modulation regions (yellow solid line). The white arrows correspond to
the -6dB width of the beam, which were added at the two points where the center line
crossed the vaporization region to create the acoustic modulation focus region. This
accounts for the fact that the field was oblique with respect to the tube, including
every lateral position where the pressure was above -6dB.
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Figure 8.9: Vaporization maps obtained at all tested temperatures during proton
irradiation, in the absence of acoustic modulation. The vaporization events shown are
cumulated over the entire recording time (2.5 s).
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Figure 8.10: Spatial distribution of vaporization events in the tube, for all applied
PNPs and for the five tested temperatures. The horizontal axis is the lateral ultrasound
axis (parallel to the tube), while the vertical axis is the axial ultrasound axis. The blue
dots represent counts during simultaneous proton irradiation and acoustic modulation,
while the black dots correspond to acquisitions with acoustic modulation alone.
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While the previous chapters have been devoted to the characterization of
nanodroplet vaporization in a proton beam, investigating the nanodroplet
response to a photon beam is also of interest. Indeed, the vast majority of
cancer patients prescribed with radiotherapy are treated using conventional
external beam radiotherapy (EBRT), particularly because proton therapy
is much more expensive and less common, and only a handful of clinical
indications will be reimbursed for proton therapy. EBRT typically consists
in delivering high energy photons (or electrons) using linear accelerators. To
achieve high tumour conformity while maintaining minimal healthy tissue
exposure, treatment delivery systems are becoming increasingly complex and
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very sharp dose gradients are used. Therefore, there is a growing need for
in vivo patient dosimetry during conventional radiotherapy delivery. In this
chapter, we study the nanodroplet response to a radiotherapeutic photon beam,
using online ultrasound imaging as a means to monitor single radiation-induced
vaporization events.

9.1 Introduction

Radiotherapy is, together with chemotherapy and surgery, a crucial weapon
in the fight against cancer, as more than 50% of all cancer patients receive
radiotherapy as part of their treatment [8]. Even though radiotherapy can
be delivered with different modalities (photon, electron, proton or heavy ion
beams, or using implanted radioactive sources in brachytherapy), megavoltage
(MV) external beam radiotherapy delivering photons is by far the most common.
The objective of radiotherapy is to kill tumoral cells through DNA damage
induced by radiation exposure, while keeping the exposure of organs at risk
(OAR) and healthy tissues to a minimum, thereby maximizing the therapeutic
efficacy. Traditionally, radiotherapy was delivered using only a few gantry
angles and fixed collimators, but in the past 20-30 years, advances in beam
delivery techniques and computerised treatment planning enabled the adoption
of increasingly complex geometric (3D conformal radiotherapy) and intensity-
modulated field shapes to optimize the conformity to the target (IMRT, Intensity
Modulated Radiotherapy, VMAT, Volumetric Modulated Arc Therapy) [3]. This
improvement of the spatial distribution of the delivered dose also opened the door
for dose escalation at the tumour site while maintaining an acceptable healthy
tissue exposure. Consequently, moderately hypofractionated radiotherapy,
characterized by a higher dose per fraction (2-4 Gy) and a lower total number
of fractions, is becoming increasingly popular, and its adoption is ongoing for
some very common malignancies, such as prostate or breast cancer [309–311].
Clinical trials are also being conducted for extreme hypofractionation (6-30 Gy
dose per fraction, delivered in five or fewer fractions [3]), for which a higher
dose escalation is made possible by the use of stereotactic body radiotherapy
(SBRT) [312,313].

Although this current trend towards very steep dose gradients and tumour dose
escalation has clear economical (shortening of the total treatment time) and
clinical gains, it needs to be accompanied by strengthened quality assurance
(QA) and patient-specific verification protocols, as deviations in treatment
delivery can result in tumour miss or unacceptable radiation dose to healthy
tissues or OAR [20]. Those deviations can arise from numerous sources, such as
machine calibration, treatment planning, plan transfer, and patient positioning
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errors (due to misalignment, motion, or anatomical changes) [20]. Despite the
very thorough implementation of pretreatment QA procedures, radiotherapy
accidents have led to numerous deaths and radiation overdoses [314–316].
The use of in vivo dosimetry techniques (defined as "the measurement of
the radiation dose received by the patient during treatment, as opposed
to ex vivo dosimetry" [20]) can act as the final barrier to detect errors in
treatment delivery, and would detect errors otherwise unnoticed by pretreatment
verification [21,22]. Additionally, measuring the dose distribution in vivo would
provide clinicians with a (potentially real-time) feedback on the treatment
delivery, and could facilitate the adoption of adaptive radiotherapy [23]. In vivo
dosimetry would also be valuable for the validation and clinical implementation
of new radiotherapy techniques [20]. Despite being recommended by several
national and international (IAEA, WHO) organizations and societies [20], the
routine use of in vivo dosimetry is not widespread [23,317], and is often limited
to a few fractions and point/surface measurements.

The in vivo delivered dose can be verified using different types of passive
(thermoluminescent dosimeters, optically stimulated luminescent dosimeters)
or real-time (silicon diodes, plastic scintillation detectors, MOSFETs) point
detectors, either located on the patient’s skin (to measure the entrance or exit
dose), implanted, or inserted in natural orifices [14,20, 23]. Those detectors are
typically used at most for a few fractions, as their use is workflow intensive and,
in some cases, can impact the dose distribution [23, 318, 319]. Moreover, the
added value of such point measurements for IMRT and VMAT treatments, with
high dose gradients, is very limited [8], and detector mispositioning can lead
to significant uncertainties [23]. Apart from point detectors, radiographic or
radiochromic films can also provide 2D entrance or exit dose measurements [20].
Modern radiotherapy treatment plans, such as VMAT, IMRT or SBRT, are
typically verified using in vivo dosimetry based on Electronic Portal Imaging
Devices (EPID), as those can be used to infer 2D or 3D patient dose distributions
from transmission measurements of the therapeutic beam [14]. EPIDs consist
of an amorphous silicon flat panel located on the gantry, facing the linac head,
and are available on most modern linear accelerators. Therefore, EPIDs can be
used to acquire MV portal images in real-time during treatment delivery. The
reconstruction of the delivered dose to the patient from EPID images can be
performed with specific software tools [8]. A prediction of the portal dose images
can be derived from the planning CT, by means of a physics model, and can be
compared to the portal dose images acquired during treatment [20]. However, the
information provided by this method cannot be straightforwardly converted to
relevant metrics for clinicians (e.g., dose volume histograms) [23]. Alternatively,
back-projections algorithms have been developed to fully reconstruct the 3D
delivered dose distribution, based on dose calculation engines and a patient model
using either the planning CT or a megavoltage cone beam CT (MV-CBCT) scan
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acquired on the day of the treatment [320]. While the clinical implementation
of those methods is currently performed offline, in vivo dosimetry can also
be achieved in real-time (i.e., faster than the EPID frame rate), allowing to
interrupt the treatment before a significant overdose has been reached [24,25]. A
recent study demonstrated the possibility to account for intra-fractional motion
by performing 4D in vivo dosimetry using a model-based reconstruction of
the 4D patient dose from 4D-CT data [321] (which assumes, however, that
the breathing/motion pattern is perfectly reproducible). As an alternative to
EPID based in vivo dosimetry, the detection of the acoustic waves induced
by pulsed radiation beams through the photoacoustic effect was proposed [26].
The potential of X-ray Acoustic Computed Tomography (XACT) for in vivo
dosimetry was demonstrated in water [27] and soft tissue [322] phantoms, and
further backed by a recent simulation study [323] and in vivo evaluation in a
rabbit liver model [28]. While XACT is attractive as it can be combined with
real-time ultrasound imaging of the tumour motion, its clinical translation faces
several challenges such as the low signal-to-noise ratio (SNR) of acoustic signals
and the need for specific low frequency ultrasound transducers [40].

In the context of the FET-Open Amphora project, the potential of injectable
superheated nanodroplets to perform in vivo proton range verification and
dosimetry was recently demonstrated in previous chapters [124,244,256]. When
their liquid core is traversed by a charged particle with a sufficient linear
energy transfer (LET, i.e. density of energy deposition), those nanodroplets
can vaporize into echogenic microbubble contrast agents, easily detectable by
ultrasound imaging. Nanodroplets can be synthesized to be sufficiently small to
extravasate [68], and can be functionalized by attaching specific ligands to their
lipidic or polymeric shell, enabling molecular imaging of different pathologies
involving inflammatory processes (e.g. atherosclerosis, inflammatory bowel
disease) or angiogenesis (cancer) [189, 281, 324]. If dense and homogeneous
nanodroplet distributions can be achieved in (and around) the tumour, the use
of volumetric ultrasound imaging would provide a direct (online or offline) in situ
3D-4D measurement of the delivered radiation dose in vivo, contrarily to EPID-
based methods, which rely on models. Moreover, the ultrasound acquisition
of dosimetric and anatomical information could be performed simultaneously,
allowing to overlay dosimetric maps on intrafractional images (thus enabling
real-time tumour tracking, similarly to XACT). The soft tissue contrast would
be improved on ultrasound images compared to MV imaging [3], which could be
beneficial for certain tumour sites in the abdominal or pelvic region. Contrarily
to XACT, the use of ultrasound contrast agents ensures a high SNR, and
in vivo dosimetry could be performed with conventional ultrasound imaging
probes. Finally, as nanodroplets can be used for molecular imaging, such an in
vivo dosimetry system could also facilitate the adoption of biologically guided
radiation therapy (BGRT) strategies [20].
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Since photons are not charged particles, nanodroplet vaporization is expected to
be induced by secondary electrons (created by photon interactions such as the
photoelectric effect, Compton scattering, and pair production [3]) rather than
by the primary photon beam. For high photon energies (> 10 MeV [3, 325]),
photodisintegration can also lead to vaporization by the resulting high-LET
heavy particles, and produces secondary neutrons which can also trigger nuclear
reactions. A proof-of-concept study with PVA-PFB nanodroplets showed that
at physiological temperature, the majority of the nanodroplet population is
insensitive to photons, as their degree of superheat is not sufficient to allow
vaporization by low LET particles [290] (see the lack of radiation response in
figure 9.1(b), evidenced by a low bubble density in B-mode images). In the
same experimental study, we also investigated the influence of the beam energy
on the radiation response, and found that high-LET particles generated by
secondary neutrons can induce nanodroplet vaporization, as shown in figure
9.1(e), where nanodroplet vaporization was observed for phantoms irradiated
with 15 MV photons (figure 9.1(d)) but not for phantoms irradiated with 6
MV photons (figure 9.1(b)), which is below the energy threshold for neutron
generation. However, both the absolute contribution of those particles to the
total dose (0.1 to 20.4 mSv/Gy [325]) and their presence outside of the main
treatment field makes their use impractical for dosimetry purposes, although
superheated drop detectors have been proven useful for in-field and out-of-field
neutron dose estimation [117,326]. Moreover, such a method would not apply
to low energy photon beams. Therefore, direct nanodroplet vaporization by
secondary electrons would be beneficial for in vivo dosimetry applications.

The sensitization of superheated drop detectors to photon beams has been
demonstrated at elevated degrees of superheat [116, 153, 154]. Indeed, as the
density of energy deposition is much lower for electrons than for heavier particles,
the superheated liquid needs to be very close to its limit of superheat. When
expressed in units of reduced superheat, defined as:

s = T − Tb
T − Tc

, (9.1)

where Tb and Tc are the boiling temperature and critical temperature,
respectively, the onset of sensitization was found to correspond to s=0.51 for
many light halocarbons [153], while the limit of superheat corresponds to s=0.65.
Once photon sensitization is initiated, the vaporization count rate was found to
rapidly increase with reduced superheat. For perfluorobutane, the core material
used in the PVA-PFB formulation, s=0.51 corresponds to a temperature of
57 °C. In a preliminary study, the response of PVA-PFB nanodroplets dispersed
in polyacrylamide aqueous gel was therefore tested at 65 °C (s=0.58) and a very
high microbubble density was observed on ultrasound images post-irradiation,
confirming that nanodroplets were vaporized by secondary electrons [290], as
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Figure 9.1: (a)-(d) Ultrasound images of polyacrylamide phantoms with 50 µM
dispersed PVA-PFB nanodroplets before (left) and after (right) irradiation with
radiotherapy photons (10 Gy, 4 Gy/min) at 37 °C. Four phantoms were irradiated,
two with a beam energy of 6 MV (b) and two with a beam energy of 15 MV (d), while
two phantoms were used as controls (non irradiated, data not shown). Only the right
side of the phantoms was irradiated, as shown by the radiation field boundaries in
magenta. (e) Increase in the number of microbubbles (vaporized nanodroplets) for
the group irradiated with 6 MV, with 15 MV, and the control group, for the left ROI
(outside of the radiation field) and the right ROI (inside the radiation field).

Figure 9.2: (a) Ultrasound image of a polyacrylamide phantom with 25 µM dispersed
PVA-PFB nanodroplets heated to 65 °C and irradiated with 6 MV photons (10 Gy, 4
Gy/min). The magenta rectangle represents the boundaries of the radiation field. (b)
Ultrasound image of a similar non-irradiated (control) phantom at 65 °C.

shown in figure 9.2(a). However, no difference between the in-field and out-of-
field (right and left side of the phantom in figure 9.2, respectively) radiation
response could be observed, which we believe was due to contrast saturation.
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In the present study, we transition to online ultrasound imaging, similarly to
what has been achieved for proton irradiation [256], during photon irradiation of
phantoms with dispersed PVA-PFB nanodroplets by a clinical linac. The
objective is to accurately quantify the temporal and spatial nanodroplet
vaporization response to radiation, by means of individual vaporization events
counting on differential images acquired during irradiation. If the frame rate is
sufficiently high compared to the vaporization rate, differential frames will only
contain sparse vaporization events (as the contrast agents are immobilized in an
aqueous matrix), which can be super-localized using the same methodology as
in Ultrasound Localization Microscopy (ULM) [78, 235]. Our hypothesis is that
this method will allow to evaluate different characteristics of the nanodroplets’
dosimetric response, such as for instance the reproducibility, dose and dose rate
dependence, or droplet concentration dependence, and can be used to calibrate
the nanodroplet-based dosimeter.

9.2 Materials and Methods

9.2.1 Nanodroplet and phantom synthesis

Nanodroplets with a poly(vinyl) alcohol (PVA) shell and a decafluorobutane
core (C4F10, b.p. −2 °C) were employed in this study. The nanodroplet size
distribution was measured previously by Dynamic Light Scattering, yielding
a mean diameter of 799 nm and a polydispersity index of 0.3 [244]. The
perfluorobutane concentration was measured by NMR spectroscopy (400 MHz
Avance II, Bruker, Biospin GmbH, Rheinstetten, Germany) on the same day as
the irradiation experiments.

Carbomer (Carbopol ETD 2050, Lubrizol, Wickliffe, USA) phantoms were
prepared following the protocol described in [256]. The Carbomer solution
is semi-rigid and can be mixed manually, while the shear threshold of the
aqueous matrix was sufficiently high to immobilize the nanodroplets and
microbubbles resulting from nanodroplet vaporization. The uniformity of the
nanodroplet dispersion and the absence of microbubble motion was verified
by performing Acoustic Droplet Vaporization on Carbomer phantoms with
dispersed nanodroplets and observing the resulting contrast distribution.
Phantom preparation was performed as follows (figure 9.3(a)): first, the
Carbomer solution was heated to the desired temperature (65 °C) by immersion
in a heated water bath. The temperature in the Carbomer matrix was verified
with a thermocouple. Then, the solution was poured into phantom containers
(also heated to 65 °C) and a given volume of nanodroplets was injected and
manually dispersed in the solution. To prevent inter-phantom variability due to
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nanodroplet dissolution in the phantom, the time between phantom preparation
and irradiation was kept constant (9 min).

Figure 9.3: Schematic representation of the experimental procedure (a) and
experimental setup (b) for photon irradiation of Carbomer phantoms with dispersed
nanodroplets. (c) Dose profiles along the photon beam direction (left) and lateral
axis (right), displayed together with the boundaries of the phantom. The lateral edge
of the radiation field was chosen to lie within the phantom, in order to potentially
observe a correlation between the lateral dose gradient and the vaporization response.

9.2.2 Irradiation protocol

Phantom irradiations were carried out at the clinical radiotherapy facility of
UZ Leuven (Belgium), using a 6 MV photon beam (TrueBeam, Varian Medical
Systems, Palo Alto, USA). After nanodroplet dispersion and mixing, individual
phantoms were brought to the radiotherapy treatment room and immersed in a
temperature-controlled water tank heated to 65 °C (figure 9.3(b)). Phantoms
were irradiated from the side, using a gantry angle of 90◦, with a square field
of 10x10 cm2 at isocenter. The Source to Skin Distance (SSD) was 90 cm and
the center of the phantom was at a depth corresponding to the isocenter plane,
at a 10 cm distance from the beam entrance point. The top left boundary of
the radiation field, defined as the position where the radiation dose dropped to
50% of its maximum, was located within the phantom, as represented in figure
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9.3(b). Phantoms were aligned with the radiation beam using the light field and
markings on the water tank delimiting the phantom position. The delivered
radiation doses ranged from 0.12 to 4 Gy, and the dose rates varied between
0.12 and 4 Gy/min. Experiments were performed on two different days, and
the irradiation conditions for all phantoms are summarized in Table 9.1.

Experiment Number of
phantoms

Phantom
number

Nanodroplet
concentration [µM]

Dose
[Gy]

Dose rate
[Gy/min]

1 1 1 / 4 4
1 1 2 10 / /

1 1 3 10 0.12
0.72

0.12
0.64

1 1 4 10 2.4 2.4
1 1 5 10 2.4 0.8
1 1 6 10 2.4 4

2 1
5

7
8-12 20 6 2.4

2 1 13 40 6 2.4
2 1 14 40 2 0.8

2 1 15 20
2
2
2

2.4
4
0.8

2 1 16 20
2
2
2

4
0.8
2.4

2 1 17 20
2
2
2

0.8
2.4
4

Table 9.1: Irradiation parameters for all phantoms

9.2.3 Online ultrasound imaging

The phantoms were imaged during photon irradiation using a 7.5 MHz linear
array (L7-XTech, Vermon, France) mounted on a motorized linear stage (Velmex,
Inc., NY, USA), and connected to a research ultrasound system (DiPhAs,
Fraunhofer IBMT, Germany). The probe was positioned orthogonal to the
direction of the radiation beam, and imaged a cross-section of the center of the
phantom (figure 9.3(b)). The top surface of the immersed phantom was covered
with an acoustically-transparent window (20 µm polyester). Plane wave imaging
was employed (5 angles compounding), at pressures sufficiently low to avoid
Acoustic Droplet Vaporization at 65 °C. To avoid overheating of the transducer
elements, the ultrasound probe was kept outside of the 65 °C water tank while
not in use, and brought down into the water using a motorized stage a few
seconds before imaging. Ultrasound imaging of the phantom started 60 seconds
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before irradiation, and images were acquired continuously at a frame rate of 10
Hz. Approximately 60 s after the end of beam delivery, the ultrasound imaging
was stopped and the probe was lifted out of the heated water.

9.2.4 Data processing

Detection of vaporization events

The acquired ultrasound beamformed images (figure 9.4(a)) were processed by
subtracting subsequent frames, followed by applying a Wiener 2D spatial filter
and 2D Gaussian smoothing filter. This resulted in a sequence of differential
images, with each frame (i) displaying only the microbubbles resulting from
newly vaporized nanodroplets between frame (i) and (i-1). Those microbubbles
appeared as bright spots in the differential images, and as their number was
sparse, they could be localized beyond the diffraction limit by finding the
weighted average centroid of their Point Spread Function [77, 78]. The result of
this super-localization process is shown in figure 9.4(b).

Spatial quantification of the vaporization events and comparison with
the radiation dose distribution

The vaporization events were cumulated over time (see figure 9.4(c)) and binned
in 2D (cell of 0.8 mm by 0.8 mm), and projections on the lateral and axial
ultrasound axis were obtained by summing the event counts axially and laterally,
respectively, as illustrated in figure 9.4(d). A sigmoid fit was applied to those
1D vaporization profiles, using the following equation:

Nvap = Nvap,L + Nvap,H −Nvap,L
1 + e

−4 log 3 x−xm
xb

, (9.2)

with Nvap the vaporization count, x the lateral or axial coordinate, Nvap,H and
Nvap,L the upper and lower values, respectively, xm the position of the middle
of the ramp-up phase and xb an indicator of the sharpness of the ramp.

The estimated middle point of the vaporization counts transition zone, x̂m,
was compared to the location of the 50% boundaries of the radiation field. To
transform the ultrasound image coordinates into absolute coordinates in the
lateral direction, a fiducial object with a point reflector of known position was
imaged at the beginning of the experiment. In the axial direction, the location
of the reflection of the bottom wall of the phantom on the ultrasound images
was compared to its known position. Spatial quantification was only performed
for the second experiment, as the fiducial object was not imaged during the
first experiment.
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Figure 9.4: Overview of the image processing steps. Differential imaging was applied on
beamformed images (a) and, after an additional filtering step, individual vaporization
events were super-localized on the differential images (b). The vaporization events
were accumulated throughout the irradiation (c) and binned to obtain vaporization
density maps (d). Summing in each direction yielded 1D profiles of the vaporization
counts.

Temporal quantification of the vaporization events and comparison
with the dose delivery

The vaporization events were cumulated over time, and the start and end of
the irradiation were identified as the first and last ultrasound frame for which
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vaporization events were counted. The time points were then converted to
radiation dose using the known dose and dose rate delivered by the linear
accelerator. The curves representing the vaporization counts Nvap as a function
of radiation dose D were fitted to a saturation curve of the form:

Nvap = aD

b+D
(9.3)

The initial slope parameter, ab , was used to estimate the number of vaporization
events per Gy in the absence of saturation. The saturation effect was quantified
as the normalized difference between the number of counts that would have
been obtained in the absence of saturation (linear response) and the observed
number of counts:

a
bDtot −Nvap,tot

a
bDtot

.

9.3 Results

Figure 9.5 shows ultrasound images before (a) and after (b) irradiation
of a control phantom (phantom 1, no nanodroplets), for which no visible
effect of irradiation was observed. An unirradiated phantom with dispersed
nanodroplets (phantom 2) is also displayed before (c) and after (d) immersion
and online ultrasound imaging in the 65 °C water bath, indicating that only
very limited spontaneous or ultrasound-induced vaporization took place (<10
events). Finally, figure 9.5 (e) and (f) depict an irradiated phantom with
dispersed nanodroplets (phantom 6), for which a clear increase in the number of
microbubbles can be observed post-irradiation. The majority of the vaporization
events seemed to be located within the boundaries of the radiation field (marked
by red lines).

Among the 15 phantoms with dispersed nanodroplets that were irradiated
during the two experiments (see table 9.1), only 7 exhibited a clear, significant
response to radiation (colored in table 9.1), while the remaining 8 phantoms
showed little or no vaporization upon irradiation, even though great care was
given to ensure that all phantoms were handled in the same way. The presence
or absence of radiation response did not seem to be linked to any phantom or
irradiation parameter, and appeared to be random. This high variability in the
phantom response is illustrated in figure 9.6, showing three phantoms irradiated
with the same conditions (a-c: phantoms 7, 9, and 12 and a phantom irradiated
with different conditions (d: phantom 14). The lack of reproducibility in the
radiation response hindered the validation of our hypothesis and inhibits the
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Figure 9.5: Ultrasound images of Carbomer phantoms before (left) and after (right)
irradiation or immersion in a warm water bath coupled with online ultrasound imaging.
(a-b) Phantom with no nanodroplets (phantom 1), dose of 4 Gy and dose rate of 4
Gy/min. (c-d) Unirradiated phantom (phantom 2) with 10 µM nanodroplets. (e-f)
Phantom 6 (10 µM nanodroplets irradiated with a dose of 2.4 Gy, dose rate of 4
Gy/min). The red lines indicate the radiation field boundaries (50% isodose lines).
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Figure 9.6: Ultrasound images of Carbomer phantoms after irradiation, showing a
high variability in the radiation response. (a-c) 6 Gy, 2.4 Gy/min, 20 µM nanodroplets
(phantoms 7, 9 and 12) and (d) 2 Gy, 0.8 Gy/min, 40 µM nanodroplets (phantom 14).
The red lines indicate the radiation field boundaries. The dark zones at the bottom
left and right of panel (a) are attributed to improper mixing of the nanodroplets.

dosimeter calibration. In the next sections, only phantoms that exhibited a
significant radiation response were further analyzed.

9.3.1 Spatial quantification

The spatial distribution of the vaporization events were compared to the
radiation dose profiles within the phantoms. An example is shown in figure
9.7 for phantom 13 (table 9.1). Projections of the vaporization counts in the
lateral and axial dimensions (red) are qualitatively in good agreement with the
spatial dose gradients (blue), while, in comparison, gray value profiles extracted
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from post-irradiation images (magenta) did not follow the dose profile, probably
due to artifacts caused by the high microbubble density (see figure 9.6(d)).
The spike in the axial projection is caused by a reverberation artifact (visible
on all phantoms in figures 9.5 and 9.6). The effect of acoustic shadowing is
also clearly observed as a contrast decrease with depth in the axial projection.
The 1D vaporization count profiles were fitted to a sigmoid curve in the axial
and lateral direction, and the distance between the radiation field boundaries
and the estimated position of the 50% drop in vaporization counts, x̂m, was
-0.22 mm in the lateral direction and 0.75 mm in the axial direction. The
relatively high variability in the vaporization density in the irradiated region
is attributed to inhomogeneities in the nanodroplet distribution. The distance
between the radiation field boundaries and the estimated position of the 50%
drop in vaporization counts was higher than 1 mm for the other phantom with
a significant radiation response (phantom 14, not shown here), which could
be due to an insufficient number of vaporization events or an inhomogeneous
dispersion of the nanodroplets.

Figure 9.7: Top left: 2D spatial distribution of the vaporization counts (red) for
phantom 13, binned over a 0.8 mm by 0.8 mm grid, overlayed on the 2D radiation
isodose lines (blue). Axial and lateral projections of the vaporization counts (red)
are compared to projections of the dose distribution (blue) and to gray value profiles
extracted from post-irradiation images (magenta).
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9.3.2 Temporal quantification

As the nanodroplet concentration and the position of the radiation field varied
between the two experiments, the number of detected vaporization events
was normalized with respect to the nanodroplet concentration and area of the
radiation field for each phantom. The vaporization counts are thus reported with
units of counts per cm2 and per µM in figure 9.8. The normalized vaporization
counts are displayed as a function of time in panel (a), and as a function of
dose in panel (b). Dashed lines correspond to phantoms from experiment 2,
while solid lines are for phantoms from the first experiment. The variability
in the radiation response was relatively high, but did not follow a clear trend
relative to one or several parameters (such as the dose rate, the total dose,
the phantom concentration or the nanodroplet batch). All phantoms exhibited
a certain degree of saturation of the vaporization count over time/dose. The
curves representing the normalized vaporization events as a function of the
radiation dose were fitted to a saturation curve, and the initial slope parameters,
together with an estimate of the extent of the saturation behaviour, are reported
in Table 9.2.

Initial slope
[ events
µMcm2Gy ]

Saturation
[%]

Phantom
number

ND concentration
[µM]

Dose
[Gy]

Irradiation
time [s]

Number
of events

79.11 65 14 40 2 150 11 893
51.63 75 13 40 6 150 16 741
88.53 84 5 10 2.4 180 884
26.45 56 4 10 2.4 60 733
81.26 67 6 10 2.4 36 1712

40.99 48 3 10 0.12
0.72

60
67.5

125
348

Table 9.2: Results of the saturation curve fit: initial slope and saturation behaviour,
together with the corresponding irradiation parameters

9.4 Discussion

In this study, online ultrasound imaging was employed in an attempt to quantify
the nanodroplet vaporization response to a radiotherapeutic photon beam.
A strong vaporization response was observed in some phantoms, for 10-40
µM nanodroplet concentrations and radiation doses in the clinical range. For
those phantoms, the vaporization response was found to be well correlated
with the radiation dose distribution (figure 9.7), although the vaporization
events were not completely uniformly distributed. Compared to grey value
profiles obtained on post-irradiation ultrasound images of the phantoms, online
imaging drastically improved the accuracy of the radiation field boundaries
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Figure 9.8: Evolution of the number of detected vaporization events as a function
of (a) time and (b) radiation dose for all phantoms exhibiting a sufficient radiation
response. The event counts are normalized by the nanodroplet concentration and
the irradiated cross-section of the phantom. Dashed lines correspond to results for
phantoms obtained in the second experiment, and solid lines in the first experiment.

estimation based on vaporization maps. However, this radiation response was
not reproducible, as little or no vaporization was observed in more than half
of the irradiated phantoms (table 9.1). Even among the phantoms with a
satisfactory radiation response, the inter-phantom variability of the number
of detected vaporization events was very high, as reflected in the estimates
of the initial slope of the dose response curves, which ranged from 26 to
88 [events/µM/cm2/Gy]. The experimental variability of the nanodroplet
response to proton radiation was also found to be relatively high (as detailed in
chapter 7), but the reproducibility was notably superior to the one observed
for photon irradiation. The nanodroplet response to proton irradiation was in
good agreement with a simple statistical model and general trends regarding
concentration dependence, dose rate dependence, and dose response could be
extracted.

Variability of the nanodroplet radiation response

Several combined factors could explain the large variability observed in
the nanodroplet vaporization response to photons. Firstly, inter-phantom
temperature differences cannot be completely excluded, as maintaining a
temperature of 65 °C throughout all experimental steps was challenging. Even
though the Carbomer solution, phantom containers, and irradiation water
tank were controlled to be at 65 °C, the temperature could have slightly
decreased during dispersion and mixing of the nanodroplets (as the phantom
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top surface was in contact with the ambient air for 2 min) and while being
hand held during transport of the phantom to the radiotherapy room (<
1 min). Theoretically, the chosen temperature of 65 °C was largely above
the expected sensitization temperature of 57 °C (corresponding to a reduced
superheat of s=0.51 [153]). However, the presence of both non-responsive and
highly responsive phantoms might suggest that the sensitization temperature for
perfluorobutane nanodroplets is higher than theoretical estimations, and might
be closer to 65 °C. In that case, inter-phantom temperature fluctuations could
explain the extreme variability in nanodroplet radiation response. Moreover,
even above the sensitization threshold, the temperature dependence of the
vaporization response was found to be very steep [153].

The sensitization threshold of s=0.51 reported in the literature was evaluated
in superheated drop detectors. Those detectors differ from encapsulated
superheated nanodroplets, for which the energy barrier for nucleation might be
higher due to the viscoelastic properties of the nanodroplet shell, as developed
in chapter 2, and potentially the Laplace pressure. However, both the effect
of the shell encapsulation and the surrounding matrix were estimated to be
relatively low at such elevated degrees of superheat. Additionally, the exact
LET threshold required for vaporization by electrons is not well characterized,
as for such high degrees of superheat, both the critical energy (0.46 keV at
65 °C) and critical radius (10 nm) are very low. At such a small scale, the energy
loss along the electron track is no longer well approximated by the stopping
power [153]. Moreover, the stopping power of electrons at such low energies
cannot be measured experimentally [304]. The Bethe equation for the collisional
stopping power for electrons is [304]:(
−dE
dx

)
col

= 4πk2
0e

4ne
mec2β2

[
ln
mec

2τ
√
τ + 2√

2I
+ 1− β2

2 [1 + τ2

8 − (2τ + 1)ln2]
]

(9.4)

with k0 = 8.99× 109[Nm2/Cb2], e the magnitude of the electron charge, n the
number of electrons per unit volume in the medium, me the electron rest mass,
c the speed of light, β = ve/c with ve the speed of the electron, τ = T

mec2 with
T the kinetic energy of the electron, and I the mean excitation energy of the
medium. The latter can be estimated by the Bragg additivity rule [153,327],
with Zj the atomic number of compound j, Aj its atomic weight, and rj its
relative contribution to the total weight of the molecule:

lnI =
∑
j(ln(Ij)rjZj/Aj)∑

j(rjZj/Aj)
(9.5)

The collisional stopping power of C4F10 for electrons estimated by the Bethe
equation is displayed in 9.9. It peaks at 20.2 keV/µm, which could be used
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Figure 9.9: Collisional stopping power of C4F10 for electrons (equivalent to the
unrestricted LET), estimated by the Bethe equation.

as an estimate of the LET threshold that needs to be overcome for electron
sensitization. However, comparison between the stopping power of liquid
water calculated with an electron transport code (NOREC, [328]) and with
the Bethe equation indicates that stopping powers predicted by the Bethe
equation underestimate the peak stopping power by approximately 20% [153,
304]. Therefore, the LET threshold for electron sensitization probably lies in
the interval 20-25 keV/µm, which, for C4F10, corresponds to a sensitization
temperature interval of 63 °C-67 °C (assuming a nucleation parameter equal to 2).
This emphasizes the need to determine the temperature at which nanodroplets
become sensitive to electrons experimentally, using a dedicated setup in which
the temperature can be easily varied, similarly to the setup used in chapter 8.

A second source of variability might be due to the phantom preparation step,
as nanodroplets were mixed manually in the Carbomer solution. Combined
with the relatively high viscosity of the phantom matrix, this could have led
to inhomogeneous nanodroplet distributions, as illustrated in figure 9.6(a).
Achieving homogeneous nanodroplet distributions is desirable for accurate
dosimetric measurements, and is one of the major concerns regarding the in vivo
applicability of this technique, as tumours typically have disorganised, leaky,
tortuous or misformed blood vessels, and sometimes a hypoxic core. While
automated nanodroplet mixing could be used for phantom studies and dosimeter
calibration, the nanodroplet distribution homogeneity in different tumour types
remains to be assessed in vivo. Nanodroplet penetration into the tumour
could be enhanced by size-selecting only nanodroplets with a sufficiently small
diameter to pass through inter-endothelial gaps (380-780 nm dimensions [329]),
and by actively pushing the nanodroplets deeper into tumoral tissues using the
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Acoustic Radiation Force or cavitation from neighbouring microbubbles [330].
Nanodroplet distribution inhomogeneities could also be assessed prior to or after
beam delivery, using acoustic vaporization of all nanodroplets at the tumour site
and detection of resulting microbubbles via ultrasound imaging, or by making
use of the fluorine present in the nanodroplet liquid core with 19F MRI.

Finally, a third source of variability could be attributed to fast nanodroplet
dissolution in the phantom, through diffusion of the perfluorocarbon core into
the surrounding matrix and existing microbubbles. Nanodroplet dissolution
at such elevated degrees of superheat is expected to be significantly faster
than at lower temperatures, as high vapor pressures act as a driving force
for dissolution [67]. A nanodroplet dissolution model was developed in [119]
and provides the differential equation for the molar rate of change inside a
nanodroplet of radius R, assuming that the surrounding medium (water) is
saturated with the perfluorocarbon:

−dni
dt

= 4πRDiρwPi,s
MwHi

(
e

2Miσs
RgTRρi − 1

)
(9.6)

with ni the number of moles of perfluorocarbon inside the nanodroplet, Di the
diffusivity of the perfluorocarbon, Pi,s the saturation pressure, Hi Henry’s law
constant, and σs the nanodroplet surface tension, Rg the ideal gas constant, T
the temperature in [K], Mw, ρw and Mi, ρi the molar mass and mass density of
water and the perfluorocarbon core, respectively [119]. Nanodroplet dissolution
accelerates with temperature, as the vapor pressure and diffusivity increase,
while Henry’s law constant decreases. Figure 9.10 shows the evolution of the
nanodroplet radius at 37 °C, 50 °C and 65 °C, for a nanodroplet of 400 nm initial
radius and assuming a surface tension of 0.01 N/m. As the surface tension of
PVA-PFB nanodroplets was not measured, the dissolution times shown here are
arbitrary, but illustrate the strong influence of temperature on the nanodroplet
dissolution dynamics.

Additionally, the phantom contained background microbubbles that were already
present in the vial or formed by spontaneous vaporization during the injection
and mixing process. The presence of microbubbles in the vicinity of nanodroplets
has been shown to lead to perfluorocarbon transfer from the nanodroplets into
neighbouring microbubbles [293], causing rapid nanodroplet dissolution and
bubble inflation. The rate of mass transfer, driven by the concentration gradient,
is proportional to Pi,s− yBiP0, with yBi the mole fraction of perfluorocarbon in
the microbubble and P0 the atmospheric pressure [293]. At 65 °C, the saturation
pressure of perfluorobutane is very high (Pi,s=820 kPa) and rapid diffusion of
perfluorobutane from nanodroplets to neighbouring microbubbles is expected.
For lipid-shelled ultrasound contrast agents, bubble inflation was observed
within seconds following the addition of perfluorobutane nanodroplets. While
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Figure 9.10: Evolution of the radius of a perfluorobutane nanodroplet immersed in
water at different temperatures. The surface tension is assumed to be equal to 0.01
N/m.

the thick shell of the PVA-PFB nanodroplet formulation might hinder the PFB
diffusion, significant diffusion might still occur during the relatively long time
(9 min) before irradiation and over the course of irradiation (∼3 min). This
could cause a local decrease in the nanodroplet concentration at the vicinity
of background microbubbles, and partly explain spatial inhomogeneities in
vaporization counts in the irradiated region.

Limitations of the ultrasonic readout

The radiation-induced phase-change behaviour was monitored using online
ultrasound imaging with a 7.5 MHz linear array. Applying ULM to the recorded
ultrasound movies enabled to detect individual vaporization events, even in
the presence of a very large microbubble concentration (figure 9.6(d)). This
led to an accurate quantification of the spatial distribution of the nanodroplet
vaporization events (figure 9.7). However, the ultrasound imaging and data
processing steps suffered from some limitations. As 2D ultrasound imaging
was employed, vaporization could only be assessed for a thin phantom slice,
and a single angle radiation field. Future studies should validate the ability
of online volumetric ultrasound imaging to assess the spatial distribution of
the vaporization events in 3D, and to correlate the latter to a complex, highly
conformal radiotherapy plan. The volume rate should be sufficiently high
compared to the vaporization rate, in order to meet the condition of sparse
microbubbles required to apply ULM.

The number of detected vaporization events was shown to saturate over time
in all phantoms (albeit with variable severity). It is important to determine
whether this observed decline of the vaporization rate simply reflects the gradual
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decrease of the nanodroplet concentration in the phantom over the course of
irradiation (due to vaporization and dissolution), or if it should be imputed
on the vaporization events detection method. On the one hand, the impact of
dissolution could not be easily quantified, and radiation-induced vaporization
is not expected to significantly affect the nanodroplet concentration, as the
observed number of vaporization events was several orders of magnitude below
the number of nanodroplets present in the ultrasound imaging volume. On
the other hand, the ultrasound-based vaporization detection method can be
influenced by the number of microbubbles in the phantom. Indeed, microbubbles
strongly attenuate the ultrasound waves, which results in an inverse relationship
between the microbubble density and the effective elevational plane width.
Therefore, for phantoms with high microbubble densities, the effective imaging
volume might have decreased over the course of irradiation, as the signal of
newly formed microbubbles was attenuated sufficiently to drop below the noise
level. Moreover, microbubble identification on differential frames was performed
by simple intensity thresholding, which is far from ideal considering that the
microbubble signal could have decreased over the course of irradiation. However,
lowering the threshold only led to the detection of false vaporization events due
to noise or imaging artifacts.

In the context of Amphora, an alternative microbubble detection method
based on deep learning, BubbleNet, was developed, aiming at improving bubble
detection performances in phantoms with high microbubble densities. BubbleNet
was applied to the two phantoms with the highest microbubble counts (phantoms
13 and 14), and detected 20% and 50% more vaporization events than the
thresholding method [331], as shown in figure 9.11. However, BubbleNet
detected more vaporization events already at the start of the irradiation, and
did not suppress the observed saturation effect. As a high saturation effect was
also observed in phantoms with a lower number of vaporization events (Table
9.2), the origin of the observed saturation is likely to be multifactorial.

Another shortcoming of the detection of vaporization events by thresholding
was its sensitivity to artifacts. Although differential imaging strongly reduced
the reverberation artifacts seen on the unprocessed ultrasound images (figure
9.4(a) and (b)), the latter was not entirely suppressed, and an exclusion zone
had to be defined around the artifact to avoid erroneous bubble detections due
to the artifact. Advanced signal processing techniques or deep learning methods
could help discriminate between such artifacts and microbubble signals.

Preliminary trends regarding dosimeter calibration

Even though the high inter-phantom variability restricted the usability of the
data, some preliminary conclusions can still be drawn. In the absence of
saturation, the vaporization response seems to be proportional to the total
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Figure 9.11: Comparison between thresholding and BubbleNet.

radiation dose (or the photon fluence), in agreement with observations in proton
beams. However, at such high degrees of superheat, saturation seems to play an
important role and will have to be accounted for in order to achieve quantitative
dosimetry. This requires a detailed understanding of the nanodroplets dissolution
dynamics and the impact of the ultrasound-based readout on the vaporization
count statistics. When normalized with respect to the nanodroplet concentration
and the irradiated phantom surface, the initial slope estimates vary from 26
to 88 bubbles/cm2/Gy/µM. In comparison, Apfel [118] reported a yield of 2.7
million bubbles per Gy and per mg of superheated liquid. After unit conversion,
the initial slope estimates were 0.87 - 2.96 million bubbles/Gy/mg, in close
agreement with values reported by Apfel. As the vaporization yield is expected
to be highly temperature dependent, however, the effect of temperature should
be carefully evaluated in future experiments. The estimation of the minimum
number of vaporization events required to accurately quantify the radiation dose
distribution should also be a priority, as combining it with the vaporization yield
discussed above will provide a rough estimation of the nanodroplet concentration
required in and around the tumour.

An important requirement for in vivo dosimeters is dose rate independence,
as modern radiotherapy techniques employ highly variable dose rates [14,332].
Theoretically, radiation-induced nanodroplet vaporization should not be affected
by the dose rate, as the likelihood of vaporization solely depends on the
probability of an electron traversing a droplet while depositing sufficient energy
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to nucleate a critical gas embryo (hence, it depends on the total electron
fluence/radiation dose and nanodroplet concentration). The only impact of
the dose rate could be related to the ultrasound readout, as higher frame rates
might be required for high dose rates (and hence high vaporization rates). In
our study, one phantom was irradiated twice (phantom 3), with different dose
rates (0.12 and 0.64 Gy/min), and the two vaporization responses appeared
to follow the same curve (figure 9.8(b)), which seems to indicate that the
nanodroplet response does not depend on the dose rate. The dose response is
also represented in figure 9.8(b) for three phantoms (phantoms 4-6) irradiated
with different dose rates (yellow, orange and red curves), with the same total
delivered dose. Here, the inter-phantom variability was too high to demonstrate
dose rate independence.

9.5 Conclusion and future directions

In this chapter, we reported on the use of online ultrasound imaging to quantify
the nanodroplet vaporization response in a photon radiotherapeutic beam.
Phantoms with dispersed PVA-PFB nanodroplets were heated to 65 °C and
irradiated with different parameters while simultaneously being imaged with
plane wave, low intensity ultrasound. Although several phantoms exhibited
a strong vaporization response, the inter-phantom variability was extremely
high, impairing the reproducibility of the results. Possible reasons for this high
variability were discussed, amongst which the strong dependence on temperature,
uncertainties relative to the exact sensitization threshold, and the accelerated
nanodroplet dissolution. Clearly, this illustrates the difficulties associated with
operating nanodroplets at an extreme degree of superheat, as their stability
is compromised by their elevated vapor pressure. The importance of shell
composition was already stressed in previous chapters, and can act as a barrier
against perfluorocarbon diffusion.

Despite the shortcomings of this study, the potential of nanodroplets for in vivo
dosimetry of conventional radiotherapy was confirmed, and no insurmountable
obstacle has been identified at this stage. As operating the nanodroplets
at 65 °C is technically challenging, impractical, and irrelevant with respect
to the intended application, there is an urgent need for lower boiling point
nanodroplet formulations that would be sensitive to low-LET radiation at
physiological temperature. A potential candidate is octafluoropropane (C3F8,
b.p. −36.6 °C), although careful engineering of the nanodroplet shell will be
required to prevent unacceptable amounts of spontaneous vaporization, since
its theoretical and experimental limits of superheat are ∼37 °C and 38 °C-
40 °C, respectively [113,119,123]. Nevertheless, octafluoropropane nanodroplets
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are currently being investigated for clinical use [281,333]. Nanodroplet cores
composed of mixtures of octafluoropropane and decafluorobutane have also
been reported in the literature, but the rapid diffusion of octafluoropropane
out of the droplet core might be problematic [334]. Regardless of the final
nanodroplet formulation, there is a need for a better understanding of the
behavior of nanodroplets dispersed in water and physiological media at such
elevated degrees of superheat, as well as the impact of neighbouring microbubbles
on their dissolution dynamics.

An alternative to the numerous challenges associated with operating nan-
odroplets at extreme degrees of superheat is the use of acoustic modulation
to transiently increase the degree of superheat, as demonstrated in chapter 8
for the case of proton beams. The theoretical ultrasound negative pressure
required to sensitize PFB nanodroplets to electrons at physiological temperature
is 950 kPa, but the real pressure value should be determined experimentally, as
significant deviations between theoretical predictions and experimental results
were revealed in chapter 8. Moreover, the exact LET threshold for electron
sensitization suffers from uncertainties, as previously pointed out.

Online ultrasound imaging was proven to be a reliable tool to quantify radiation-
induced vaporization, as vaporization count maps representative of the spatial
dose distribution could be extracted. However, a transition to volumetric
imaging is necessary to allow for quantification of realistic radiotherapy plans.
Additionally, the impact of microbubble density on the detection of vaporization
events should be minimized through the use of artificial intelligence or advanced
image processing techniques.

To conclude, further in vitro and in vivo characterization work is required to
establish whether in vivo nanodroplet-based dosimetry during radiotherapy is a
viable application. Although the use of injectable nanodroplets might appear
more complex and workflow-intensive than EPID based dosimetry systems,
which are increasingly being adopted, we expect that their capability to directly
measure the in vivo delivered dose, combined with their versatile use will make
them attractive theranostic candidates in the future, more patient-oriented
radiotherapy landscape.





“One never notices what has been done; one can
only see what remains to be done.”

Marie Curie

10
Discussion and conclusion

This thesis explored the feasibility and potential of radiation-induced nan-
odroplet vaporization for in vivo dosimetry, and particularly proton range
verification. Through several in vitro studies, we determined the conditions for
nanodroplet vaporization by charged particles, compared different ultrasound
imaging methods to quantify the vaporization events, investigated the possibility
to obtain direct proton detection at body temperature by acoustic modulation,
and tested the applicability for conventional radiotherapy dosimetry. In this
final chapter, the findings of this thesis are combined, discussed, and put in
the current clinical context of radiotherapy and proton therapy. Finally, we
elaborate on potential research and development paths towards the envisioned
short and long term clinical applications.

10.1 Summary, discussion, and future research
actions

In vitro evaluation of the nanodroplets response to proton and
photon radiation:

After introducing the superheat limits and the thermal spike model in Chapter

209
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2, the response of perfluorobutane (PFB) nanodroplets to proton radiation
was evaluated at different temperatures in Chapters 3 and 4. At 25 °C and
37 °C, the observed uniform nanodroplet vaporization profiles, falling proximal
to the Bragg peak, were attributed to nanodroplet vaporization by high-LET
secondary particles. The distance between the fall-off of the vaporization
profiles and the proton range decreased from 2.8 to 0.17 mm, which was due
to a reduction in the theoretical LET threshold from 370 (at 25 °C) to 145
keV/µm (at 37 °C), enabling vaporization by lower-LET secondaries. At 50 °C,
a high density of vaporization events was observed at the end of the proton
range, which is consistent with the theoretical LET threshold (60 keV/µm)
predicting nanodroplet vaporization by primary protons at the end of their path.
In Chapter 9, a similar proof of principle experiment was conducted where the
temperature was raised to 65 °C to assess vaporization by secondary electrons
produced by a radiotherapy photon beam. Despite the high inter-phantom
variability, the strong vaporization response observed in several phantoms seems
to confirm that the LET threshold was sufficiently low (20-25 keV/µm) to enable
vaporization by electrons.

Overall, the experimental observations reported in Chapters 3, 4, and 9 appear
to be in agreement with the thermal spike theory developed for bubble chambers
and superheated drop detectors. However, the radiation response was evaluated
only at four discrete temperatures and in the presence of two radiation sources,
namely protons and photons. To fully and accurately characterize the LET
threshold of superheated nanodroplets, irradiations with different charged
particles of known LET combined with a full temperature sweep would be
necessary [113,148,151]. Indeed, when a superheated liquid becomes sensitive
to a given charged particle, the vaporization response typically follows a sigmoid
curve as a function of temperature [151, 154], which should be measured
experimentally to accurately determine the sensitization temperature. The
proton sensitization temperature of PVA-PFB droplets was roughly estimated
in Chapter 8 by observing the vaporization response in the range 40-50 °C,
but this preliminary result should be confirmed. The experimental tube setup
with a constant flow of a nanodroplet dilution in a temperature-controlled water
tank (Chapter 8) is suitable for such a study, although the methods used for
quantifying the radiation response should be improved as the setup suffered from
several limitations. Moreover, a careful control of the nanodroplet concentration
in the tube is required, as it directly impacts the number of vaporization events.

Even though the thermal spike theory predicts that the superheated liquid
core predominantly determines the vaporization threshold, the comparison of
PCDA and PVA-shelled PFB nanodroplets (Chapter 4) revealed that the role
of the shell should not be neglected. We hypothesize that the low stability of
PCDA-PFB droplets is due to the presence of heterogeneous nucleation sites,
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leading to spontaneous vaporization at temperatures well below the predicted
limit of superheat of 76.5 °C, contrarily to PVA-PFB nanodroplets. In that
respect, assessing the thermal vaporization threshold, e.g. using Differential
Scanning Calorimetry as in Chapter 2, is critical to determine the actual limit
of superheat of a given nanodroplet formulation.

Apart from influencing the thermal stability, the impact of the viscoelastic shell
on the energy required for vaporization was modelled in Chapter 2, and the model
predicts a significant effect of the shell at low degrees of superheat, especially
for small nanodroplets (diameter < 800 nm). To validate this model, the onset
of the radiation response to high-LET particles at low degrees of superheat
(15-25 °C) should be evaluated for different shell types, such as PCDA and
PVA, and for nanodroplet populations of different sizes. However, establishing
a correspondence with the shell models will be challenging as it requires the
knowledge of various shell parameters such as its elasticity, viscosity, surface
tension and thickness. While the shell thickness can probably be determined
by transmission electron microscopy [294], other shell properties are often
inferred from optical or acoustic measurements of the response of oscillating
microbubbles [165,168,224,335–337], but there is no guarantee that the shell
retains its physical integrity and viscoelastic properties after vaporization.
Direct approaches, such as transmission electron microscopy [176], atomic force
microscopy [177–179], or fluorescence lifetime imaging microscopy [180], have
also been employed to characterize microbubbles, and might be applicable to
droplets.

The effect of pressure on radiation-induced vaporization of PVA-PFB
nanodroplets was assessed in Chapter 8 by modulating the nanodroplet degree
of superheat using an acoustic field. On the basis of the thermal spike theory,
we assumed that the decrease in pressure within the droplet core during the
rarefactional phase of the ultrasound pulse would raise the degree of superheat.
Experimental observations of nanodroplet vaporization by primary protons
at temperatures lower than the proton sensitization temperature (43 °C) and
acoustic pressures well below the threshold for Acoustic Droplet Vaporization
seem to confirm this hypothesis. The reported rarefactional pressures for proton
sensitization were higher than those predicted by the thermal spike theory, which
is probably due to the combined effect of experimental conditions and model
oversimplifications. The exact acoustic pressures leading to proton sensitization
at different temperatures should be determined with an optimized experimental
setup, using a spatially-uniform pressure field and improved methods to detect
the onset of vaporization.

Ultrasound imaging methods to quantify nanodroplet vaporization:

Radiation-induced nanodroplet vaporization was monitored by offline ultrasound
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imaging in Chapters 3 and 4. Even though the shift between vaporization profiles
and the proton range was measured with a sub-millimeter reproducibility,
the ability to quantify the vaporization response was limited due to various
image artifacts caused by the high bubble density. In Chapters 5 and 6, we
transitioned to online active or passive high frame rate ultrasound imaging, which
enabled to detect and super-localize individual vaporization events using active
or passive Ultrasound Localization Microscopy (ULM or P-ULM). The obtained
vaporization maps allowed to retrieve the proton range and range dispersion
with sub-millimeter accuracy, while the spot size was largely overestimated by P-
ULM due to its degraded axial resolution. We could also extract the number of
vaporization events as a function of the proton fluence. As processing operations
such as beamforming, (P-)ULM, and range retrieval from the vaporization maps
were currently performed offline, future work should focus on developing an
online implementation in order to enable real-time range verification.

A comparison between active and passive microbubble detection revealed
that the passive method detects approximately twice as many events as the
active methods, however, the localization efficiency of P-ULM was limited (≈
40%). Surprisingly, although both methods allowed to retrieve the proton
range with comparable accuracy, the position of those vaporization events
did not fully match, which indicates that each method might be sensitive
to different vaporization events. The algorithms used for P-ULM were not
optimal, and should be improved by harvesting the abundant literature on
acoustic source localization methods [269,275,277]. Moreover, the efficiency of
P-ULM could be increased by employing a probe made of transducer elements
with a high sensitivity in the low frequency region (100 kHz - 1.5 MHz). The
passive method generally detected vaporization events located closer to the
probe, which was expected as the resolution of P-ULM rapidly worsens as
the source depth increases. Therefore, for deep targets, ULM is expected to
be more accurate, especially if quantification of the radiation response in the
axial ultrasound direction is required. The major advantage of P-ULM was
its ability to specifically detect vaporization events, without being affected
by flowing microbubbles. As an important next step, the performance of the
two methods should be compared in a physiologically-relevant setup, using
volumetric imaging (coupled with bubble-tracking algorithms for the active
case). Ultimately, the choice of the imaging method will depend on the contrast
agents dynamics in vivo, e.g. the extent of spontaneous vaporization, the
lifetime of vaporized nanodroplets (preliminary in vivo tests seem to indicate a
lifetime of 15-30 min under continuous imaging), and whether nanodroplets and
resulting microbubbles will remain immobile (as in the case of extravasation
and/or targeting) or will be subject to flow.

Development of a predictive model:
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Chapter 7 took a step further towards the implementation of real-time range
verification by developing a simple statistical model allowing to predict the
number and spatial distribution of vaporization events induced by primary
protons. The interaction of the proton beam with a dispersion of droplets
was assumed to follow a binomial probability law, and the developed model
was compared to experimental results obtained with different droplet sizes and
concentrations. Although a relatively good agreement was observed between
model predictions and experimental observations, the inter-phantom variability
was higher than expected and the measured number of vaporization events
was significantly lower than predicted for the smallest droplets (diameter <
2.5 µm). The latter suggests that the vaporization probability might not be
proportional to the droplet volume concentration, as assumed by the model.
We attribute the reduced vaporization counts observed for small droplets to a
higher relative impact of the droplet shell on the vaporization threshold. This
hypothesis should be further investigated and included in the model, to yield
accurate predictions of the behaviour of submicron droplets.

The vaporization counts were found to saturate over time. In addition to droplet
depletion [114], this behaviour probably strongly depends on the imaging system
(2D versus 3D ultrasound) and on the attenuation of vaporization signals by
high densities of static bubbles, and should be evaluated in conditions as close
to the envisioned clinical application. Once again, the next logical step appears
to be the transition from static phantoms to systems more representative of
dynamic physiological conditions, coupled with the use of volumetric imaging.
Indeed, encompassing the whole irradiated volume in the ultrasound field of
view would make the burdensome and error-prone assessment of the elevational
plane width unnecessary.

The statistical model developed in Chapter 7 also enabled to establish, through
simulations, lower bounds for the achievable range retrieval precision in a
clinical Pencil Beam Scanning treatment scenario. If nanodroplet concentrations
in the tumor can reach values in the range 5-50 µM, single spot verification
might be sufficiently accurate at low energy to trigger the interruption of the
beam before the delivery of a full layer, while the scanning of a full layer might
be required to extract accurate range estimates at high energies. However, these
simulations represent a best-case scenario and do not account for uncertainties
related to ultrasound imaging, inter- and intramodality image registration
errors, or potential inhomogeneities in nanodroplet concentration. A range-
shifting experiment was also performed in phantoms, and the range retrieved
from vaporization maps lay within the uncertainty window of reference range
measurements, which demonstrates the excellent accuracy of this method in an
in vitro setting.

The ability to predict the number of vaporization events also offers perspectives
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for in vivo dosimetry. To reach that goal, the major obstacle to overcome is
the high variability in the vaporization response, both for phantoms irradiated
with protons (Chapter 7) and with photons (Chapter 9), as it would immediately
lead to high uncertainties on the inferred dose. This variability could not be
fully attributed to the stochastic nature of proton-droplet interactions, but
was rather postulated to come from (i) variations in nanodroplet concentration
and spatial distribution in the phantoms, and (ii) a steep dependence of the
vaporization response on temperature. To reduce the first source of variability,
the development of means to quantify the nanodroplet concentration and
spatial distribution in and around the tumor appears to be critical. As far
as the temperature dependence is concerned, the degree of superheat should
be carefully tuned to minimize the sensitivity to temperature. Assuming that
the high variability and saturation behavior can be properly compensated, the
linearity and dose-rate independence of the nanodroplet vaporization response
are favorable properties for in vivo dosimetry of intensity-modulated radiation
fields.

10.2 Future perspectives

10.2.1 Envisioned path towards clinical applications

In order to successfully translate the concept of injectable superheated
nanodroplets for radiation detection into a viable clinical application, several
research and development steps should be undertaken.

Optimization of the nanodroplet response:

The vaporization response to proton or photon radiation, depending on the
application, should be optimized for the physiological temperature of 37 °C.
For proton therapy, PVA-PFB nanodroplets vaporize through interactions with
secondary particles at 37 °C, allowing to indirectly infer the proton range. This
strategy, although similar to the one used in PET and Prompt Gamma Imaging,
suffers from two major drawbacks. Firstly, high nanodroplet concentrations
are required at the tumor, since nuclear reactions are rare events. Secondly,
the correspondence between vaporization maps and the proton range is not
straightforward and is impacted by uncertainties on the nuclear reaction cross
sections in biological media [30]. Therefore, in our opinion, targeting a degree of
superheat sufficiently high to allow direct nanodroplet vaporization by protons is
essential, as it would offer this technology competitive advantages compared to
PET and PGI and relax the requirements on the in vivo droplet concentration.
As far as conventional radiotherapy is concerned, the use of highly superheated
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droplets (reduced superheat s>0.51) is mandatory to enable vaporization by
low-LET electrons.

Two different approaches can be investigated to increase the nanodroplets
degree of superheat at 37 °C. The first one requires a modification of
the nanodroplet liquid core to include more volatile compounds. The
two major factors to consider when designing the nanodroplet liquid core
are the biocompatibility and boiling temperature. Although many liquids
with suitable boiling temperatures have been used in superheated drop
detectors [113], injectable superheated nanodroplets reported in the literature
are almost exclusively made of biologically inert perfluorocarbons for the
liquid core: dodecafluoropentane (C5F12, b.p. 29 °C), decafluorobutane (C4F10,
b.p. −2 °C), and octafluoropropane (C3F8, b.p. −37 °C) [66]. While the
degree of superheat of octafluoropropane (OFP) would be sufficiently high
at 37 °C for nanodroplet vaporization by protons and electrons, the in vivo
stability is compromised as the limit of superheat of OFP is 38 °C [119].
Several studies have investigated the use of OFP nanodroplets at physiological
temperature [122,123,260,287,306,333,338,339], with a large variability in the
reported stability performances. A careful engineering of the nanodroplet shell
might slightly enhance the stability of OFP droplets, through the use of long
acyl-chain phospholipids [123,288] or polymeric shells, such as PVA [290,340].
However, as shown in chapter 2, the impact of the shell on the limit of superheat
remains limited. Nanodroplet cores containing mixtures of OFP and PFB
have also been used as a means to modulate the degree of superheat [333,334].
However, in an open system, the mixture behaved similarly to pure PFB as
OFP diffused rapidly out of the lipidic shell [334]. Finally, endoskeletal droplets
with a tunable vaporization temperature have recently been reported [238]. A
preliminary proton irradiation experiment (not detailed in this thesis) was
performed with endoskeletal droplets operated a few degrees below their
spontaneous vaporization threshold. Radiation-induced droplet vaporization
was not observed, presumably due to the vaporization mechanism of endoskeletal
droplets being different than homogeneous nucleation, as it is triggered by the
melting of the solid phase. Further experimental work should be conducted
to evaluate whether those endoskeletal droplets can be vaporized by ionizing
radiation.

The second approach to raise the degree of superheat is acoustic modulation,
as proposed in Chapter 8. The acoustic pressure required for sensitization
of PVA-PFB nanodroplets to protons at 37 °C was 400 kPa at 1.1 MHz,
well within the safety limits for diagnostic ultrasound. Sensitization of PVA-
PFB nanodroplets to lower LET particles, such as electrons, remains to be
assessed. While the theoretically required static pressure decrease is 600-900
kPa, experimentally determined sensitization thresholds exceeded theoretical
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predictions by far. If the sensitization pressure to electrons approaches the
Acoustic Droplet Vaporization threshold, the use of acoustic modulation in
conventional radiotherapy might be compromised. For range verification and
dosimetry applications, the acoustic modulation pressure field should be as
uniform as possible and encompass the entire irradiated volume, e.g. using
plane waves. In order to minimize interference with the radiation beam, acoustic
modulation and nanodroplet vaporization detection should be performed with
a single array. For medical accelerators delivering pulsed radiation beams (such
as radiotherapy linacs and proton therapy synchrocyclotrons), the ultrasound
system could alternate between the acoustic modulation pulse (synchronized
with the beam delivery) and high frame rate imaging of vaporization events. For
continuous proton beams produced by e.g. isochronous cyclotrons, transducer
elements used for modulation and imaging could be interleaved [280,341,342],
although their simultaneous use might induce significant crosstalk. The
impact of ultrasound frequency on the acoustic modulation effect should be
further investigated to determine whether dual-frequency arrays are required.
Importantly, if the modulation frequency overlaps with the frequency range
of nanodroplet vaporization signals (200 kHz - 2 MHz), tissue reflections from
the modulation wave might hinder the passive detection of vaporization signals.
Compared to the droplet composition approach, acoustic modulation enables a
finer tuning of the degree of superheat, at the cost of increased technological
complexity.

Development and validation of a predictive model:

While the statistical approach presented in Chapter 7 was a first step, further
research is required to develop fast and accurate predictive models. As a
complementary tool to better predict the nanodroplet vaporization behaviour,
detailed Monte Carlo simulations are also required. Although out of the
scope of this thesis, a simulation framework was implemented within the
Amphora project, allowing to simulate energy depositions by primary protons
and secondary particles and predict vaporization using the thermal spike
model [343,344]. Such an approach will be essential to elucidate some of the
remaining open questions, namely the estimation of the value of the nucleation
parameter, a, or the reasons for the relatively low peak to plateau ratios observed
on vaporization maps. Moreover, Monte Carlo simulations can help determine
the exact value of the maximum LET reached by protons and other particles
at the end of their range, as analytical formulas are generally inaccurate for
energy depositions at the nanoscale. Ideally, Monte Carlo simulation results
would provide parameter values which could be incorporated into the fast
analytical model of Chapter 7, yielding an accurate, real-time implementation.
Finally, extensive in vitro measurement campaigns are required to calibrate the
nanodroplet response in various clinically-relevant irradiation conditions and
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validate the developed predictive model.

Achievable performances assessment in preclinical studies:

The feasibility of range verification and dosimetry with superheated nanodroplets
strongly depends on the achievable nanodroplet concentrations and uniform
accumulation at the target. Tumors are heterogeneous, with a disorganized
architecture made of highly vascularized regions (angiogenesis) with enhanced
permeability due to large inter-endothelial gaps, and avascular, often hypoxic,
regions [79, 329]. The lymphatic drainage is typically reduced in tumors, which
leads to longer retention times of extravasated particles, a phenomenon called the
enhanced permeability and retention (EPR) effect [69]. Due to the complexity
of the tumor microenvironment, transitioning to in vivo animal studies with
different tumor models is critical to assess the achievable performances in a
clinically-relevant situation. Such studies will provide decisive answers to crucial
aspects such as (i) the in vivo biocompatibility of the nanodroplet formulation,
(ii) the achievable nanodroplet concentrations at the tumor, (iii) the relevant
time frames for accumulation and clearance, and (iv) the effectiveness of passive
targeting (through the EPR effect) compared to active targeting. Moreover,
the nanodroplet behaviour in a physiological environment, particularly the
amount of spontaneous vaporization, the lifetime of vaporized droplets, and
whether they remain static at the target site or not, will determine which
ultrasound imaging strategy should be adopted and optimized. We suggest to
start by investigating organs where nanodroplets naturally accumulate, such
as the liver, and then move on to different tumor models with non-targeted
droplets, before evaluating the behaviour of targeted droplets. As a large body
of research is already dedicated to the use of ultrasound contrast agents for
molecular imaging and therapeutic applications in oncology [75,79], synergies
with different research groups should be exploited.

In order to minimize the impact of nanodroplet distribution inhomogeneities on
dosimetry and range verification performances, methods to determine the
nanodroplet concentration and in vivo distribution should be developed.
Moreover, assessing the concentration at the target is a prerequisite for dosimetry.
Nanodroplets could be detected in vivo by means of 19F MRI imaging, as their
core contains Fluorine. A second approach, potentially more time-efficient and
easy to integrate in the clinical workflow, would be to transform the droplets
into microbubbles by means of Acoustic Droplet Vaporization and detect them
with the ultrasound system used for dosimetry. If the nanodroplet in vivo
distribution is sufficiently reproducible, this operation could be performed using
a first injection for calibration purposes, followed by a second injection for
dosimetry after clearance of the microbubbles or application of a destructive
burst. Alternatively, vaporization of remaining nanodroplets can be performed
after treatment delivery. However, this approach only allows to correct the
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dose/range estimation after irradiation, which limits the potential for real-time
monitoring.

Finally, range verification and dosimetry performances should be assessed in
vivo. As the required ultrasound frequency depends on the target size and
depth, ultrasound probes for animal imaging should be used, ideally enabling
real-time volumetric imaging during irradiation. Relatively large animals such
as rats or rabbits might be more suitable than mice to deliver and measure dose
gradients around the tumor.

System integration in the radiotherapy workflow:

Despite its established advantages, the emergence of ultrasound image
guidance in radiotherapy has been relatively slow and timid. The widespread
adoption of ultrasound imaging in the radiotherapy workflow, traditionally
dominated by X-ray and CT imaging, faces a number of barriers that should
also be overcome to introduce ultrasound-based in vivo dosimetry. To that aim,
prior and ongoing research not only in the field of ultrasound image-guided
radiotherapy but also in ultrasound technology in general should be leveraged,
ideally in collaboration with major ultrasound equipment vendors.

Quantitative ultrasound imaging requires a reduction of the inter-operator
variability [48]. This can be achieved by automating both the acquisition
process, through the use of passive or robotic probe holders, and the
interpretation and processing of images, through e.g. machine learning [50]. As
far as probe holders are concerned, robotic systems for real-time ultrasound
imaging of different organs in the abdominopelvic region during radiotherapy
are being developed and commercialized [55,345–347]. Some of those solutions
allow to monitor and control the pressure induced by the probe on the patient
skin, to properly manage the resulting soft tissue motion [346]. Regarding image
processing automation, research efforts in the field of segmentation [348–351]
and motion estimation [352–354] could be used for treatment planning and
image guidance [48, 49]. Additionally, inter- and/or intra- modality image
registration methods will be required to overlay the dose distribution inferred
from nanodroplet vaporization maps on the reference treatment plan, and are
being developed in the field of image guidance [48, 355–357]. In parallel to
automation, the radiotherapy staff should be thoroughly trained in ultrasound
imaging to facilitate its successful adoption [50].

Potential interferences between the radiation beam and the ultrasound probe
should also be accounted for during plan optimization. As an alternative
approach to beam avoidance [55, 358], ultrasound probe designs that can
minimize the impact on beam delivery, such as radiolucent probes [58] and/or
flexible arrays, should be developed. Also, new software interfaces, designed
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in partnership with radiation therapy companies, should integrate the novel
functionalities offered by image guidance and dosimetry into the radiotherapy
workflow, to facilitate image registration procedures, treatment replanning
decisions, and real-time interruption and/or modification of the beam delivery
process.

10.2.2 Integration of this technology in the current and future
radiotherapy and oncology landscape

Short term vision:

In the short term, we foresee that ultrasound detection of radiation-induced
nanodroplet vaporization could be a viable clinical solution for in vivo proton
range verification, and dosimetry of both proton and conventional radiotherapy.
However, considering that (i) proton beams contain higher LET particles than
photon beams, and (ii) sensitivity to low LET particles requires high degree of
superheat, which comes at the cost of degraded droplet stability, we argue that
proton therapy should be targeted in priority. In addition to the reduced
technological complexity, the clinical benefits conferred by in vivo monitoring
are potentially greater, as it may help reduce range uncertainty margins and
safely adopt beam angles more favorable to sparing organs at risk. Moreover,
as only a few beam angles are typically used in proton therapy, the risk of
interference between the ultrasound system and the radiation beam is not as
severe as for conventional radiotherapy, where the dose is often delivered during
a full gantry rotation. Finally, no gold standard solution currently exists for
in vivo range verification, and this ultrasound-based approach would provide
substantial advantages compared to competitors such as PET or PGI.

By combining range verification with real-time ultrasound image guidance,
this technique could also become a powerful tool to facilitate the safe use
of proton therapy for moving targets in the abdomen or pelvis. Cancers
located in the abdominopelvic region are particularly deadly as they account
for more than 48% of all cancer fatalities [359]. Currently, except for pediatric
patients for which clinical indications are broader, proton therapy is mainly
used to treat static targets such as brain or head and neck tumors. In the
abdomen, range uncertainties can reach values of several millimeters, and
are further increased due to large (approximately 2 cm [49]) intrafractional
motion aggravated by the interplay effect with scanned proton beams [254,
255]. These excessive uncertainties can lead to unacceptable toxicity and push
clinicians to adopt non-optimal, conservative treatment planning strategies,
with limited benefits compared to conventional radiotherapy. Ultrasound-based
range verification and intrafractional motion management can increase the
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safety and efficacy of proton therapy for those tumor locations, which may
in turn broaden the panel of clinical indications for proton therapy and
favor higher reimbursement rates for a larger fraction of patients.

In conventional radiotherapy, EPID-based in vivo dosimetry has the potential
to be broadly adopted, as EPIDs are available on the vast majority of
modern linacs. Image guidance solutions are also well developed: cone-beam
CT can be used to scan the patient in treatment position prior to beam
delivery, and Magnetic Resonance Imaging is being integrated to linacs to
offer offline and online image guidance [360,361]. Nevertheless, the technique
introduced in this thesis would still benefit from competitive advantages, by
simultaneously providing anatomical images with soft tissue contrast, on which
the measured delivered dose could be superimposed during treatment delivery.
To the best of our knowledge, the only other technology able to achieve these
combined performances using a single imaging modality is XACT (X-Ray
Acoustic Computed Tomography), whose development is still in its infancy [28].
Hypothetically, the technology developed by Amphora and subsequent projects
could be initially targeted to applications where high doses per fraction are
used. An example is Stereotactic Body Radiation Therapy of soft tissue tumors
such as the liver, the pancreas, or the prostate [3, 312].

Long term vision:

Despite the growing need for in vivo treatment monitoring of radiation therapy
and the intensive research efforts undertaken, the adoption of relatively mature
techniques, such as EPID-based dosimetry for radiotherapy and PET or PGI
range verification for proton therapy, remains relatively slow and limited. In
addition to previously discussed barriers impeding the widespread adoption of
ultrasound image guidance, the demanding requirements regarding throughput
and cost-efficiency of radiotherapy/proton therapy facilities might inhibit the
integration of any treatment verification technique in the radiotherapy workflow,
especially if the sole short term gain is the prevention of rare serious accidents
and, more frequently, minor dose delivery errors. Moreover, demonstrating
indirect clinical benefits such as the improvement of treatment efficacy and
potential extension of clinical indications for proton therapy is neither fast nor
straightforward.

Fortunately, ongoing trends in radiotherapy will provide a strong impetus to
the development of in vivo monitoring techniques in the future. The adoption
of offline and particularly real-time adaptive radiotherapy in the clinical
workflow will require intrafractional image guidance and in vivo dosimetry
systems to guide decisions on plan adaptation. Currently, in proton therapy, the
delivered dose can be estimated by combining a pretreatment cone-beam CT
scan of the patient with log files of the proton therapy delivery system [362,363],
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but this indirect approach requires high imaging doses and ignores intrafractional
motion. The ability to perform real-time image guidance and dosimetry would
open the door to online adaptive radiotherapy, which would be particularly
useful in combination with extreme hypofractionation.

In the longer term, the emergence of technologies employing ultra high
dose rates (FLASH, >40 Gy/s [364]) and spatially-fractionated micro-
or minibeam therapy [365, 366], separately or in combination, will further
favor dose escalation strategies owing to improved healthy tissue sparing
effects [367,368]. Preclinical research on FLASH and mini/microbeam techniques
has rapidly grown in the past years, and is expected to be applied to electron/X-
ray therapy as well as proton therapy [369]. The extremely fast delivery (ms
range) of high doses (~10 Gy) in only a few pulses requires online image guidance
and treatment verification on a pulse by pulse basis [367], and a solution based
on the detection of thermoacoustic waves has been already proposed [370].
The high temporal (ms) and spatial (µm) resolution achievable by ULM of
nanodroplet vaporization makes this technique potentially applicable to in vivo
dosimetry/range verification in FLASH and minibeam therapy. To maximize
and demonstrate the potential benefits of such ground-breaking techniques, their
integration with novel advanced methods for real-time treatment monitoring by
pioneering research-oriented radio/proton therapy centers will be decisive.

Finally, we expect the versatility of ultrasound contrast agents to be their
strongest asset in the long run, i.e. the one able to tilt the scale in their
favor. By providing functional and molecular imaging of the tumor,
ultrasound contrast agents can allow clinicians to adopt biologically-guided
adaptive radiotherapeutic strategies [14], where the dose within the tumor
is varied as a function of its inner characteristics (microvasculature, hypoxic
regions, etc.). Additionally, a large body of research is currently devoted to
therapeutic applications of ultrasound contrast agents in oncology [79].
Powerful synergies between radiotherapy and microbubble bioeffects were
recently unveiled, such as oxygen delivery to hypoxic regions, cavitation-induced
damage, and targeted release of chemotherapeutic drugs [90, 94]. Therefore, in
the future, a single nanodroplet injection might be able to provide anatomical
and functional information about the tumor, perform real-time dosimetry and/or
range verification combined with intrafractional motion monitoring, and help
eradicate the tumor in synergy with radiotherapy, by leveraging one or several
bioeffects that ultrasound contrast agents can unleash (Figure 10.1).
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Figure 10.1: Envisioned long-term radiotherapy or proton therapy workflow with
ultrasound imaging and nanodroplets. Following the order of the arrows: (1) ultrasound
imaging of the tumor can be performed to guide patient setup by comparing daily
anatomical images to a reference. (2) By injecting targeted nanodroplets, functional
characteristics of the tumor can be better refined and its microvascular architecture
can be assessed through e.g. acoustic angiography [371] or ULM [235] (3) Treatment
plan adaptation can be triggered at this stage if large anatomical (1) or functional
(2) changes in the tumor environment are detected. (4) During treatment delivery,
ultrasound imaging allows to detect intrafractional motion and to measure the proton
range and delivered dose, which potentially enables to adapt treatment delivery in real-
time. (5) At the end of treatment delivery, remaining nanodroplets can be vaporized
acoustically to generate bioeffects through cavitation and/or to trigger drug delivery.
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10.3 Conclusion

This thesis introduced a novel method for in vivo treatment monitoring of
radiation therapy using superheated nanodroplets. Phantom experiments
revealed that superheated nanodroplets vaporize when irradiated by proton
and photon beams, and that their response to radiation can be predicted using
the thermal spike theory. The proton range was inferred from vaporization
profiles with sub-millimeter reproducibility. Several offline and online ultrasound
detection methods were developed, and their performance for range verification
and dosimetry were compared. Future studies should investigate the impact of
the nanodroplet shell on the vaporization threshold, optimize the nanodroplet
degree of superheat at physiological temperature, and proceed to animal
experiments in order to elucidate the achievable nanodroplet concentration
and homogeneity in and around the tumor, as well as investigate the in vivo
performance of the technology. In addition, the integration of ultrasound
imaging in the radiotherapy environment should be facilitated by ongoing
technological developments. By bringing together real-time image guidance,
dosimetry, molecular imaging, and therapeutic capabilities, ultrasound contrast
agents can become a valuable - if not essential - asset to broaden the horizons
of proton therapy and, globally, assist the transition towards dose-escalated,
safe, and automatically adaptable radiotherapy treatment strategies.
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