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Abstract

The main purpose of this paper is to discuss the minimization of
energy spent in order that a controlled diffusion process reaches a given
target, a d-dimensional bounded domain. The exterior Dirichlet prob-
lem for the Hamilton-Jacobi-Bellman equation is studied for a class of
criteria which includes the case of energy. Extensions to diffusion with
jumps, examples and some other reachability problems are considered.

1 Introduction

Our purpose here is to study some reachability problems for diffusion processes. Indeed,
denote by x(t) a diffusion process in Rd, by v(t) a control acting in the drift term of the
state equation, by D a bounded open subset of Rd and by τ the first time x(t) reaches
D, i.e., τ = inf{t ≥ 0 : x(t) ∈ D}. The main problem we will study is the minimum
energy reachability, namely, the minimization of

Jx(v) = Ev
x{
∫ τ

0

|v(t)|2dt}, (1.1)

under the constraint

Ev
x{τ} <∞, (1.2)

and assuming that there exists a control satisfying (1.2). Actually, (1.1) will be treated
via a simpler problem

Jε
x(v) = Ev

x{
∫ τ

0

(
|v(t)|2+ε

)
dt}, (1.3)

where Ev
x{·} = Ev{· | x(0) = x}. As mentioned later, more general critera can be

considered. The condition Ex{τ} <∞ is related to the recurrence of the diffusion pro-
cess. This recurrence property has been studied in Bensoussan [2] and Khasminskii [3]
(among other) for continuous diffusion, and in Menaldi and Robin [6, 7] for diffusion
with jumps. The existence of v such that Ex{τ} < ∞ is also a strong controllability
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condition and we refer to Arapostathis et al. [1], Zabczyk [10] and the references therein
for the controllability aspect.

The paper is organized as follows: Section 2 deals with the problem (1.1) above and
the related Hamilton-Jacobi-Bellman equation. Examples are given in Section 3 and
extensions to diffusion processes with jumps are briefly described in Section 4. Finally,
Section 5 contains a few other control problems related to reachability.

2 Minimum Energy Problem

2.1 Assumptions

Let V be a compact metric space, and set Ω = C([0,∞),Rd) the canonical space,
x(t, ω) = ω(t) the canonical process and Ft = σ(x(s) : s ≤ t), F = F∞ the filtration
used in probability. Let a(x) = [aij(x)] be a symmetric matrix for each x such that

aij ∈ W 1,∞(Rd), c0 ≤
∑
ij

aij(x)ξiξj ≤ c−1
0 |ξ|2, ∀ x, ξ ∈ Rd. (2.1)

Let g(x, v) : Rd × V → Rd and f(x, v) : Rd × V → R be Borel functions, continuous in
v and such that

|g(x, v)| ≤ C1(1+|x|), ∀ x ∈ Rd, v ∈ V, (2.2)

0 ≤ f(x, v) ≤ C2, ∀x ∈ Rd, v ∈ V. (2.3)

A control v(t) is a Ft–adapted process with values in V. Under the above assumptions
(e.g. see Stroock and Varadhan [9]), for each control v there is a unique probability P v

x

such that for any φ in C2
b(Rd), the process

φt = φ(x(t))−φ(x)−
∫ t

0

∇φ(x(s))·g(x(s), v(s))ds−
∫ t

0

Aφ(x(s))ds, (2.4)

is a (P v
x , Ft)–martingale, where ∇ is the gradient operator and

Aφ(x) =
1

2

∑
ij

aij(x)
∂2φ

∂xi∂xj
(x).

Let D be a smooth bounded domain in Rd, and

τ = inf{t ≥ 0 : x(t) ∈ D}. (2.5)

We then consider the first problem (P1): to minimize

Jx(v) = Ex

{∫ τ

0

(
f(x(t), v(t))+1

)
dt
}
, (2.6)

over V the set of control processes such that Ev
x{τ} < ∞. Thus, we denote by u the

optimal cost function, i.e.,

u(x) = inf{Jx(v) : v ∈ V}. (2.7)
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We will use the additional assumption: there exists a measurable feedback v0 =
v0(x) (i.e., a Borel measurable function from Rd into V ) with a corresponding sub-
solution u0, i.e., a function satisfying 0 ≤ u0(x) ≤ C0(1 + |x|), ∀x ∈ Rd, lim

|x|→∞
u0(x) = +∞,

u0 ∈ W 2,p
loc (R

d), L(v0)u0 + 1 ≤ 0 in Rd \D,
(2.8)

where

L(v)φ = ∇φ ·g(·, v)+Aφ. (2.9)

From [7] one can see that assumption (2.8) ensures Ev
x{τ} <∞, and in fact the finite

expectation of the reaching time of any bounded open set. In the sense of Zabczyk [10],
the system corresponding to (2.4) is strongly controllable.

By means of problems of the type (P1), we will study the problem (P2): to minimize

Jx(v) = Ex

{∫ τ

0

f(x(t), v(t))dt
}
, (2.10)

over V .
Notice that we are interested in the case where f(x, 0) ≡ 0, so if the process corre-

sponding to the constant feedback v(x) = 0 belongs to V (i.e., it satisfies E0
x{τ} <∞),

then v = 0 is optimal for (2.10). Also, if f = 0 then P1 is the minimum time problem.
Finally, since V is bounded, the minimum energy problem is a particular case of (2.10).

2.2 HJB Equation for P1

Let us first state a result on the exterior Dirichlet problem derived form assumption
(2.8).

Proposition 2.1. Let the assumptions of Section 2.1 hold, and let h be in L∞(Rd \D).
Then the exterior Dirichlet problem

L(v0)ū+h = 0 in Rd\D, ū = 0 on ∂D, (2.11)

has a unique solution ū in W 2,p
loc (Rd \D) for any p <∞ and such that ū/u0 is bounded,

and

ū(x) = Ev0
x

{∫ τ

0

h(x(t))dt
}
, (2.12)

for any x in Rd \D. 2

This is an extension of a result in Bensoussan [2] to unbounded g. Notice that
condition (2.8) implies

Ev0
x {τ} <∞. (2.13)

The HJB equation for (2.7) is then

Au+inf
v∈V

{∇u·g(·, v)+f(·, v)}+1 = 0 in Rd\D, u = 0 in ∂D. (2.14)
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Theorem 2.2. Let the assumptions of Section 2.1 hold. Then (2.14) has a unique so-
lution u in W 2,p

loc (Rd\D) for any p <∞ and such that u/u0 is bounded. Any measurable
selection

v̂(x) ∈ Argmin
v∈V

{∇u(x) ·g(x, v)+f(x, v)}

is an optimal feedback control and

u(x) = inf{Jx(v) : v ∈ V},

for any x in Rd \D.

Proof. We use the policy iteration method based on Proposition 2.1. Let v0(x) and
u0(x) as in assumption (2.8). Define u1 as the solution of the linear equation

L(v0)u1+f(·, v0)+1 = 0 in Rd\D, u1 = 0 on ∂D, (2.15)

which has a solution according to Proposition 2.1. Then, let v1(x) be defined as

v1(x) ∈ Argmin
V

{∇u1(x)·g(x, v)+f(x, v)}, ∀x ∈ Rd. (2.16)

By definition

∇u1 ·g(·, v1)+f(·, v1) ≤ ∇u1 ·g(·, v0)+f(·, v0)

and therefore

L(v1)u1+f(·, v1)+1 ≤ L(v0)u1+f(·, v0)+1 = 0

i.e.,

L(v1)u1+1 ≤ 0, in Rd \D,

which means that u1 is a subsolution for v1, i.e, condition (2.8) is satisfied with u0, v0
replaced by u1, v1. Therefore, again by means of Proposition 2.1, v1 belongs to V and
we can define u2 as the solution of

L(v1)u2+f(·, v1)+1 = 0 in Rd\D, u2 = 0 on ∂D. (2.17)

One can continue the policy iteration process with{
vn(x) ∈ Argmin

v∈V
{∇un(x) · g(x, v) + f(x, v)}, ∀x ∈ Rd,

L(vn)un+1 + f(·, vn) + 1 = 0 in Rd \D, un+1 = 0 on ∂D.
(2.18)

Also we have

L(v1)u2+f(·, v1)+1 = L(v0)u1+f(·, v0)+1 ≥ L(v1)u1+f(·, v1)+1, (2.19)

so L(v1)(u2 − u1) ≥ 0, and by the maximum principle u2 ≤ u1. More generally, the
sequence {un} is decreasing and positive. Using W 2,p

loc (Rd \D) estimates, we conclude
that un converges to u weakly inW 2,p

loc (Rd\D) and uniformly (up to the first derivatives)
on every compact subset of Rd \D.
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Define a measurable selection

v̂(x) ∈ Argmin
v∈V

{∇u(x)·g(x, v)+f(x, v)}, ∀x ∈ Rd. (2.20)

Since

Aun+ inf
v∈V

{∇un ·g(·, v)+f(·, v)}+1 ≤ 0

one has

Au+ inf
v∈V

{∇u ·g(·, v)+f(·, v)}+1 ≤ 0,

and therefore Ev
x{τ} <∞, i.e., v̂ belongs to V. Moreover, by definition of vn we have

g(·, vn) ·∇un+f(·, vn) ≤ g(·, v̂) ·∇un+f(·, v̂),

which together with

g(·, v̂)·∇un+f(·, v̂) ≤ g(·, v̂)·∇u+f(·, v̂)+g(·, v̂)·∇(un−u),

and

g(·, vn)·∇un+1+f(·, vn) ≤ g(·, vn)·∇un+f(·, vn)+g(·, vn)·∇(un+1−un),

yield

g(·, vn) · ∇un+1 + f(·, vn) ≤ g(·, v̂) · ∇u+ f(·, v̂)+
+
[
sup
v∈V

|g(·, v)|
] (

|∇(un − u)|+ |∇(un+1 − un)|
)
,

i.e., [
sup
v∈V

|g(·, v)|
] (

|∇(un − u)|+ |∇(un+1 − un)|
)
≤

≤ Aun+1 + g(·, v̂) · ∇u+ f(·, v̂) + 1,

after using (2.18). Next, because ∇un converges uniformly over any compact subset of
Rd \D, we get

0 ≤ Au+∇u ·g(·, v̂)+f(·, v̂)+1,

proving that u solves the HJB equation (2.14). The uniqueness follows from the stochas-
tic interpretation.

2.3 HJB Equation for P2

The only issue is that one may have f(x, 0) = 0 and v ≡ 0 is in V. Then the HJB
equation corresponding to (2.10), namely

Au+inf
v∈V

{∇u·g(·, v)+f(·, v)} = 0 in Rd\D, u = 0 in ∂D, (2.21)

has a trivial solution u ≡ 0. Thus, if g(x, 0) gives a recurrent process, v ≡ 0 belongs
to V and is optimal. So the only case to be considered is when g(x, 0) does not give a
recurrent process.
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Let us consider the problem of minimizing

Jε
x(v) = Ev

x

{∫ τ

0

(
|v(t)|2+ε

)
dt
}
, ε > 0.

over V , i.e., controls such that Ev
x{τ} <∞, for which we have the HJB equation

Auε+inf
v∈V

{∇uε·g(·, v)+f(·, v)}+ε = 0 in Rd\D, uε = 0 in ∂D, (2.22)

for which Theorem 2.2 applies.

Theorem 2.3. If the assumptions of Section 2.1 holds then the solution uε of (2.22)
converges weakly in W 2,p

loc (Rd \D) for any p <∞ to the maximum solution û of (2.21)
and such that û/u0 is bounded. Moreover

û(x) = inf{Jx(v) : v ∈ V}, (2.23)

for any x in Rd \D.
Proof (sketch). Clearly uε decrease as ε → 0 and uε ≥ 0. Then, classical estimates
imply that uε → û, a solution of (2.22). If u is another solution, then

u(x) ≤ Jx(v), ∀v ∈ V .
Hence

u(x) ≤ Jx(v)+εE
v
x{τ}, ∀v ∈ V ,

and the result follows. We also have

u ≤ inf{Jx(v) : v ∈ V} ≤ uε

and (2.3) follows. In order to have the existence of an optimal control, we would need
to show that

v̂(x) ∈ Argmin
v∈V

{∇u(x)·g(x, v)+f(x, v)}, ∀x ∈ Rd, (2.24)

is such that E v̂
x{τ} < ∞, which is not true in general. However if instead of (2.8) we

assume that there exists a smooth ψ (Liapunov function) such that 0 ≤ ψ(x) ≤ C0(1 + |x|), ∀x ∈ Rd, lim
|x|→∞

ψ(x) = +∞,

ψ ∈ W 2,p
loc (R

d), L(v)ψ + 1 ≤ 0 in Rd \D, ∀v ∈ V,
(2.25)

then there is an optimal control given by (2.24).

Remark 2.4. Clearly, if f(x, v) ≥ γ > 0 in Rd × V then Theorem 2.2 applies. 2

3 Examples

3.1 Stable system

The case

g(x, v) = b(x)+ g0(x, v),

with b Lipschitz continuous, b(x) = 0, satisfying

−
∑
i

bi(x) xi ≥ c0|x|2, ∀x ∈ Rd, |x| ≥ r0,

for some constants c0, r0 > 0, and g0(x, v) Borel bounded in Rd × V, continuous in v,
corresponds to the assumptions in Bensoussan [2]. Then assumption (2.25) is satisfied,
and therefore (2.8). See [2] for an example of Liapunov function ψ.
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3.2 Wiener and drift

Let us consider a diffusion given by

dx(t) = v(t)dt+dw(t), in Rd, (3.1)

with |v(t)| ≤ 1 (norm in Rd), where the process does not satisfy condition (2.25).
However, the weaker assumption (2.8) holds in this case. Indeed, the result in Morimoto
and Okada [5] states that for a given h ≥ 0, convex, C1 such that h(x) ≤ C(1 + |x|)
the problem

λ =
1

2
∆φ+ inf

|v|≤1
{v ·∇φ+ |v|2}, in Rd, (3.2)

has a solution (λ, φ) (unique when imposing inf φ = 0), with φ in C2, convex, with
quadratic growth, and λ ≥ 0. Moreover, there is an optimal feedback v̂(x). Therefore,
if D = {x : h(x)− λ ≥ 1} then

1

2
∆φ+ v̂ ·∇φ+1 ≤ 0, in Rd \D,

so that a variant of assumption (2.8) is satisfied.
One concludes that Theorem 2.2 applies. However, when f(x, v) = |v|2, with (3.1),

we can conjecture that the trivial solution identically zero is the maximum solution in
Theorem 2.3 and there is no optimal control for the limit problem (2.10).

3.3 One dimension Wiener and drift

As in the previous case with d = 1,

dx(t) = v(t)dt+
√
2dw(t), in R,

with D =]− a,+a[, −1 ≤ v(t) ≤ 1 and

Jε
x(v) = Ev

x

{∫ τ

0

(|v|2+ε)dt
}
.

Then, the HJB equation is

u
′′

ε+F (u
′

ε)+ε = 0, for |x| > a, uε(±a) = 0,

with

F (p) =

{
−p2/4 for |p| ≤ 2,

−|p|+ 1 otherwise.

Direct calculations show that the solution with linear growth is

uε(x) = 2
√
ε (|x|−a)

and that uε → 0 as ε → 0. The limit equation does not provide an optimal control
because v ≡ 0 is not admissible.

If now we consider

dx(t) = g0(x(t))+v(t)dt+
√
2dw(t), in R,

with D, V as above and g0(x) = 1/4 for x > a, g0(x) = −1/4 for x < −a, and smooth
in [−a,+a], then one finds

uε(x) =
(
1/2+2

√
ε+ 1/16

)
(|x|−a)

and the limit problem is well posed. Notice that if |g0(x)| > 1 and the system is
unstable as in the previous example, the control |v| ≤ 1 cannot compensate g0, and
assumption (2.8) is not satisfied.
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4 Extension to Diffusions with Jumps

It would be too long to go into details here so we just give a sketch of possible extension.
We refer to [6], [7] for a precise construction of the controlled diffusions with jumps.
The HJB equation is of the following form:

Au+I0u+inf
v∈V

{∇u·g(·, v)+I(v)u+f(·, v)} = 0, in Rd\D, u = 0 in D,

with A as in Section 2.1,

I0φ(x) =

∫
Rd
∗

[
φ(x+ z)− φ(x)− z · ∇φ(x)

]
M0(x, dz),

I(v)φ(x) =

∫
Rd
∗

[
φ(x+ z)− φ(x)

]
c(x, v, z)M0(x, dz),

where the Levy kernel M(x, dz) is a Radon measure on Rd
∗ = Rd \ {0} for any fixed x,

and satisfies∫
|z|<1

|z|2M0(x, dz)+

∫
|z|≥1

|z|M0(x, dz) <∞, ∀x ∈ Rd, (4.1)

and

0 ≤ c(x, v, z) ≤ C(1∧|z|) ∀x ∈ Rd, v ∈ V, (4.2)

for some constant C > 0. Condition (4.1) means that the Levy measure M0(x, dz) may
have a singularity of second order at the origin, which is refer to as jumps of order 2
and translates into the fact that the integro-operator I0 is well defined for function with
compact support and continuous second derivative. Similarly, condition (4.2) makes
controllable only the first order part of the jump process. Actually, as in Garroni and
Menaldi [4], the Levy kernelM0(x, dz) is assumed to have a particular structure (which
makes clear the x-dependency), namely

M0(x,A) =

∫
{ζ:j(x,ζ)∈A}

m0(x, ζ)π(dζ), (4.3)

where π(·) is a σ-finite measure on the measurable space (F,F), the functions j(x, ζ)
and m0(x, ζ) are measurable for (x, ζ) in Rd × F , and there exist a measurable and
positive function j0(ζ) and constants C0 > 0 such that for every x, ζ and complementing
(4.1) we have

|j(x, ζ)| ≤ j0(ζ), 0 ≤ m0(x, ζ) ≤ 1,∫
F

[j0(ζ)]
2(1 + j0(ζ))

−1π(dζ) ≤ C0,
(4.4)

the function j(x, ζ) is continuously differentiable in x for any fixed ζ and there exists a
constant c0 > 0 such that for any (x, ζ) we have

c0 ≤ det(1+θ∇j(x, ζ)) ≤ c−1
0 , ∀θ ∈ [0, 1], (4.5)

where 1 denotes the identity matrix in Rd, ∇ is the gradient operator is x, and det(·)
means the determinant of a matrix.
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The exterior Dirichlet problem of the form (2.11), as in Proposition 2.1, becomes

L(v̄0)ū+h = 0 in Rd\D, ū = 0 on D, (4.6)

where the operator L(v̄0) is now given by

L(v)φ = ∇φ ·g(·, v)+I(v)φ+Aφ+I0φ. (4.7)

Then, under assumptions similar to those in Section 2.1 and using the results of
[6], [7], [8], one can extend Theorems 2.2 and 2.3 to diffusion with jumps. There are
technical difficulties which are studied in a similar way as in the ergodic case [8]. This
will be the focus of further developments.

5 Other Problems

5.1 Case supP v
x,t{τ ≤ T}

For strongly controllable systems, one can consider the maximization of the probability
that τ ≤ T. This leads to the evolution problem ∂tu+ Au+ sup

v∈V

{
g(·, v) · ∇u

}
= 0, in (Rd \D)×]0, T [,

u(·, t) = 1 in ∂D, ∀t ∈]0, T ].
(5.1)

Using, for instance, approximate problem on Br \ D, with Br = {x : |x| < r}, and
ur = 0 on ∂Br, one can show that ur is increasing to the minimal positive solution u
of (5.1), as r → ∞.

If we assume that there exists a smooth Liapunov function{
ψ ≥ 0, lim

x→∞
ψ(x) = ∞,

Aψ + g(·, v) · ∇ψ + 1 ≤ 0 in Rd \D, ∀v ∈ V,

then

v̂(x) ∈ Argmin
v∈V

{
g(x, v) ·∇u

}
defines an optimal control and u is the unique positive solution of (5.1), via the stochas-
tic interpretation.

5.2 Case supP v
x{τ <∞}

For non controllable systems, one can consider the maximization of P v
x{τ < ∞}, for

which the HJB equation isAu+ sup
v∈V

{
g(·, v) · ∇u

}
= 0, in Rd \D,

u = 1 in ∂D.

If the system is controllable, then u ≡ 1 is the solution. Otherwise, an approximation
on Br \D with u = 0 on ∂Br increases to the minimal positive solution.
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