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A B S T R A C T   

This paper studies the performance of case 2 best-worst scaling (BWS) when it is applied to a mix 
of positive and negative attributes, for example in studying treatments characterized by both 
benefits and harms. Intuitively, such a mix of positive and negative attributes leads to dominance. 
We analytically show that dominance leads to infinitely large differences between the parameter 
estimates for the positive versus negative attributes. The results from a simulation study confirm 
our analytical results: parameter values of the attributes could not be accurately recovered. When 
only a single positive attribute was used, even the relative ordering of the attribute level pref
erences was not identified. As a result, case 2 BWS can be used to elicit preferences if only good 
(positive) or only bad (negative) attributes are included in the choice tasks, but not for both since 
dominance will impact parameter estimation and therefore decision-making.   

1. Introduction 

Best-worst scaling (BWS) has become an increasingly popular method to elicit preferences in health and healthcare (Flynn et al., 
2007; Mühlbacher et al., 2016a). The introduction of BWS came from the intent to obtain more preference information than from a 
discrete choice experiment (DCE) by asking individuals to select their “best” and “worst” option, without increasing the cognitive 
burden (Louviere et al., 2015; Thurstone, 1927). BWS in health economics is commonly used for health state valuation and medical 
treatment valuation (Mühlbacher et al., 2016a). However, there are also many other areas of BWS applications; e.g. for health policy 
making, patient and expert preference assessment and benefit-risk assessment (Hollin et al., 2017; Mühlbacher et al., 2016b; Severin 
et al., 2013 Tarini et al., 2018). 

In BWS literature it is stated that BWS is a more efficient way to elicit preferences compared to a “pick one” task, therefore 
providing more information, since individuals are asked to select their “best” and “worst” option (Flynn et al., 2007). There are three 
types of BWS: object case (case 1 BWS), profile case (case 2 BWS) and the multi-profile case (case 3 BWS) (Louviere et al., 2015).1 The 
object case (Fig. 1a) shows several attributes from which individuals choose the attributes they consider “best” (or for example “most 
important”) and “worst” (“least important”). The profile case (Fig. 1b) looks similar to the object case but differs in that it presents 
individuals levels of attributes which form a so-called ‘profile’ (e.g. the attributes of a medical treatment), and individuals explicitly 
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value the levels of attributes instead of the attributes themselves (Flynn et al., 2007) by making “best” and “worst” choices. Compared 
to the profile case, the multi-profile case (Fig. 1c) includes two or more profiles where individuals choose their “best” and “worst” 
profiles. The multi-profile case is similar to a regular DCE, except that the BWS type also includes a “worst” choice, which is not the 
case in a traditional DCE. 

Case 2 BWS experiments especially received much attention in health economics, as they can uncover attribute level importance, 
reduce cognitive burden of the elicitation task by focusing on one profile at a time and are relatively easy to design (van Dijk et al., 
2016; Whitty et al., 2014). While much is already known about case 3 BWS due to its similarities to DCEs, case 2 BWS is still in its 
infancy and several issues relating to its design and analysis require further exposition. One of these issues is the inclusion of a mixture 
of positive (e.g. benefit) and negative (e.g. harm) attributes. In this paper we will show that case 2 BWS with such a mixture of at
tributes will lead to estimation problems through the concept of dominance. 

Within DCEs, there is a considerable amount of work about the impact of dominance on parameter estimation and evidence 
suggests that it can significantly bias the estimated parameters (Bliemer and Rose, 2011; Flynn et al., 2008; Huber et al., 1982; 
Tervonen et al., 2018). Although a study by Krucien et al. (2017) suggests the relevance of investigating the impact of dominant 
attributes in BWS and Flynn (2010) hinted towards potential estimation problems when dealing with dominant attributes in BWS, 
there is little research about the specific impact of dominance in BWS experiments on parameter estimates. Obtaining insights into this 

Fig. 1. Examples of the three BWS cases, with a. case 1 BWS (object case), b. case 2 BWS (profile case) and c. case 3 BWS (multi-profile case).  
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topic is important, especially for case 2 BWS due to its increased popularity in health economic research. 
The aim of this paper is to study the effect of a mixture of positive and negative attributes on parameter estimates in case 2 BWS 

experiments. This will be illustrated both analytically and with simulation examples. This study will be an important step to further 
advance our understanding of case 2 BWS experiments. 

2. Dominant attributes in case 2 BWS 

In this section we elaborate on dominant attributes in case 2 BWS, including the choice process in case 2 BWS with dominant 
attributes. 

2.1. Dominant attributes 

In this paper we define a dominant attribute analogous to the definition of dominant alternatives in discrete choice experiments 
(DCE) (Bliemer et al., 2017; Bliemer and Rose, 2011; Huber et al., 1982): a dominant attribute is the attribute that is always selected as 
“best” (or “worst”) since all its levels are preferred over all levels of every other attribute. Individuals in case 2 BWS select “best” and 
“worst” attribute levels and not attributes (Louviere et al., 2015). 

In this paper we will show how attribute dominance arises and how it affects model estimation. Building on theories of behavioral 
economics (Levin and Gaeth, 1988; Tversky and Kahneman, 1981), we define positive attributes as attributes generally interpreted as a 
“gain” (e.g. increased life expectancy or increased probability of getting cured). Similarly, negative attributes are defined as attributes 
generally interpreted as a “loss” (e.g. increased treatment costs or increased risk of heart failure). In general, people prefer gains over 
losses (Kahneman and Tversky, 1988). This means that a case 2 BWS experiment with one positive and several negative attributes will 
always have a dominant attribute: the positive attribute. Similarly, a negative attribute will be the dominant “worst” attribute when it 
is paired with positive attributes in the profile. When a study contains multiple positive and multiple negative attributes, while no 
single attribute may be dominant, the “best” will always be chosen from the positive attributes, while the “worst” is chosen from the 
negative attributes. 

We reviewed health related case 2 BWS studies published until 2018 to gain more insights into the type of attributes that have been 
studied in BWS literature. Details regarding the selection of articles for this scoping review can be found in Appendix A of the electronic 
supplementary material. Our review identified 87 full-text BWS studies based on a search in PubMed until December 2018 with the 
search term ‘best worst scaling’. For the final data extraction, studies were included when it was an empirical case 2 BWS study, the 
full-text was available in English, it was health related and it was not a methodological or review study. Eventually, 39 full-texts were 
included for final data extraction. These 39 studies contained a total of 252 attributes. More than half (n = 151, 60%) of the attributes 
could not be categorized as either positive or negative (in which dominance will not be an issue and models can be estimated). Ex
amples include “start of treatment”, “registration year” and “talk with healthcare provider by phone”. Focusing on the distribution of 
the 101 positive and negative attributes specifically, most attributes were negative (n = 81, 32%), for example “pain”, “malfunction” 
and “skin injury”. Examples of positive attributes (n = 20, 8%) included “simple drug application”, “long duration of efficacy” and 
“increased life expectancy”. Hence, positive and negative attributes are prevalent in health related BWS studies. From these 39 studies, 
four contained a mix of positive and negative attributes. All these four studies also included one or more attributes that could not be 
categorized as positive or negative. Our results suggest that studies that include only a mix of positive and negative attributes will lead 
to data that suffers from the complete separation problem (Zeng and Zeng, 2019).2 This results in estimation failures and as a 
consequence such studies are unlikely to result in publications. 

2.2. Choices in case 2 BWS with dominant attributes 

To illustrate the problem case 2 BWS encounters with a mix of positive and negative attributes, we introduce a stylized example of a 
case 2 BWS study containing one positive and three negative attributes. That is, a drug with one benefit and three side effects (i.e., 
harms). Table 1 shows the four attributes and their levels. Here, A+ and A– represent positive and negative attributes. Each attribute 
has three levels, indicated by subscripts, such that A−

3,2 is the second level of the third attribute. 
A single case 2 BWS choice task includes all attributes, each at a specific level, with levels varying across choice tasks. Typical case 2 

BWS choice tasks are shown in Fig. 2. For each task, individuals will be asked to indicate the “best” and “worst” attribute level based on 
the attribute and level combinations presented in each choice task. To gain insights into the preferences of individuals, they are 
repeatedly asked to make “best” and “worst” choices for different choice tasks. If an individual for example selects A+

1,1 as “best” and 
A−

2,2 as “worst” in the example in Fig. 2, we know that this individual prefers A+
1,1 over A−

2,2, A−
3,2, A−

4,1 and also prefers A−
3,2 and A−

4,1 over 
A−

2,2. 
When individuals prefer gains over losses, then, as can be easily observed in Fig. 2, every choice task including a mix of positive and 

negative attributes will contain one or more dominant attributes. In the example in Fig. 2 selecting the “best” attribute level requires a 
choice between a gain and a number of losses, which results in a trivial choice for the dominant attribute when a gain is preferred over 

2 We want to thank an anonymous reviewer for the insight that the estimation problems stem from an identification problem that results from 
complete data separation. 
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losses. Also, the random variation in utility of the dominant attribute will never make it less attractive than the dominated attributes. 
This differs from the usual situation where an attribute can have a higher utility, on average, but then still the random variation in 
individuals’ utility for the attribute levels typically ensures that other attributes will also sometimes be chosen as “best”. More spe
cifically, choices in case 2 BWS with dominant attributes are so simple that respondents do not make mistakes in selecting the 
dominant attribute level. 

3. Model estimation with dominant attributes in case 2 BWS 

In this section we review the common modelling approach to case 2 BWS data. We then show how the presence of a dominant 
attribute leads to infinitely large parameter estimates. Finally, we consider the robustness of this result. 

3.1. Model based inference for case 2 BWS 

Model-based estimation methods for case 2 BWS data are based on utility maximization within the Random Utility Theory (RUT) 
framework (Louviere et al., 2015). The RUT underpins the models used in a wide array of practical and academic cases to model choice 
processes (Ben-Akiva and Lerman, 1985; Mcfadden, 2001; McFadden, 1973). In the context of a case 2 BWS choice task, the RUT model 
is defined as follows: An individual obtains a certain level of utility from each level of each attribute presented in the choice task. For 
the “best” (“worst”) question in case 2 BWS the individual selects the attribute that provides the highest (lowest) utility. There are 
aspects influencing the utility that the analyst can and cannot capture (Train, 2009). Therefore, the utility for attribute k with level l 
can be decomposed in two parts. First, a systematic (Vk,l) part that is common across all choices and respondents, which the analyst can 
capture. Second, an unobserved residual component (εk,l), representing the part of utility that cannot be captured by the analyst 
(unobserved utility component). In this paper we do not restrict the systematic part of utility and use, without loss of generality, the 
notation Vk,l = fk(Ak,l), as our focus is not on the specific functional representations of the utility functions and with fk representing 
different attribute specific functional utility forms. 

Considering the analyst only observes choices and not the underlying true utility levels, probabilistic models are used to account for 
the unobserved utility component when analyzing choice data (Train, 2009). This results in a probability, in the situation of two 
attributes for example, of selecting attribute k with level l over attribute m with level n given by: 

P
(
best=Ak,l

)
=P

(
Vk,l + εk,l >Vm,n + εm,n

)
(1) 

The multinomial logit (MNL) model and its generalizations are the common probabilistic model to analyze case 2 BWS choice data 
(Hawkins et al., 2019; Mühlbacher et al., 2016a). MNL estimation of case 2 BWS data can be performed in two ways, depending on the 
assumed psychological processes of decision-making by which individuals decide about their “best” and “worst” choices (Louviere 

Table 1 
Case 2 BWS with one positive and three negative attributes.  

Attributes Positive or negative Attribute levels 

Attribute 1 (A+
1 ) e.g. efficacy of drug  + A+

1,1 A
+
1,2 A

+
1,3  

Attribute 2 (A−
2 ) e.g. side effect 1 of drug  – A−

2,1 A
−
2,2 A

−
2,3  

Attribute 3 (A−
3 ) e.g. side effect 2 of drug  – A−

3,1 A
−
3,2 A

−
3,3  

Attribute 4 (A−
4 ) e.g. side effect 3 of drug  – A−

4,1 A
−
4,2 A

−
4,3   

Fig. 2. Example choice task case 2 BWS with one positive and three negative attributes.  
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et al., 2015): First, the maximum difference model (maxdiff), in which individuals choose that best-worst pair that maximizes the 
utility difference between “best” and “worst”. Second, in the sequential model individuals make their “best” and “worst” choices in two 
stages: first choosing the “best” (“worst”) from all options and then choosing the “worst” (“best”) from all remaining options. In this 
section we focus on the “best”-first sequential model to elaborate on the estimation problems of case 2 BWS data with dominant at
tributes, though the same issues arise with the maxdiff approach or if the “worst” option is selected first followed by selecting the best 
option (see section 3.3). 

We follow the common assumption underlying the MNL model, which is that the error term is independently and identically 
distributed (IID) and extreme value (EV) type I across alternatives (McFadden, 1973; Mühlbacher et al., 2016a; Train, 2009). This 
results in the probability that within a specific choice task s an individual selects attribute k with level lk,s as “best”, given M attributes 
(m) with choice task s specific attribute levels nm,s , given by (Flynn and Marley, 2014): 

P
(
best=Ak,lk,s

)
=

exp
(
Vk,lk,s

)

∑M
m=1 exp

(
Vm,nm,s

) (2)  

3.2. Dominant attributes in case 2 BWS 

Returning to our case 2 BWS example with one positive and three negative attributes in Table 1, where individuals always select the 
dominant, positive attribute as “best”. In terms of the utility of the positive and negative attribute levels, this implies that the utility of 
the positive attribute is always greater than the utility of the negative attributes, hence we know that for all l, m and n: 

V
(

A+
k,l

)
+ ε+k,l > V

(
A−

m,n

)
+ ε−m,n (3) 

with V(A+
k,l) and V(A−

m,n) representing the systematic utilities for the positive and negative attributes and ε+k,l and ε−m,n representing 
the associated unobserved utility components. In this situation with a dominant positive attribute, the inequality in equation (3) needs 
to hold for all possible values of ε+k,l and ε−m,n. Given the unbounded support of the extreme value distribution, this can only be the case 
when the difference in utilities between the positive and negative attributes, V(A+

k,l) - V(A−
m,n)) is infinite. 

To demonstrate the estimation problem in another way, let us focus on the case 2 BWS example in Fig. 2. Individuals will always 
select A+

1,1 as best. Within the MNL model specification, the probability that an individual selects the positive attribute as “best” is given 
by: 

P
(

best =A+
1,1

)
=

exp
(

V
(

A+
1,1

))

exp
(

V
(

A+
1,1

))
+ exp

(
V
(

A−
2,1

))
+ exp

(
V
(

A−
3,2

))
+ exp

(
V
(

A−
4,1

)) (4) 

Since the positive attribute will always be selected as “best”, this implies that P(best = A+
1,1) = 1. 

As shown before, mixing positive and negative attributes will likely lead to attribute level dominance and therefore to data that 
suffers from the complete separation problem: meaning that the positive attribute is always selected as “best”. This will lead to cor
responding estimation problems when using the MNL model for estimation. In other words: the MNL model is inconsistent with the 
assumption of dominance of an attribute level in BWS-2 as that results in the complete separation problem and therefore to estimation 
problems when fitting the MNL model (Zeng and Zeng, 2019). The aim of this study is to show that a mix of positive and negative 
attributes in BWS-2 will lead to attribute level dominance, which results in identification problems that leads to failure of the MNL 
model. In the simulation part of this study, complete separation is induced by imposing individuals to always select a positive above a 
negative attribute when selecting the “best” attribute. 

In case 2 BWS all attributes are assumed to be measured on the same scale and modelling case 2 BWS data always requires the 
analyst to select one attribute level to be set as the reference level (Potoglou et al., 2011; van Dijk et al., 2016). Without loss of 
generality, we use level 1 of attribute 2 (A−

2,1) as the reference level, with V(A−
2,1)) = 0 leading to exp(V(A−

2,1))= 1. Since exp(V(A+
1,1)) is 

both in the nominator and denominator of the MNL model specification in equation (4), exp(V(A−
2,1)) contributes 1 to the denominator 

and both exp(V(A−
3,2)) and exp(V(A−

4,1)) contribute non-negative amounts, the probability will be smaller than one. Therefore, the only 
way the MNL probability of selecting A+

1,1 as “best” will be equal to one requires V(A+
1,1) to become infinitely large. That way the utility 

values of the other attribute levels have essentially no impact. An infinitely large V(A+
1,1) prevents the estimation procedure from 

converging, effectively leading to a situation where we will not be able to estimate the MNL parameters. 
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3.3. Robustness of argumentation 

In the examples above, we focused on a scenario with one positive and three negative attributes. The same problem manifests when 
there are two or more positive attributes in combination with one or more negative attributes. The difference in utilities between any of 
the positive attributes and the set of negative attributes must be infinitely large to ensure an individual selects one of the positive 
attributes as “best” (equation (3)), resulting in the same type of estimation problems. In general, a mix of any number of positive and 
negative attributes leads to estimation problems. In section 4.2 we will also show this using simulated data. 

A similar situation obtains with the maxdiff model. Focusing on pairs of attribute level combinations rather than individual 
attribute levels relative to the other attribute levels, based on the utility functions described in equation (3), also requires infinitely 
large differences between the utility levels of the positive and negative attributes, in this case within pairs of such attributes. 

Finally, we consider other statistical models. The mixed logit model (MXL) is often used in choice modelling to accommodate for 
heterogeneity of preferences (Train, 2009). The latent class model (LCM) also accommodates for heterogeneity of preferences by 
sorting individuals in classes (Train, 2009). The arguments above apply at both the individual and population levels, so accounting for 
heterogeneity of preferences or aggregating to the population level with these models will not alleviate the estimation problem. 

4. Simulation study 

Section 3 analytically showed how the presence of a dominant attribute in case 2 BWS leads to infinitely large parameter values. In 
this section we will show this estimation problem making use of simulated data. 

4.1. Simulation design 

We simulated the example from Table 1: one positive (A+) and three negative (A–) attributes, each with three attribute levels. To 
clearly show the impact of dominance on parameter estimates, we focused on two different simulation scenarios. In the first scenario, 
the positive attribute is generally preferred over the negative attributes, but it is not dominant, i.e. it is not always selected as “best” 
(no-dominance scenario); hence, P(best = A+) < 1 in equation (4). In the second scenario, the positive attribute is dominant, so it is not 
only preferred on average, but it is always selected as “best” (dominance scenario); i.e., P(best = A+) = 1. The precise utility values for 
each attribute level are presented in Table 2. 

Both scenarios used the same orthogonal main effect plan (OMEP) experimental design with 9 choice tasks from Hahn and Shapiro 
(1966). Based on the number of attributes and levels, the OMEP catalogue provided us with the information that in order to get an 
orthogonal design 9 choice tasks were needed. The specific combination of attribute levels in each choice task could also be found in 
this catalogue. Both scenarios also used MNL for model estimation, using a maxdiff approach. Since the aim of our study was to 
investigate the effect of mixing positive and negative attributes – leading to dominance – on BWS case 2 outcomes, we adjusted the data 
generating process (DGP) such that the positive attribute was always selected as “best” (or one of the two positive attributes in the case 
with multiple positive attributes). A population sample size of 1 000 with results accumulated over 500 simulated replications was 
used (Koehler et al., 2009). The simulation code was written in Julia programming language version 1.0.3 (https://julialang.org/). 

4.2. Simulation results 

Table 3 shows the average estimated utility values for two scenarios, differing in whether the positive attribute was dominant or 
not, across the 500 simulation runs. In the no-dominance scenario, we were able to estimate the true utilities for both the positive and 
the negative attributes (with (A−

2,1set as reference level). However, in the dominance scenario, where the positive attribute was always 
preferred over the negative attributes, the estimated values for the positive attribute levels are very large and unrelated to the true 
utilities, as predicted by our analytical derivations. The utility levels for the negative attributes, were properly recovered, but the 
estimates are somewhat less precise in the dominance scenario, relative to the no-dominance scenario. 

The histograms in Fig. 3 show the distribution of the estimated utility levels for attribute 1 in the two scenarios. The vertical white 
dashed lines indicate the true utility values from Table 2. Overall, we were able to infer the true utilities back for the positive attribute 
in the no-dominance scenario (plots a-c). However, in the scenario with dominance (plots d-f), the histograms show that the estimated 
utilities for the positive attributes become very large and hence the true utility values were not recovered. Not only are these large 
parameter estimates non-informative because of their large value, but the dispersion of these estimates is also much larger. 

Dominance even affects the relative ranking of the positive attribute levels. Based on the utility values from Table 2 the correct 

Table 2 
Utility values for each attribute level in the two scenarios.  

Attributes Attribute levels Utility levels 

Attribute 1 (A+
1 )  A+

1,1 A
+
1,2 A

+
1,3  1.00 1.50 2.00 

Attribute 2 (A−
2 )  A−

2,1 A
−
2,2 A

−
2,3  0.00–0.50 –1.00 

Attribute 3 (A−
3 )  A−

3,1 A
−
3,2 A

−
3,3  − 1.00 –1.00 –1.00 

Attribute 4 (A−
4 )  A−

4,1 A
−
4,2 A

−
4,3  − 1.00 –1.50 –2.00  
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ranking for the positive attribute levels is A+
1,3 > A+

1,2 > A+
1,1. 

Table 4 presents the number of times the attribute levels had the correct rank based on the parameter estimates. The inferred 
ranking is fully aligned with the underlying data generating process in the no-dominance scenario, while it clearly fails to reflect the 
correct ranking in the dominance scenario. A single positive dominant attribute makes it impossible to infer the preference order of the 
levels of this attribute. 

To study what happens when there are multiple positive and negative attributes, we designed a second simulation study. In this 

Table 3 
Mean estimated utility and SD values for each attribute level from 500 simulated replications for the two scenarios.   

No-dominance Dominance True values 

Attribute level Estimated value (SD) Estimated value (SD)  

Aþ1,1 (beta1)  1.00  (0.05)  37.23  (3.37)  1.00 
Aþ1,2 (beta2)  1.50  (0.05)  38.87  (3.40)  1.50 
Aþ1,3 (beta3)  2.00  (0.05)  37.56  (3.36)  2.00 
A–

2,1 (Ref)  0.00 Ref  0.00 Ref  0.00 
A–

2,2 (beta4)  − 0.50  (0.05)  − 0.53  (0.08)  ¡0.50 
A–

2,3 (beta5)  − 1.00  (0.05)  − 0.99  (0.07)  ¡1.00 
A–

3,1 (beta6)  − 1.00  (0.05)  − 1.00  (0.07)  ¡1.00 
A–

3,2 (beta7)  − 1.00  (0.05)  − 1.00  (0.07)  ¡1.00 
A–

3,3 (beta8)  − 1.00  (0.05)  − 1.01  (0.07)  ¡1.00 
A–

4,1 (beta9)  − 1.00  (0.05)  − 0.99  (0.06)  ¡1.00 
A–

4,2 (beta10)  − 1.50  (0.05)  − 1.49  (0.07)  ¡1.50 
A–

4,3 (beta11)  − 2.00  (0.06)  − 2.00  (0.09)  ¡2.00  

Fig. 3. Distribution of estimated utility values for attribute 1 V(A+
1 ) and its levels in the simulations no-dominance (a–c) and dominance (d–f). 

Dashed white lines indicate the true utility values. 
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simulation, we added a second positive attribute to the setting of the previous simulation study. The utility values for the positive 
attribute that was added are set at: 0.5 (A+

2,1), 0.625 (A+
2,2) and 0.75 (A+

2,3). Fig. 4 shows the distribution of the estimated utility values 
for attributes 1 and 2 for these scenarios. In the no-dominance scenario, the true utility values were recovered well when looking at the 
mean estimated utility values. As expected, with dominance the utility estimates for the positive attributes are very large and distant 
from the true utility values, demonstrating that also dominance causes estimation problems with a mix of multiple positive and 
negative attributes. Unlike the case with a single positive attribute, the relative rankings for the positive attributes is correctly 
retrieved. This is because in this simulation design there are two positive attributes that can be selected as “best” instead of one, 
providing comparisons consistent with the model assumptions, which enables recovery of the actual rankings. 

This means that depending on the study goal, that is to determine rankings or to compute willingness-to-pay (WTP) for example, 
dominance is expected to impact outcomes. This is especially the case when dealing with trade-offs between gains and losses in for 
example WTP computations. 

5. Discussion 

In this paper we studied how using a mixture of positive and negative attributes affects the performance of a logit-model-based 
analysis of case 2 BWS data. Our analysis relies on a single assumption on respondents’ preferences, which is that individuals will 
always prefer and select a positive attribute above a negative attribute when selecting the “best” attribute.3 This assumption is 
grounded in behavioral economics (Levin and Gaeth, 1988; Tversky and Kahneman, 1981), but also aligns well with common sense. 
People will prefer health improvements over side effects like headaches or nausea, when given the choice. We showed analytically that 
BWS experiments containing a mix of both positive and negative attributes results in infinitely large differences in utilities between the 
positive and negative attributes due to the complete separation problem in the data. Based on these findings we predict that model 
estimation will fail when using data from a case 2 BWS study with a mix of positive and negative attributes. 

Simulation results confirmed the analytical predictions. In particular, the difference between the utility estimates for the positive 
and the negative attribute(s) was much larger than the corresponding difference between the true values. When there was only a single 
positive attribute, we were not even able to recover the relative preference ordering for its levels in our simulations, and the same will 
occur when there is a single negative attribute and multiple positive attributes. Once multiple positive and multiple negative attributes 
are combined, the relative ordering of the attributes within the set of positive attributes and within the set of negative attributes is 
correctly assessed. These two parts of the utility scale, however, are at a large distance and not necessarily on a comparable scale, e.g. 
when choosing the “best” among the positive attributes is more difficult than choosing the “worst” among the negative attributes. This 
is an important finding, as it raises concerns in studies that contain both positive and negative attributes, e.g. when computing 
willingness to pay with a negative attribute, e.g. costs, for a positive attribute, e.g. a health benefit. To avoid issues of dominance in 
case 2 BWS experiments, we can frame all attribute levels to have the same “sign”, either all positive or negative. A “degree of re
covery” can be translated into “degree of condition remaining” or “probability of side effects occurring” can be reframed as “proba
bility of side effects being absent”. By reframing the attributes all positive or negative (e.g., chance of not being cured in Fig. 1b), we 
can avoid the dominance-related issues of case 2 BWS. However, it is an open question whether people interpret these two attribute 
frames in the same manner. 

Although, our study is the first step in understanding case 2 BWS issues regarding the type of attributes to include in such choice 
experiments, there are still a number of open questions. First, only a few studies that were identified with the literature review included 
a mixture of positive and negative attributes. This raises the question how relevant the issue of attribute dominance is. It could however 
be the case that studies that result in estimation problems are unlikely to result in publications. The fact that there are not many studies 
reporting these issues does not mean this problem should be ignored. This study therefore tries to inform and warn case 2 BWS users 

Table 4 
Number of times (percentages) attribute levels are ranked properly based on point estimates of the pa
rameters for the positive attribute levels in scenarios no-dominance and dominance.  

Attribute levels (true rank) No-dominance Dominance 

A+
1,1 (rank 3)  500 (100%) 9 (2%) 

A+
1,2 (rank 2)  500 (100%) 9 (2%) 

A+
1,3 (rank 1)  500 (100%) 418 (84%)  

3 As mentioned in section 3.2, MNL is inconsistent with attribute level dominance as it leads to completely separated data and the corresponding 
identification problems. To show this, we imposed preference of the positive attribute over the negative attributes, which induces complete data 
separation. to illustrate the fundamental identification and estimation problems that arise from BWS-2 studies that include a mix of positive and 
negative attributes. 
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Fig. 4. Distribution of estimated utility values for the two positive attributes 1 V(A+
1 ) and 2 V(A+

2 ) in the no-dominance (a–f) and dominance scenarios (g–l). Dashed white lines indicate the true 
utility values. 
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when designing choice tasks, since similar questions have been raised when using DCEs in specific situations (Flynn et al., 2008). 
Second, our definition of positive and negative attributes as gains and losses respectively deserves empirical scrutiny. Future research 
might focus on reference points to which attribute levels are compared to as a driver of attribute level preferences. Third, in this paper 
we analyzed dominance at the level of an attribute (all levels of the positive attribute are dominant). However, one can imagine that 
dominance in case 2 BWS also occurs for a specific attribute level, e.g. the highest efficacy level is always preferred over all other 
attribute levels, or the highest price level is always considered worse than all other attribute levels. 

To conclude, case 2 BWS with a mix of positive and negative attributes leads to dominance related problems in model estimation. 
Nonetheless, we believe that case 2 BWS holds the potential of being valuable for eliciting preferences, if only good (positive) or only 
bad (negative) attributes are included in the experiment, but not for both. 
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Fig. A. Flow diagram of scoping review to identify case 2 BWS studies.   
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