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A B S T R A C T   

The prediction of human externally visible characteristics (EVCs) based solely on DNA information has become 
an established approach in forensic and anthropological genetics in recent years. While for a large set of EVCs, 
predictive models have already been established using multinomial logistic regression (MLR), the prediction 
performances of other possible classification methods have not been thoroughly investigated thus far. Motivated 
by the question to identify a potential classifier that outperforms these specific trait models, we conducted a 
systematic comparison between the widely used MLR and three popular machine learning (ML) classifiers, 
namely support vector machines (SVM), random forest (RF) and artificial neural networks (ANN), that have 
shown good performance outside EVC prediction. As examples, we used eye, hair and skin color categories as 
phenotypes and genotypes based on the previously established IrisPlex, HIrisPlex, and HIrisPlex-S DNA markers. 
We compared and assessed the performances of each of the four methods, complemented by detailed hyper
parameter tuning that was applied to some of the methods in order to maximize their performance. Overall, we 
observed that all four classification methods showed rather similar performance, with no method being sub
stantially superior to the others for any of the traits, although performances varied slightly across the different 
traits and more so across the trait categories. Hence, based on our findings, none of the ML methods applied here 
provide any advantage on appearance prediction, at least when it comes to the categorical pigmentation traits 
and the selected DNA markers used here.   

1. Introduction 

In recent years, Forensic DNA Phenotyping (FDP), used to predict 
Externally Visible Characteristics (EVCs) of unknown crime scene sam
ple donors or unknown deceased persons directly from DNA, has become 
a suitable addition to the forensic genetics toolbox. In criminal cases 
where suspects are unknown to the investigating authorities and 
therefore cannot be identified by comparative forensic DNA profiling, 
FDP can be used to generate investigative leads to help find unknown 
suspected perpetrators, and can also help in missing person identifica
tion when known relatives or ante mortem samples are not available 
[1–3]. By using FDP outcomes, police investigators can narrow down a 

large number of potential suspects, as is the case without known sus
pects, and they can subsequently proceed to generate standard forensic 
STR profiles for a reduced set of individuals that visually share such EVC 
FDP predicted outcomes. 

As a prerequisite for developing FDP markers, in the past decade 
many studies have identified genetic markers involved in pigmentation 
traits [4–11]. Moreover, other studies have used them for developing lab 
tools and statistical tools for predicting eye, hair and skin color through 
DNA markers [12–20]. Most widely used predictive marker sets, lab 
tools and statistical models include in the IrisPlex system [13,17,21] for 
eye color prediction, the HIrisPlex system [20] for hair (and eye) color 
prediction, and the HIrisPlex-S system [19] for skin (and hair and eye) 
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color prediction. The aforementioned statistical models are based on 
multinomial logistic regression (MLR) using established genetic marker 
panels, resulting in posterior probabilities for each trait category i.e., 
three eye color, four hair color, and five skin color categories [19], and 
are publically available for use via https://hirisplex.erasmusmc.nl/. 
Almost all previously established pigmentation prediction models were 
based on MLR. Some exceptions include fuzzy logic, artificial neural 
networks and classification trees used by Liu et al. [13] for eye colour 
prediction modelling and Snipper [14], which is a Bayesian classifier 
that provides the prediction results as likelihood ratios. Further excep
tions include the iterative naïve Bayesian approach from Maroñas and 
Söchtig [22,23] for skin and hair color respectively, and classification 
trees and partition modeling applied by Allwood et al. [24] (see [25] for 
a further review). 

Currently, machine learning (ML) has become a powerful and widely 
used method for solving classification and clustering problems. It is a 
field in data analytics that focuses on the development of mathematical 
models that have the ability to recognize patterns in the datasets and use 
this information to predict future events. In parts inspired by the human 
brain, these algorithms can be trained on the data (training data) [26]. 
The training data is actually a set of examples which are used in order to 
fit, or estimate, the parameters of the model. The use of these algorithms 
is motivated by problems with large numbers of classes, linear and 
non-linear boundaries between them and can be implemented for 
different applications in versatile areas such as such as those observed in 
medicine, education, robotics and many others [27–29]. These bound
aries refer to the decision boundaries, a hyper-surface that separates the 
vector space in mutually exclusive sets, one for each class. They can be 
either straight lines or non-linear curves. Some indicative examples of 
ML algorithms are linear and logistic regression [30], decision trees, 
random forests (RF) [31], k-nearest neighbors (k-NN) [32], 
support-vector machines (SVM) [33] and artificial neural networks 
(ANN) [34]. Despite the fact that these methods have huge potential in 
different fields, and an ability to handle various types of data, selecting a 
ML algorithm for specific data sets (problems) as well as their optimal 
hyperparameters to gain maximal performance can be challenging. A 
comparative analysis is often necessary in order to arrive at a method 
that provides the best prediction accuracy for the data set used. 

In the context of forensic sciences, various classifiers have been used 
and compared for different purposes, such as the inference of biogeo
graphic ancestry from DNA, file type detection - the identification of 
evidential files that criminals hide in order to mislead police authorities, 
glass identification etc. [35–40]. To the best of our knowledge, a sys
tematic quantitative comparative performance analysis of different 
classification methods for DNA-based prediction of appearance traits has 
not been conducted thus far, except for some Naïve Bayes approaches 
[14,16]. 

In this study, we focused on the evaluation and comparison of three 
different popular ML approaches, namely SVM, RF and ANN, and 
compared them with MLR, for the set of EVCs most widely used in FDP, 
namely categorical eye, hair and skin color and by using the previously 
established DNA predictors from the IrisPlex, HIrisPlex, and HIrisPlex-S 
systems. These ML methods have gained a lot of importance in many 
different application areas and, despite their higher computational cost, 
are well-known for their often very good prediction performances; 
however, within the context of FDP, they have barely been used. The 
main motivation of this work is to assess whether any of these ML ap
proaches has a higher prediction performance compared with the 
standard MLR that is currently widely applied in the context of EVC 
prediction, as one may expect from the experience in other areas. In this 
study, all methods are applied to two different datasets, namely one 
containing samples from different continental ancestries and one 
including only the European samples thereof, and results are compared. 
For all four methods, we assess the standard performance for each trait 
category and overall, for each trait, with the aim to investigate whether 
ML methods are superior, or not, over conventional MLR for DNA-based 

appearance prediction using pigmentation traits as examples. 

2. Materials and methods 

2.1. Data sets 

For the present study, part of the previously used datasets for the 
establishment of IrisPlex model for eye color [17], the HIrisPlex model 
for hair color [20], and the HIrisPlex-S model for skin color [19] were 
applied for the prediction of those EVCs. More specifically, we used 
phenotype and genotype datasets from 1095 samples for eye, 1702 for 
hair, and 1318 for skin color prediction (complete dataset; CD), origi
nating from Europeans, Americans, South and East Asians, African, 
Middle Eastern and few admixed samples. Furthermore, we used the 
European subset (ES) of this collection in order to restrict the analysis to a 
more homogenous population, comprising 821 samples for eye, 1429 for 
hair, and 980 for skin color prediction and originating from Ireland, 
Poland, Russia, Germany and Spain. These datasets were randomly split 
into 80% for model training and 20% for model evaluation (Table 1) for 
all four methods (see below). 

Samples from which these data were previously obtained had been 
collected for the purpose of appearance genetic research under written 
informed consent, and sample collections were approved by the Ethics 
Committee of the Jagiellonian University (KBET/17/B/2005), the 
Commission on Bioethics of the Regional Board of Medical Doctors in 
Krakow (48 KBL/OIL/2008), the Clinical Research Ethics Committee of 
the Cork Teaching Hospitals (ref ECM 4 (dd) 11/01/11) and by the 
Indiana University Ethical Institutional Review Board (#1409306349). 

For all available datasets considered here, we used the same eye, 
hair, and skin color categorization as previously applied and already 
established. These well-defined broad categories have been used in a 
number of studies before and could be considered to be close to a 
standard for trait categories for the time being. Furthermore, such broad 
categorization, with its clear distinction between a few trait categories, 
may better serve their application in police investigations rather than 
some sort of continuous scales that are more difficult to be distinguished. 
Furthermore, such categories are likely to be closer genetically, likely 
negatively affecting the respective prediction model’s performance due 
to a larger genetic overlap between categories, rendering the model less 
able to distinguish between categories. For these reasons and as previ
ously described in detail [17,19,20], eye colour was classified into three 
categories (blue, intermediate, brown) and hair colour into four cate
gories (red, blond, brown, black), while skin colour was classified into 
five categories (very pale, pale, intermediate, dark, dark to black), 
following previously established categories. Since the European subset 
did not comprise samples with dark or dark to black skin colour, ana
lyses in this subset were based on three categories only (very pale, pale, 
intermediate). The 41 HIrisPlex-S DNA markers were previously 
described by Chaitanya et al. [19]. In brief, for eye colour, hair colour, 
and skin colour, we applied the 6 SNPs from the previously established 
IrisPlex model for eye color prediction [17]; the 22 SNPs used for hair 
color prediction from the previously reported HIrisPlex model [20], and 
the 36 SNPs applied for the skin color prediction from the previously 
described HIrisPlex-S model [19], respectively. 

Table 1 
EVC-specific data sets used for prediction model training and testing for all four 
classification methods.  

Appearance trait N Training set (80%) N Test set (20%) Data references 

Eye color 876 (656) 219 (165) [17,19,20] 
Hair color 1361 (1143) 341 (286) 
Skin color 1054 (784) 264 (196) 

Given are the numbers for the complete dataset (CD) and, in paratheses, for the 
European subset (ES). 
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2.2. Appearance trait categories 

Trait categories were coded as categorical variables and ascendingly 
named as ‘1′, ‘2′, ‘3′ etc. up to the corresponding number of categories 
for each trait:  

• Eye color: Blue (1), Intermediate (2), Brown (3)  
• Hair color: Blond (1), Brown (2), Red (3), Black (4)  
• Skin color: Very Pale (1), Pale (2), Intermediate (3), Dark (4), Dark to 

Black (5); the latter two were considered only for the complete 
dataset 

Total samples of each color category for each trait are described in 
detail in Supplementary Table S1. The genetic markers included in the 
model were converted from their initial form of the bases adenine (A), 
cytosine (C), guanine (G) and thymine (T) and coded numerically as 0, 1, 
2 where 0 indicates homozygosity of the major allele, 1 heterozygosity 
and 2 homozygosity of the minor allele. For example, for an autosomal 
marker with major allele C and minor allele T, an individual’s genotype 
CC, CT and TT would be converted to 0, 1 and 2, respectively. In all 
models no interaction terms were taken into account, thus only the 
additive effects of the corresponding genetic markers were included, 
similar to the previously established models [17,19,20]. Given the 
simple nature of our data and their final coding form as described above, 
we did not pursue feature engineering, such as considering squared 
variables or their products, since this would most likely not strongly 
affect our final outcomes. All data sets were previously quality 
controlled [17,19,20], including deviations from Hardy-Weinberg 
equilibrium, excessive heterozygosity, low minor allele frequencies, 
genetic outlier detection using principal-components analysis etc., and 
could therefore be directly used for prediction modelling. Samples with 
missing genotype data were excluded from our analysis. 

2.3. Statistical analysis 

The analysis was conducted in R version 3.4.3 [41] and ‘RStudio’ 
version 3.5.1 [42] using the packages ‘nnet’ [43], ‘caret’ [44], ‘e1071′

[45] and ‘randomForest’ [46]. Samples with missing genotype infor
mation were excluded. 

2.4. Classification algorithms and hyperparameter tuning 

We conducted a comparative statistical analysis in order to obtain 
the efficacy and classification accuracy of four different classification 
methods, namely Multinomial Logistic Regression (MLR), Support 
Vector Machines (SVM), Random Forest (RF) and Artificial Neural 
Networks (ANN). Tuned hyperparameters play an important role in 
obtaining the optimal performance and accuracy results when using 
SVM, RF and ANN. Each classifier requires different tuning steps and 
hyperparameters that need tuning and tuned values depend each time 
on the training dataset. For each classifier, we tested a series of values 
for the tuning process with the optimal hyperparameters determined 
based on the lower out-of-bag (OOB) prediction error. OOB is an esti
mation that measures the prediction error of each method. The classified 
results based on the optimal set of hyperparameters were used after
wards for the comparison of all classifiers. In order to assess the accuracy 
of classification performances, we report metrics such as sensitivity, 
specificity, positive predictive value, negative predictive value, area 
under curve, confusion matrix and overall accuracy were reported. 

2.5. Multinomial logistic regression (MLR) 

The MLR approach is a ML classification method that is used to 
predict a nominal dependent variable based on multiple independent 
variables. The independent variables can be either continuous or 
dichotomous. It is a simple extension of the binary logistic regression 

that allows the dependent variable to have more than two categories. 
Like binary logistic regression, multinomial logistic regression uses 
maximum likelihood estimation in order to evaluate the probability of 
each category. The model can be defined as follows for the 3-class traits 
[30]: 

ln
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p1 = 1 − p2 − p3 (5)  

where xj is the number of minor (less frequent) allele of the jth SNP and j 
is an indicator for the number of the genetic markers included for trait 
prediction. For this method no parameter tuning was done. Individuals 
were classified to the colour category with the maximum probability pi 
without any threshold values to be taken into account. 

2.6. Support vector machines (SVM) 

SVM [33] is a machine learning approach which finds the optimal 
hyperplane that separates the different classes with the maximum 
margin, i.e. the maximum distance between the data points that belong 
to the different categories. It can solve linear or non-linear problems 
regarding the kernel function used each time [47]. In our case, we 
applied the Gaussian radial basis function (RBF) which is a widely used 
kernel appropriate for non-linear classification. It can be defined as 
follows: 

K(X1,X2) = exp( − γ‖X1 − X2‖
2
) (6)  

where ‖X1 − X2‖ is the Euclidean distance between the data points X1,

X2. There are two parameters that need to be tuned when using SVM 
classifier with RBF kernel: the parameters of cost (C) and the kernel 
width parameter (γ). The parameter C determines the influence of the 
misclassification on the objective function and γ the shape and the 
smoothing of the optimal hyperplane obtained. These two parameters 
can significantly affect the performance of an SVM model. More spe
cifically, large C values may lead to over-fitting models while large γ 
could affect the shape of the hyperplane which, as a result, can affect the 
classification outcomes. In order to find the optimal parameters for both 
CD and ES, we applied the grid-searching process between ten values of 
γ (2− 5, 2− 4, 2− 3, 2− 2, 2− 1, 20, 21, 22, 23, 24) and ten values of C (2− 2, 2− 1, 
20, 21, 22, 23, 24, 25, 26, 27). This procedure was applied for all three 
traits tested and the optimal values were chosen according to the lowest 
OOB error (Supplementary Figs. S1 and S4). 
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2.7. Random forest (RF) 

The RF [31] is a ML method for classification and regression tasks. It 
operates by constructing multiple decision trees during training and, in 
order to classify a new instance, each decision tree provides a classifi
cation for input data. The majority-vote classification is then chosen as 
the prediction. In its implementation we chose to tune two hyper
parameters: the number of trees (ntree) and the number of features at 
each split (mtry). Several studies have already been published that focus 
on the appropriate number of trees for which one could obtain optimal 
results from the RF model. However, different opinions have been 
voiced during these studies. One typical example is the study of Liaw and 
Wiener [46] which states that larger numbers of trees provide more 
stable results of variable importance. On the other hand, studies such as 
those by Latinne et al. [48], and Hernandez-Lobato [49], found that 
smaller numbers of trees can also be sufficient. The study of Oshiro et al. 
[50] comprehensively addressed this question by applying the RF model 
to 29 different data sets and comparing their Area Under Curve (AUC) 
values. The main conclusion of this study was that the performance of an 
RF model does not necessarily improve when number of trees is 
increased, suggesting that a range between 64 and 128 trees can provide 
satisfactory results. 

For optimal tree number (ntree), we checked and compared the OOB 
error rate for a range of 1–1000 trees and chose, separately for each trait, 
that number which resulted in the lowest OOB error rate. In Supple
mentary Figs. S2 and S5 the best values for each trait for both CD and ES 
are presented. For optimal mtry hyperparameter values, we used the 
default of the integer-rounded value of ̅̅̅p√ , where p denotes the number 
of variables in the model, i.e. the number of genetic markers. The cor
responding mtry values for the two datasets for eye, hair and skin color 
therefore equaled 2, 4 and 6, respectively. 

2.8. Artificial neural networks (ANN) 

ANN [34,51] is a family of approaches for classification and clus
tering that was inspired by the human brain in order to recognize pat
terns in data sets. Its history starts from the early 1940s where 
McCulloch and Pitts [52] wrote a paper on the functionality of human 
brain neurons and modeled a simple neural network by using electrical 
circuits. Later on 1949 Donald Hebb [53] introduced the fundamental 
idea of learning by supporting that neural pathways are strengthened 
every time that are used (Hebbian learning). In the 1950s when com
puters became more advanced, many ANN approaches were developed 
and simulated. Some examples were the approach of Farley and Clark 
[54], who simulated the aforementioned Hebbian Network and also the 
approach of Rosenblatt [55], who created the perceptron, an algorithm 
for pattern recognition. The interest of ANN continued also in the 1970 s 
where Werbos [56] introduced the backpropagation algorithm that 
enabled the training of multi-layer networks. More recent approaches 
have already been established, and successfully addressed the previous 
challenges of deep neural networks [57–59]. 

The ANN consists of connected units, or nodes, called artificial 
neurons and these connections, just as the functionality of the human 
brain, can transmit signals or activate other neurons [60]. Most ANN are 

organized in layers and neurons, and the input data are “moving” 
through them only in the forward direction until some final output is 
obtained. Each node has its own weight which is continuously adjusted 
during the training procedure until data with same labels consistently 
yield similar output. 

A number of parameters need to be tuned in order to obtain the 
maximum performance of the ANN model. Here, we started by tuning 
the number of hidden layers. At first, we looked at a range of values, 
starting from 1 till 10 for the hidden layers. We obtained no significant 
differences in the model performance for eye color prediction when we 
increased the number of layers. For hair and skin color prediction, we 
noticed some deterioration in the model performance as we increased 
the number of layers. Therefore, for all three traits considered here we 
trained our models using only one hidden layer and used the logistic 
function as the activation function. Other parameters that required 
tuning were the layer size, referring to the number of units in the hidden 
layer, and the decay value, acting as a regularization parameter to avoid 
over-fitting. Supplementary Figs. S3 and S6 give the optimal values for 
CD and ES respectively, according to the lowest OOB error, chosen for 
each of the traits. 

2.9. Accuracy assessment and comparisons 

In order to compare the performance of the different classifiers we 
presented the model measurements evaluated on the corresponding test 
datasets. More specifically, for each model we calculated the sensitivity, 
specificity, positive predictive value (PPV), negative predictive value 
(NPV), area under curve (AUC), confusion matrix and overall accuracy. 
Sensitivity (true positive rate) measures the proportion of the actual 
positive samples that are correctly identified by the model while spec
ificity (true negative rate) refers to the proportion of the actual negative 
samples that were correctly identified. In addition, PPV denotes the 
proportion of the correct classifications among all predictions of the trait 
category tested each time, and NPV refers to the proportion of the cor
rect classifications among all predictions other than the trait category of 
interest. AUC is a performance measure of a classification model across 
all possible classification thresholds while the confusion matrix de
scribes the performance of a classification model on the test dataset for 
which the true values are known. Ultimately, the overall accuracy refers 
to the proportion of all samples that were classified correctly. 

3. Results 

3.1. Parameter tuning 

For three out of the four methods applied, namely SVM, RF and ANN, 
we proceeded into parameter tuning for each of the two datasets and for 
the three traits (i.e. eye, hair and skin color) in order to obtain the 
optimal performance of the classifiers. The best parameters were chosen 
according to the lowest out-of-bag (OOB) error. For SVM, the parameters 
that needed to be tuned were γ and C. We found out that the optimal 
value for γ was 0.03125 for all three traits and for both CD and ES. The 
optimal C in the CD was equal to 2 for eye and skin color and equal to 16 
for hair color (Supplementary Fig. S1). For the ES, optimal value of C 
was equal to 1 for eye and skin color and equal to 8 for hair color 

Table 2 
Overall accuracy of the EVC predictions by the four classifiers.    

MLR SVM RF ANN 

Eye Color CD 0.79 (0.73–0.84) 0.78 (0.72–0.83) 0.78 (0.71–0.83) 0.79 (0.73–0.84) 
ES 0.69 (0.61–0.76) 0.68 (0.60–0.75) 0.67 (0.59–0.74) 0.69 (0.61–0.76) 

Hair Color CD 0.60 (0.55–0.65) 0.57 (0.50–0.60) 0.55 (0.49–0.60) 0.58 (0.49–0.60) 
ES 0.59 (0.54–0.65) 0.55 (0.49–0.61) 0.53 (0.47–0.59) 0.56 (0.50–0.61) 

Skin Color CD 0.63 (0.57–0.69) 0.60 (0.53–0.65) 0.59 (0.52–0.64) 0.56 (0.49–0.66) 
ES 0.65 (0.58–0.72) 0.65 (0.58–0.71) 0.66 (0.59–0.72) 0.57 (0.50–0.64) 

MLR: multinomial logistic regression; SVM: support-vector machine; RF: random forest; ANN: artificial neural network. CD: complete dataset; ES: European subset. 
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(Supplementary Fig. S4). For RF, we needed to tune the number of trees 
(ntree) and the optimal values for each of the traits tested. We obtained 
141 trees for eye color, 713 for hair color, and 589 for skin color for CD, 
respectively (Supplementary Fig. S2). For the ES we obtained 349 trees 
for eye color, 319 for hair color and 572 for skin color (Supplementary 
Fig. S5). Regarding ANN, the parameters that needed to be tuned were 
the layer size and the regularization parameter of decay for avoiding 
over-fitting. For the size, we obtained optimal values of 2 for eye color, 6 
for hair color, and 3 for skin color for the CD, while for the ES we ob
tained optimal values of 7 for eye and hair color and 1 for skin color 
(Supplementary Figs. S3 and S6). For the decay in the CD, the optimal 
values were equal to 0.5 for hair and skin color, while for eye color it was 
0.4 (Supplementary Fig. S3). For the ES we obtained the optimal values 
for decay equal to 0.5 for eye and hair color and 0.1 for skin color 
(Supplementary Fig. S6). 

3.2. Overall prediction accuracy 

As shown in Table 2, in terms of overall accuracy, the four classifi
cation methods performed equally well in predicting each of the three 
considered EVCs. For eye color and the CD, we found that MLR and ANN 
were able to predict the trait with an overall accuracy of 0.79, while 
SVM and RF performed almost at the same level with 0.78. Similarly, for 
the ES the highest performance was obtained with MLR and ANN (0.69), 
followed by SVM and RF with overall accuracy values of 0.68 and 0.67, 
respectively. For hair and skin color, the discrepancies among the clas
sifiers were higher compared to eye color for both datasets. More spe
cifically, in the CD the highest overall accuracy for hair color was 
obtained with MLR (0.60), while SVM and ANN performed almost 
equally well with accuracies of 0.57 and 0.58, respectively. The RF 
classifier, however, appeared to have a slightly inferior performance 
compared to the other classifiers, reaching the lowest overall accuracy of 
all classifiers at 0.55 for hair color. Similarly, for the ES the MLR had the 
highest performance of 0.59, followed by ANN and SVM which accu
racies were equal to 0.56 and 0.55, respectively. The RF classifier 
appeared to have a deteriorated performance compared to the other 
three classifiers. Similar behavior was observed also for skin color pre
diction in the CD, where the MLR classifier yielded the highest perfor
mance with an accuracy of 0.63 compared to the other methods. The 
SVM classifier yielded an overall accuracy equal to 0.60, while RF and 
ANN yielded the lowest performances of 0.59 and 0.56, respectively. For 
the ES both MLR and SVM raised the accuracy to 0.65 for skin color, 
while the ANN had the lowest accuracy performance of 0.57. 

3.3. Predictive measurements 

Similar to the results of the overall accuracies, the prediction accu
racy measurements for eye color presented very little to no differences 
between the four methods regarding blue and brown eye color, while a 
few deviations between the methods were seen for intermediate eye 
color (Table 3). For example, the sensitivity of the intermediate eye 

color prediction for the CD equaled 0.20 for ANN but dropped to 0.18, 
0.13 and 0.15 for MLR, SVM and RF, respectively. Another example is 
the PPV of the intermediate eye color prediction, which obtained its 
highest value of 0.63 for SVM, while it dropped to 0.58 for MLR. For the 
ES the PPV value of intermediate eye color was raised to 0.59 for ANN 
while for RF it dropped to 0.42. The confusion matrices for eye color 
showed, for both CD and ES, small deviations among the four classifiers. 
Blue and brown eye colors appeared to be better predicted by the model 
in comparison with the intermediate eye color (Supplementary 
Tables S2 and S3). AUC values were at similar levels, especially for SVM, 
RF and ANN, while MLR slightly outperformed (Supplementary 
Tables S4 and S5). 

For hair color, we also observed rather similar prediction perfor
mances for all four methods, although more pronounced differences 
were seen for some trait categories (Table 4) compared to eye color 
(Table 3). In particular, the sensitivity of Red hair color prediction in the 
CD reached its highest value with MLR (0.66), followed by ANN (0.58), 
while its value was almost halved to 0.28 for RF, and for SVM it reached 
0.21 (Table 4). The sensitivity of Black hair color prediction completely 
dropped to zero for SVM, while its highest value was equal to 0.31 for 
ANN. Another example was the PPV for Black hair color, where we 
obtained the highest values with MLR and RF (0.58 and 0.47, respec
tively), while it dropped to 0.34 for ANN. We observed a similar 
behavior to the CD in the ES for the sensitivity of red hair color pre
diction where its highest values were yielded by MLR and ANN (0.69 
and 0.62, respectively), while for RF and SVM the value was halved to 
0.31 and 0.23, respectively. Sensitivity of black hair color dropped to 
zero for SVM and RF, while its highest value was obtained with MLR 
(0.26). PPV for black hair color reached its highest value with MLR, 
while it dropped to zero for RF. The confusion matrices for hair color 
showed similar patterns for CD and ES where the categories with fewer 
samples in the datasets, such as red and black hair color categories, 
showed higher deviations compared to blond and brown hair color 
(Supplementary Tables S6 and S7). AUC values for MLR outperformed 
for most category comparisons compared to the other ML classifiers 
(Supplementary Tables S2 and S3). 

For skin color, as with hair color, we also observed uneven differences 
between classifiers for some predictive measurements and trait cate
gories (Table 5). For example, in the complete dataset the sensitivity of 
the Very Pale skin color category prediction was 0.11 for both MLR and 
SVM but zero when RF and ANN were applied. Similar diminution was 
also observed for the sensitivity and the PPV of RF in predicting Dark 
skin color. RF was the only classification method where these values 
equaled zero (Table 5). Higher discrepancies were also observed for the 
specificity of pale skin color where its highest values were obtained for 
both MLR and RF (0.60); with SVM was applied the value dropped to 
0.40. Sensitivity of dark to black category dropped to 0.66 for ANN, 
while for SVM and RF it reached the highest value of 0.96. In the ES, the 
sensitivity of very pale skin color reached the highest value of 0.25 with 
MLR, while for the rest of the classifiers it was almost equal to zero. The 
specificity of pale skin color yielded its highest value of 0.65 with MLR 

Table 5 
Predictive measurements for skin color for the four classifiers.   

MLR SVM 

Category  1 2 3 4 5 1 2 3 4 

Sensitivity CD 0.11 (0.02–0.44) 0.76 (0.68–0.83) 0.47 (0.38–0.57) 0.75 (0.30–0.95) 0.88 (0.69–0.96) 0.11 0.83 (0.75–0.89) 0.31 (0.23–0.41) 0.25 (0.05–0.70) 
ES 0.25 (0.09–0.53) 0.70 (0.61–0.78) 0.65 (0.54–0.75)   0 0.76 (0.68–0.83) 0.58 (0.47–0.69)  

Specificity CD 0.99 (0.97–0.99) 0.60 (0.52–0.68) 0.80 (0.73–0.86) 0.98 (0.96–0.99) 1.00 (0.98–1.00) 0.99 0.46 (0.38–0.54) 0.85 (0.78–0.89) 0.98 (0.96–0.99) 
ES 0.97 (0.93–0.98) 0.65 (0.55–0.74) 0.74 (0.65–0.81)   1 0.56 (0.45–0.66) 0.80 (0.73–0.85)  

PPV CD 0.25 (0.05–0.70) 0.61 (0.53–0.69) 0.62 (0.51–0.72) 0.38 (0.14–0.69) 1.00 (0.85–1.00) 0.25 0.56 (0.48–0.63) 0.59 (0.46–0.70) 0.25 (0.05–0.70) 
ES 0.33 (0.12–0.65) 0.72 (0.63–0.80) 0.60 (0.49–0.70)   NA 0.69 (0.60–0.76) 0.58 (0.47–0.69)  

NPV CD 0.97 (0.94–0.98) 0.76 (0.67–0.83) 0.69 (0.62–0.75) 0.99 (0.97–0.99) 0.99 (0.96–0.99) 0.96 0.76 (0.67–0.84) 0.64 (0.57–0.70) 0.99 (0.97–0.99) 
ES 0.95 (0.91–0.97) 0.63 (0.53–0.72) 0.78 (0.69–0.84)   0.94 0.65 (0.54–0.75) 0.80 (0.73–0.85)  

Skin color categories: 1: Very pale; 2: Pale; 3: Intermediate; 4: Dark; 5: Dark to Black. MLR: multinomial logistic regression; SVM: support-vector machine; RF: 
random forest; ANN: artificial neural network. PPV: Positive predictive value; NPV: negative predictive value. CD: complete dataset; ES: European subset. 
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but dropped to 0.40 for RF. For most of the other skin color categories 
and predictive measurements, the four classification methods performed 
almost equally (Table 5). In the confusion matrices for skin color, the 
categories with the highest number of samples, namely Pale and Inter
mediate categories, were better predicted in comparison to the other 
categories (Supplementary Tables S8 and S9). Also and similar to eye 
and hair color prediction, the AUC values for MLR mostly outperformed 
the other classifiers (Supplementary Tables S2 and S3). 

4. Discussion 

In the present study, we compared four different ML classification 
methods, namely MLR, as widely used for EVC prediction from DNA in 
general, and pigmentation prediction in particular, in addition to SVM, 
RF and ANN with respect to their ability to predict various eye, hair and 
skin color categories based on the previously established IrisPlex, HIr
isPlex, and HIrisPlex-S DNA markers. Since these ML methods have been 
barely applied for EVC prediction so far and are well-known for their 
often very good prediction performance in other application fields, the 
basic motivation for this study was to investigate and to identify, for 
each of the tested EVCs, the optimal classifier yielding the highest per
formance and assess whether any of them outperforms the standard MLR 
approach. In order to obtain the maximum performance of the SVM, RF 
and ANN methods, we first needed to perform hyperparameter tuning. 
Parameters such as cost and gamma for SVM, ntree for RF and size and 
decay for ANN were tuned and their optimal values were chosen ac
cording to the lowest OOB error (Supplementary Figs. S1–S6). 

Our results showed that when it comes to overall accuracy, all four 
classifiers performed almost equally well for all pigmentation traits 
tested, with almost no variation across the classifiers for eye color and 
slight variation for hair and skin color. Thus, none of the other ML 
methods outperformed the conventional method of MLR in predicting 
eye, hair and skin color based on the IrisPlex, HIrisPlex, and HIrisPlex-S 
DNA markers, respectively. When looking at the full suite of prediction 
measurements per each of the three pigmentation traits, we noted slight 
differences between some classifiers for several trait categories, some
what more for hair and skin color than for eye color. However, these 
differences do not allow a conclusion that any of the three ML classifiers 
perform superior over MLR, which is supported by our conclusion 
derived from the overall accuracy results. This pattern was also observed 
when we compared the prediction performances between the two 
datasets, CD and ES, where highest deviations were observed for hair 
and skin color compared to eye color. This was to be expected since 
European samples represent the major part of the CD, implying that our 
model was trained mostly on European samples and therefore, when we 
compare the performance of the CD-derived model with the one trained 
on the ES, we do not expect to see high differences in the overall 
performance. 

For eye color and for both datasets, we saw a small but noticeable 
deviation between the four classification methods for the intermediate 
eye color category, while for blue and brown eye color categories, all 
four methods performed almost identically. As obtained with all four 
methods, prediction accuracies were high for blue and brown eye color, 

but low for intermediate eye color. This finding is in line with previous 
results obtained mostly based on MLR [13,17,19–21,24]. As emphasized 
in all previous IrisPlex publications [17,19,20], the six IrisPlex DNA 
markers used here are very suitable for predicting blue and brown eye 
color, while their ability to predict non-blue and non-brown eye colors, 
which are all grouped into the intermediate eye color category, is 
limited. Currently, it is proposed that the limitation to predict inter
mediate eye color with all four classification methods is more likely 
explained by missing DNA predictors as opposed to the modeling type. 
Similarly, it may be caused by phenotype definition, as the intermediate 
eye color category can be expected to be more heterogeneous than the 
blue and brown eye colour categories that both reflect the two extremes 
of the eye colour phenotype distribution. A large-scale genome-wide 
association study (GWAS) on eye color is currently underway, aiming to 
increase the number of independently eye color associated DNA vari
ants. Thus, their future use in prediction modelling of categorical eye 
color will help ascertain if it is the number of DNA predictors that un
derlies the currently limited prediction accuracy of intermediate eye 
color, which based on our current findings appears to be independent of 
the classification method used. 

Regarding hair color, the prediction performances among the four 
classifiers were also quite similar for the two datasets; however, the 
deviations were higher compared to eye color, while skin color was the 
trait with the highest deviations among the model measurements for 
some categories. This could possibly be explained by the fact that these 
traits and especially hair and skin color are adaptive traits that can be 
affected by some external or environmental factors that are not included 
in the genetic prediction models and consequently can affect the pre
diction outcomes of the different methods at various extents. In other 
words, each classification method has probably a different level of 
sensitivity in detecting such external factors, which possibly leads to 
higher deviations between the results. Another explanation could be the 
much larger number of predictors included in the hair and skin color 
model compared to the few markers in the eye color model, giving the 
ML models more freedom to pick up local patterns in the parameter 
space, although such patterns may represent random events that dete
riorate the performance of such approaches. 

Τhe non-substantial differences obtained in the overall accuracies of 
the four classifiers could be explained by the fact that we only look at the 
additive effects of the genetic markers and not at potential interaction 
effects. This may be due to the underlying genetic mechanisms but may 
be equally well explained by the way those genetic markers included in 
the established MLR models were identified in the first place. The latter 
has been usually done in GWASs, which mostly focus on additive in
dependent marker contributions to the traits. Possible incorporation of 
interactive effects could add some additional information that might 
affect the prediction performances of each classifier and probably 
distinguish some prediction methods that are more sensitive to the 
addition of interactive effects. Previous studies have already identified 
and incorporated SNP-SNP interactions in MLR-based modelling for eye 
color prediction [18,61]. However, the previously noted predictive ef
fects of SNP-SNP interactions were small, maybe because of the use of 
MLR, which requires active intervention by the analyst to consider 

SVM RF ANN 

5 1 2 3 4 5 1 2 3 4 5 

0.96 (0.80–0.99) 0.00 0.76 (0.68–0.83) 0.19 (0.12–0.27) 0.00 0.96 (0.80–0.99) 0.00 0.61 (0.52–0.70) 0.50 (0.42–0.60) 0.50 (0.15–0.85) 0.66 (0.47–0.82)  
0 0.81 (0.73–0.87) 0.54 (0.43–0.65)   0.08 (0.01–0.35) 0.68 (0.59–0.76) 0.49 (0.38–0.60)   

0.99 (0.97–0.99) 1.00 0.60 (0.52–0.68) 0.92 (0.87–0.96) 0.99 0.99 (0.96–0.99) 0.99 0.58 (0.50–0.66) 0.65 (0.58–0.72) 0.99 (0.97–0.99) 0.99 (0.97–0.99)  
1 0.49 (0.39–0.59) 0.81 (0.73–0.87)   0.97 (0.94–0.99) 0.50 (0.40–0.60) 0.70 (0.62–0.78)   

0,95 (0.80–0.99) NA 0.61 (0.53,0.69) 0.63 (0.45–0.77) 0.00 0.88 (0.71–0.96) 0.00 0.55 (0.46–0.63) 0.50 (0.41–0.60) 0.40 (0.12–0.77) 0.94 (0.73–0.99)  
NA 0.67 (0.59–0.74) 0.63 (0.51–0.74)   0.17 (0.03–0.56) 0.64 (0.55–0.72) 0.50 (0.39–0.61)   

0.99 (0.97–0.99) 0.97 0.76 (0.67–0.83) 0.62 (0.56–0.68) 0.98 0.99 (0.97–0.99) 0.97 0.65 (0.56–0.73) 0.66 (0.58–0.73) 0.99 (0.97–0.99) 0.97 (0.94–0.98)  
0.94 0.67 (0.54–0.77) 0.74 (0.66–0.81)   0.94 (0.90–0.97) 0.55 (0.44–0.66) 0.69 (0.61–0.77)    
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two-way or higher-order interaction effects, whereas other ML methods 
often do this automatically. In our case, since with the currently avail
able DNA predictors the interaction effects were small and no substantial 
differences were obtained among the four classifiers, we would not 
recommend interaction effects at this stage. Future ML-based pigmen
tation prediction studies using elongated lists of DNA predictors that 
already are available from large-scale GWASs for hair [62] and skin 
color [63] and will soon be for eye color shall consider these interaction 
effects which might improve the overall prediction performance. 

Another possible explanation for the non-substantial differences 
between the four classification methods could be the data sizes used for 
each trait and the number of samples for each trait category. Since ML 
methods are computational methods that ‘learn’ directly from the data, 
the amount of the datasets used for model training can affect the model 
performance. When increasing the datasets, more information regarding 
the patterns of each group is incorporated into the model and therefore 
allows the observations to be separated into the different classes more 
accurately. This is due to them being based on data patterns and not on 
weak correlations that can occur in small datasets. Thus, we could 
expect that this may have affected, to some extent, the prediction per
formances of the methods applied due to the use of these currently 
available datasets that may not represent all combination patterns of 
alleles. This can be confirmed to some extent by our case where we 
noticed that prediction performance was higher when using the com
plete dataset in comparison with the European subset which appears to 
have a slightly deteriorated performance, especially for eye and hair 
color prediction. Larger datasets in general are often necessary and 
interesting to be considered for future pigmentation prediction studies, 
in order to release the full potential of these differing ML approaches. 

In addition to the above, another possible approach for future studies 
would be the combined analysis and prediction of visible traits in order 
to see whether one could gain additional information that helps 
improving the current prediction accuracies. While this is out of scope of 
the current study, future investigation on the topic would be worthwhile 
in order to assess possible benefits of such an approach. A recent study 
by Chen et al. [64] focused on the impact of correlations of pigmentation 
phenotypes on the genetic EVC prediction. This study provided valuable 
insights; however, it highlights the importance of further research that 
might help in the improvement of the current prediction accuracies. 

In summary, our results did not show substantial differences between 
the four ML-based methods tested to predict appearance prediction, in 
particular eye, hair, and skin color using the previously established 
IrisPlex, HIrisPlex, and HIrisPlex-S DNA markers, respectively. Given 
this outcome and because of the easier interpretation and often sub
stantially lower computational costs of MLR with respect to the 
modelled function compared to other ML approaches, we suggest, at 
least for now, the use of the MLR as the most appropriate method for 
predicting appearance traits from DNA, especially with regards the three 
pigmentation traits used here. MLR describes a simple relationship be
tween the inputs and the outputs, which makes the outcomes of the 
predictions more interpretable compared to ML methods. Contributions 
and feature interactions can also be easily represented by the co
efficients in the MLR but require active pursuit of such interactions by 
the analyst, while the inner workings of SVM, RF and ANN are harder to 
understand and interpret, although they do offer more automated 
consideration of interaction terms. The latter three ML methods also do 
not provide a direct estimate of the importance of each feature for the 
model’s prediction performance, although secondary, resampling-based 
approaches exist that may provide such an assessment. Thus, for ML 
methods it is harder to understand the interaction between the different 
features in the model. 

Notably, our findings and conclusions obtained are based on a rela
tively small number of established DNA predictors and we did not 
consider interactions between them. In general, ML approaches are ex
pected to show their full potential when larger sets of genetic markers 
are included in the model since they will likely seize better the patterns 

of the data that subsequently could lead to better prediction perfor
mance. Therefore, once more appearance DNA predictors and in
teractions between them have been established, it would be interesting 
to use them in a classifier method comparison as performed here, to find 
out, if the results we obtained here may have been affected by the type 
and number of DNA markers used, or the classification of the phenotype 
being predicted. However, for the time being, and with the established 
pigmentation DNA predictors currently available, MLR remains the 
preferred classification method of choice for predicting categorical 
pigmentation traits from DNA. 
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