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1

CHAPTER 1 Introduction

1.1 Motivation

Graphics devices were introduced originally for entertainment. The first graphics processing unit was

invented by NVIDIA in 1999 for creating game objects in real-time [106]. Since then, graphics units kept

evolving to provide a huge amount of processing power that later was extended to do non-graphics applica-

tions such as floating point operations and developed a high level set of shading languages such as DirectX,

OpenGL, and Cg.

When GPUs first started using APIs for non-graphics purposes, they were called General Purpose Graph-

ics Processing Units (GPGPU), showing good speedups over other methods. In that era, efforts were spent

on utilizing vertex coordinates, texture, and shader programs, which was one drawback of using GPUs for

general purpose computing. Another drawback to using the early GPUs for scientific applications is the need

for an extensive knowledge of graphics APIs and the GPU architecture itself. Moreover, the lack for even

the most basic programming features and operations such as random access to memory for reads and writes,

double precision floating point operations, and operations on integer numbers were major reasons for not us-

ing GPUs in many applications and considered limiting factors. Later, programming with graphics APIs was

replaced with parallel programming languages. Examples of high level parallel programming languages are

BrookGPU [15] used for AMD GPUs, Open Computing Language (OpenCL) [120, 82], which is portable

between GPU architectures, CUDA [55, 87], which is limited to be used on NVIDIA cards, and BSGP [52].

In addition, Chapel, developed by Cray Inc. [21] is an open source, portable parallel programming language

that can be used on commodity clusters or desktop multicore systems.

Although OpenCL and CUDA provide different programming interfaces, they offer similar features.

However, OpenCL is designed for a very general architecture; it can be used to program CPUs, GPUs, Digital

Signal Processors (DSPs) and other devices from other vendors. This portability came with a price that

affects the performance of OpenCL codes. In a performance comparison conducted in [59] between CUDA

and NVIDIA’s OpenCL implementation, the study shows that CUDA performs better in terms of kernel
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execution and memory transfer from and to the GPU running almost the same code. In addition, several

differences in using both architectures are reported. One main difference between these two languages is

that OpenCL can be compiled at runtime, which would slow down the overall execution time of the code.

This technique allows the compiler to generate code on the fly targeting a specific GPU architecture. CUDA,

on the other hand, does not have this concern since it is designed specifically for a single architecture. Other

differences in the two APIs include context creation, mapping kernels to the GPU, and memory copying.

See [82] for a complete API reference for programming with OpenCL.

1.2 GPU Architecture

Here we will discuss Graphics Processing Units in terms of the architecture and its relationship with

the rest of the computer system. Also, we will mention the difficulties that may confront anyone who is

interested in utilizing these devices [44, 72, 83, 50, 51].

Even if we can add more transistors to a chip, we cannot scale their voltage like we used to, and we

cannot clock these transistors as fast. One solution is to run in parallel. With current GPU technology we

can easily get a device loaded with hundreds of processors, and the future trend is even more. So, one should

start thinking in parallel and start developing applications without thinking of the serial algorithm first.

There are some weak points for GPUs compared to CPUs in terms of architecture. Examples include that

GPUs devote more transistors to arithmetic logic units and less to caches and control prediction in compari-

son to CPUs. On the other hand, threads in GPUs are considered fine-grained and without expensive context

switching like CPU threads. Individual GPU threads are considered to have poor performance compared to

CPU threads, but thousands can run simultaneously. Moreover, GPUs have higher memory bandwidth.

Lately, tools have been developed to make the programmer’s parallel experience easier. IDEs such

as Eclipse, NetBeans, and MS Visual Studio started to allow for integrating parallel programming lan-

guages. Also, debugging tools for GPU code started to appear after developing the latest architecture, such

as CUDA-GDB and Parallel Nsight for different Linux operating systems, and MS Visual Studio integration

for Windows operating systems. In addition, other tools appeared such as Glift, a data structure framework

that implements a set of structures that aims to simplify algorithmic development using GPUs. Structures

implemented in Glift include a stack, quadtree, and octree [68]; more tools can be found in [53, 115, 116].
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In addition, GPU computing became mainstream with the launches of MS Windows 7 and Apple Snow

Leopard, so that the GPU will be accessible to any application as a parallel processor, not only as a graphics

processor.

The host program performs all memory management,thread synchronization, and other setup tasks and

then calls GPU kernels to perform the simulation. Examples of CUDA enabled devices are the GeForce 6

series GPU, their architecture description can be found here [60], and Tesla graphic cards [69].

1.3 Structure of Fermi cards

In June 2008, NVIDIA released a major revision to their architecture. Graphics cards like GeForce GTX

280, Quadro FX 5800, and Tesla T10, were the first cards to have the new unified hardware generation of

GT200. This major revision has many updates over the previous one, such as increasing the number of

streaming processor cores to almost double. Each register file was also doubled in size. In addition, there is

better memory access coalescing that improves memory access efficiency for huge amounts of data. More-

over, double precision floating point support was enhanced to support high performance scientific computing.

This NVIDIA generation of CUDA Compute and Graphics architecture is called Fermi.

The structure of a graphic card’s memory is different from any other device, as seen in figure 1.1. Fermi

structure is different from serial processor’s memory and older graphic cards. There are two lines of eight

Streaming multiprocessors (SMs) around one L2 cache. A host interface connects the GPU to the CPU

via a PCI-Express interface. Each SM, see figure 1.2, has 32 cores. Each has a fully pipelined integer

arithmetic logic unit (ALU) and floating point unit (FPU). One CUDA core executes a floating point or

integer instruction per clock for a thread.

This memory model was adopted to take the advantage of different threads running the same code. A

thread is identified by a threadIdx that consists of three coordinates inside the block: threadIdx.x,

threadIdx.y, and threadIdx.z that define the x, y, and z coordinates, respectively. On current

GPUs, a block can contain up to 1024 threads for x- or y-dimension in compute capability 2.0 and 512 for

earlier compute capabilities, and 64 threads for the z-dimension for any compute capability. On the grid level,

a three-dimensional grid of blocks is defined referencing the block by blockIdx.x, blockIdx.y, and

blockIdx.z variables that are assigned for the block by the CUDA run time system, cannot be changed
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Figure 1.1: Fermi Memory Structure

afterward, shared by all threads in that block, and are accessed only inside kernels. The number of blocks in a

grid on one of the two dimensions can vary between one and 65,536, and are saved in variables gridDim.x

and gridDim.y for the x- and y-coordinate, respectively.

The Fermi memory hierarchy, shown in figure 1.1, illustrates that a thread can use both shared memory

and cache. This depends on the nature of the problem. The advantage of this memory model is scalability

of blocks. A programmer may have a limit on the number of threads in different GPUs but the number of

blocks makes it more scalable.

For example, in the code portion below

Listing 1.1: Legal code portion of CUDA kernel launch

dim3 B l o c k S i z e ( 3 , 3 , 2 ) ;

dim3 G r i d S i z e ( 6 , 4 , 1 ) ;

LaunchKernel<<<Gr idS ize , BlockSize>>>(p a r a m e t e r s ) ;

the first two statements are declaration statements for a two-dimensional grid with 6× 4 = 24 blocks, each
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Figure 1.2: A grid structure
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block is three dimensional block with a total of 3 × 3 × 2 = 18 threads per block, this makes it a total of

24× 18 = 432 threads that launch this kernel. On the other hand, a code portion like the listing below (1.2)

cannot be executed since the number of threads exceeds the allowed number of threads.

Listing 1.2: Illegal code portion of CUDA kernel launch

dim3 B l o c k S i z e ( 3 2 , 3 2 , 2 ) ;

dim3 G r i d S i z e ( 6 , 4 , 1 ) ;

LaunchKernel<<<Gr idS ize , BlockSize>>>(p a r a m e t e r s ) ;

It is a design decision on how to choose block size. To illustrate, if the number of threads is divided

among more blocks, the total number of threads would be the same, but may have a disadvantage of extra

overhead when trying to synchronize between blocks through global memory instead on synchronizing in

shared memory in the case of working with threads in one block. In addition, there is a limit on the number

of blocks that can run concurrently on any SM. In our study we have examined this factor on the system

behavior. We study the performance when changing block size for the Canonical Ensemble method.

1.4 CUDA Review

Invented by NVIDIA, the Compute Unified Device Architecture (CUDA) parallel computing architecture

is now shipped in most NVIDIA graphic cards. This architecture is a hardware and software platform that

defines the programming model, memory model, and execution model for issuing and managing computa-

tions on GPUs, where the programmer does not need to directly map computations to the graphics pipeline.

Compared to previously used graphics languages such as OpenGL and Cg, this architecture is implemented

over the C language, which makes the process of developing GPU-based software for scientific computing

a much easier job. Basically, CUDA facilitates heterogeneous computing on both the CPU and the GPU by

following a general approach:

1. Copy input data from CPU memory to GPU memory.

2. Load the GPU program, called a kernel, and execute. This step may include caching data on chip for

enhancing the performance of the GPU.

3. Copy results back from GPU memory to CPU memory.
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CUDA has been widely used in many applications around the world, in scientific research, financial mar-

ket, medical, and many more fields. There are more than 700 GPU clusters installed around the world [55].

In this work we are using the latest CUDA release 5.0. It has support for CUDA-GDB, Visual profiler,

unified virtual addressing, N-copy pinning of system memory, etc.

CUDA can be used in two different ways, one way is using the driver API, which provides the program-

mer with language tools close to the hardware. This method needs more coding and programming effort.

Second, the runtime API, an extension to the C programming language, provides the programmer with an

easy-to-use set of C functions and extensions, making writing parallel programs relatively easy to learn and

apply without the hassle of learning a new language or the underlying pipeline design. However, a program-

mer needs to be knowledgable of the programming, memory, and thread models of the architecture to best

utilize them for the problem of study.

Another issue a programmer must pay attention to is that in the CUDA architecture there is no ded-

icated initialization function in the runtime API. The device will be initialized, however, the first time a

runtime function is called. If timing is being recorded, this property should be taken into consideration

and especially when interpreting the error code from the first call into the runtime. So, a statement like

cudaDeviceReset() can be used at the beginning of the code to initialize the device and record any

initialization problems before starting the timer.

1.4.1 Synchronization and Concurrency

Due to the hierarchal thread model of the GPU, threads need to be synchronize on all levels. For example,

synchronizing threads in a block is done using instructions such as synchthreads(), threadfence(),

threadfence block(), and others that can be found in the “NVIDIA CUDA C Programming Guide” [87].

One drawback to the CUDA architecture is that it has no efficient global synchronization. Mainly for two

reasons: it is expensive to build this support into hardware for GPUs with this huge number of processing

units, and due to the potential deadlock that may occur if we use more blocks. The solution to this problem

is to use atomic operations on global memory that is being accessed from all blocks in a grid.

With the CUDA compute capability 2.x devices, concurrent operations can be done through streams.

In other words, the GPU can start doing a memory transfer while the CPU is doing other operations. To

illustrate, the listing below (1.3) shows a GPU memory copy operation that transfers an array from the
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device to the host while the CPU is generating random numbers. In this case both the GPU and the CPU are

doing different work.

Listing 1.3: Asynchronous memory call leads to overlapping of data transfer and CPU computation

c u d a S t r e a m C r e a t e (& Stream1 ) ;

cudaMemcpyAsync ( P a r t i c l e X C o o r d , d e v P a r t i c l e X C o o r d , N P a r t i c l e s *

s i z e o f ( d ou b l e ) , cudaMemcpyDeviceToHost , S t ream1 ) ;

/ / F i l l a r r a y w i t h random numbers

f o r ( i n t i = 0 ; i < S i z e ; i ++)

RandomNumbers [ i ] = RandomNumberGenerator−>r and ( ) ;

The programmer should be careful in doing such operations, especially when attempting to execute

a piece of code that needs the final output from the GPU. In such a case, a barrier statement, such as

cudaDeviceSynchronize(), is needed on the host side to make sure that all device operations are

done. In addition, this statement is needed when it is necessary to synchronize the CPU thread with the GPU

to accurately measure the elapsed time for a particular call or sequence of CUDA calls.

1.4.2 Kernel Launch Specifications

CUDA allows the programmer to launch a function that will be executed in parallel on the device by

several threads; this special function is called a kernel. To create a kernel, one must use the global

qualifier before the function declaration, and specify the execution configuration for the call, which means

how many threads, blocks, dynamic shared memory, and the stream number to execute the kernel in the

form of Kernel<<<GridSize, BlockSize, NSize, StreamP>>>(args), where grid size and

block size are of type dim3, which is a structure that has three variables x, y, and z, which all define di-

mensions of a grid in the first case and the block size in the second case. The third argument in the list

is optional and indicates the number of bytes in shared memory that is dynamically allocated for each

block for this kernel call. The last argument in the execution configuration of a kernel is the stream han-

dle. The stream handle is of type cudaStream t and refers to the stream that is associated with this

kernel call. It is an optional argument and the default stream is 0. An example kernel function declaration

is global void Myfunc(dataType *variable1,...). In this case, the statement to call this
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kernel may look like Myfunc<<<GridSize,BlockSize,NSize,StreamP>>>(arguments). Keep

in mind that the only way for the GPU and CPU to communicate is through memory calls, so a kernel always

returns nothing.

1.4.3 CUDA Memory

Memory usage has been a factor of success in the invention of GPUs. There are several levels of memory

access on the GPU. Figure 1.1 shows that there is:

Per-Thread local memory The access to this memory is local to a specific thread in the kernel only. And it

is used for local variables.

Per-Block shared memory This memory can be accessed by any thread in a block; other blocks cannot

access this memory. Shared memory is allocated using the qualifier shared . This is an on-chip

memory that is much faster than local and global memory. In terms of performance, the latency for

uncached shared memory is about 100× faster than global memory in the best case when there are no

memory access conflicts.

Shared memory is partitioned into 16 banks that are organized such that successive 32-bit words are

assigned to successive banks, i.e. interleaved. Each bank has a bandwidth of 32 bits per two clock cy-

cles. If threads in the same warp are trying to access different memory locations in the same bank, then

there is a conflict. In this case the accesses are serialized. This will decrease the effective bandwidth

by a factor equal to the number of distinct memory requests to the same bank.

Global device memory This includes global, constant, local, and texture memory space that are persistent

across kernel launches in the same file scope. Constant memory is a cached read-only memory. Reads

from this memory cache could be as fast as reading from registers if all threads in a warp read from

the same address; otherwise, the latency increases linearly with the number of read requests.

1.4.4 CPU-GPU Communication

GPU and controlling CPU code communicate through memory copies. This mechanism can really affect

performance if it is misused due to memory latency. Actually, this can be a limited factor for the perfor-

mance that parallel processing can provide. So, it is very important to keep CPU-GPU communication to a
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minimum. However, this communication between CPU and GPU is most efficient if pinned memory is used

on the CPU. This is because pinned memory enables asynchronous memory copies (allowing for overlap

with both CPU and GPU execution), as well as improves PCIe throughput on FSB systems.

1.4.5 Atomic Instructions on Global Memory

An atomic instruction is an instruction that is guaranteed to be executed in full without interruption from

other threads. Atomic instructions are specific device functions that execute read-modify-write atomic oper-

ations on a global or shared memory location on mapped page-locked memory. There are many atomic in-

structions and functions. For example, atomicAdd(), atomicSub(), atomicInc(), atomicDec(),

atomicExch(), atomicCAS() (Compare And Swap), atomicAnd(), etc. Atomic instructions on

global memory are supported only on devices of compute capability 1.1 and above.

Note that atomic functions operating on mapped page-locked memory are not atomic from the point of

view of the host or other devices. So, if another non-atomic instruction executed by a warp reads, modifies,

and writes to the same memory location, then the read, modify, and write to that memory location occurs in

a random order. This depends on the compute capability of the device, and which thread performs the final

write operation is undefined.

1.4.6 Memory Coalescing

When a warp executes an instruction that accesses global memory, it coalesces the memory accesses of

the threads within the warp into one or more memory transactions depending on the size of the data accessed

by each thread and the distribution of the memory addresses across the threads. Throughput can be really

affected by this. When we have more transactions with unused words being transferred, we have wasted

bandwidth. On the other hand, if we have fewer transactions with fewer wasted words, this is going to

increase the overall performance of the system.

1.5 CUDA Streams

A CUDA stream represents a queue of operations that are executed in order. Examples of such operations

are kernel launches, memory copies, and event starts and stops. Operations in a stream are executed in the
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same order that they have been called and multiple streams can be run in parallel on the device. Running

multiple streams at the same time on the device adds an extra level of parallelism to the GPU. However,

operations must be independent to run in parallel. Keep in mind that different streams may execute their

operations out of order with respect to one another or concurrently. For instance, a kernel call and memcpy

from different streams can be overlapped. This behavior is possible because the inter-kernel communication

is undefined.

Not all CUDA devices allow concurrent stream execution. For example, not all devices of compute

capability 1.1 and higher can perform copies between page-locked host memory and device memory con-

currently with kernel execution, and only devices of compute capability 2.x and later support the execution

of concurrent kernels [87]. This property is device dependent and can be determined by querying the device

at run time. Even if a device does support concurrent kernel execution, that doesn’t guarantee the device

will execute kernels concurrently with other kernels. There must be sufficient resources to run concurrent

kernels, which may not be possible if, for example, that kernel is using many textures or a large amount of

local memory. When no stream number is explicitly specified, or set the stream parameter to zero, the default

stream is used. This will guarantee that all operations executed and in the serial order they appear in.

CUDA streams can be created using simple statements and then be used to run kernels. For example,

Listing 1.4 shows the required steps to run multi-stream kernel calls along with memory copy and other

host functions. An array of stream handlers is created, three in this example, and used with each kernel, as

in lines 2-3. Then streams can be used to run multiple concurrent operations. For example, lines 4-5 will

launch three kernel calls on the three streams created before. In line 6, a host function call is executed after

the for loop is done. This function will be called before any of the kernel calls return, with no guarantee that

this function will be executed before any of the kernel calls. Following that, the statement in line 7 places

a request to perform a memory copy into the stream specified by the argument stream, which means that

the execution of the memory transfer will start only when stream one returns from executing all proceeding

operations on that stream.

To guarantee that the GPU is done with its computations and memory copies, the stream should be

synchronized with the host. This can be done for each individual stream using the statement in line 9, or

using cudaDeviceSynchronize() to synchronize all device operations. Finally, to release the stream handlers,

a statement such as the one used in line 12 should be used. In general, as we can see from this example, a
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stream acts as an ordered queue of operations for the GPU to perform. Other examples on using streams for

different execution patterns can be found in [87].

Listing 1.4: An example of using streams to run concurrent operations.

1 c u d a S t r e a m t S t reamArr [ 3 ] ;

2 f o r ( i n t S t r e a m I d = 0 ; S t r e a m I d < 3 ; S t r e a m I d ++)

3 c u d a S t r e a m C r e a t e (& St reamArr [ S t r e a m I d ] ) ;

4 f o r ( i n t S t r e a m I d = 0 ; S t r e a m I d < 3 ; S t r e a m I d ++)

5 ConcKernel<<<GSize , B , ShMem , St reamArr [ S t r e a m I d ]>>>(S t reamId , . . . ) ;

6 C a l l H o s t f u n c ( ) ;

7 cudaMemcpyAsync ( . . . , S t r eamArr [ 1 ] ) ;

8 f o r ( i n t S t r e a m I d = 0 ; S t r e a m I d < 3 ; S t r e a m I d ++)

9 c u d a S t r e a m S y n c h r o n i z e ( S t reamArr [ S t r e a m I d ] )

10 f o r ( i n t S t r e a m I d = 0 ; S t r e a m I d < 3 ; S t r e a m I d ++)

11 c u d a S t r e a m D e s t r o y ( S t reamArr [ S t r e a m I d ] ) ;

Although the Fermi architecture supports 16-way concurrent kernel launches, there is only one connec-

tion from the host to the GPU. So even if we have sixteen CUDA streams, they’ll be scheduled through one

hardware queue. This can create false data dependencies and limit the amount of expected concurrency.

1.6 Monte Carlo Simulations

The affordability of Graphics Processing Units (GPUs) has made high-performance computing more

accessible and financially practical. Furthermore, the growth rate of the computing power in the GPU is

more than that for the CPU, so, the GPU offers significant speedup in execution for certain applications. Al-

though both software and hardware developments for GPUs have enabled more high performance computing

applications than ever before, writing optimized algorithms and code to utilize these devices remains time

consuming and intensive. In this chapter, we describe the development of an efficient GPU implementation

for the Monte Carlo simulation of molecular systems in the canonical ensemble method.

Potential functions have long been used in physical simulations to describe the collective or local behav-



13

ior of molecules in condensed systems. The chief limitation to simulation of physical systems using potential

functions is computational cost, a limitation that can be overcome with high performance parallel computing.

To study atomistic systems, computer simulations are considered valuable substitutes to lab experiments to

get information on the liquid or gas states of chemical compounds and mixtures [23]. Two approaches have

been of particular interest to a number of researchers, Monte Carlo (MC) and Molecular Dynamics (MD)

simulations [9, 39]. Markov chain MC simulations allow the study of open systems, which are infeasible for

a traditional MD code.

An example of a system well suited for MC simulation is the adsorption of gases in porous materials,

such as activated carbons. MC simulations can accomplish the simulation of the open porous system via

trial moves that allow the number of particles to fluctuate. Additional examples of Monte Carlo simulation

include:

1. Prediction of physical properties and phase behavior. This application is primarily of interest

to chemical process industries. For example, given a mixture of compounds, the goal is to predict

accurately the coexistence properties of the gas and liquid phases.

2. Prediction of adsorption isotherms for gases in porous materials. Typical applications for this are

CO2 sequestration from flue gas, and hydrogen or methane storage. With a fast enough code, one

could potentially carry out high throughput screening of candidate materials [30].

3. Simulation of biological systems at constant chemical potential. Simulations of the fundamental

biomechanical process of membrane fusion have shown divalent cations and water molecules to play

a critical thermodynamic role [56]. In order to use simulations to understand this fundamental process

that occurs in all living organisms, it is critical to maintain constant ion and water molecule chemical

potential to achieve realistic local densities.

4. The use of nanoparticles to stabilize drug dispersions. Simulations of nanoparticle dispersions also

typically require a constant chemical potential, so that as the microparticles approach each other, the

number of nanoparticles varies to maintain chemical equilibria with the bulk. This is a very important

application for this work because large system sizes are required to simulate interacting microparticles.

On the other hand, calculations of the Lennard-Jones potential are significantly more complex than the

Ising or hard sphere model, since you have to calculate the interactions between all particles within a certain
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cutoff radius and it requires more work to optimize the calculation on the GPU. One have to account for

atoms being in a molecule (and not calculating those interactions); this will also require the calculation of

bending and stretching potentials, the generation of multiple trial locations.

Monte Carlo simulations are driven by statistical physics based on energetics, thus it is necessary to

pick a potential model to accurately model the studied compound. Perhaps the most common potential

model used to describe interactions between particles is the Lennard-Jones potentials. While this model is

mathematically straightforward, simulating even relatively modest systems requires a substantial amount of

computing power. This is due to the tens of millions of iterations required for the Monte Carlo simulation to

converge to a solution. With the advent of CUDA enabled GPUs, this previously held shortcoming is now

being exploited to more scientists and researchers with smaller monetary and computational resources.

MC implementation could use the grand canonical ensemble method that can be useful in adsorption

studies where the amount of material adsorbed is given as a function of the pressure and temperature of the

reservoir with which the material is in contact. Moreover, in an interfacial region, gas and adsorbent for

instance, the properties of the system are different from the bulk properties, which is a problem if simulating

a relatively small system. Hence, we have to simulate a very large system to minimize the influence of this

interfacial region [103, 39].

Due to the limited number of parallel operations in a multicore implementation of this algorithm, it is

not expected to produce more speedup than a manycore system would produce. Hence, the effort is directed

toward manycore technology that provides more parallelism for this algorithm.

1.7 Random Number Generator

Monte Carlo simulation relies on random numbers to compute their results and find probability statistics

to investigate problems. We have used the Mersenne Twister (MT) random number generator algorithm [77]

for generating uniform pseudorandom numbers, which provides a period of 219937−1 and a 623-dimensional

equidistribution property. Uniform random numbers is a very important part of the correctness of Monte

Carlo simulation. If, for example, the sampling is not performed well, then it may result in execution in a

limited region of the conformational space. This will result in a small statistical error, but a large systematic

error.
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The same random seed is used each time to verify the algorithm behavior. However, the user can change

a flag that is responsible for a different seed. For now, we have been using the serial version of Mersenne

Twister which has the same speed as rand() in C [77].

1.8 Other Applications of this Work

This thesis reports the algorithmic changes, optimization techniques, and tricks and tweaks one can use

to implement thermodynamic Monte Carlo simulation on GPUs. These optimization techniques can be used

for other Monte Carlo simulations such as the problem of Bias Monte Carlo Methods in Environmental

Engineering [81], where a number of factors need to be studied at each simulation step. The use of the GPU

may reduce the amount of computation time that this algorithm requires since an intensive calculation for

different factors is being computed each simulation step. Environmental factors can be mapped to blocks and

then results can be aggregated from all blocks in a similar way to the technique we describe in Figure 3.3.

Another example is when running multiple environmental setups simultaneously on the GPU. See lessons

learned for high level parallelism in § 6.2.

A second application that can benefit from this work is when a Monte Carlo procedure is applied to

emulate a biochemical experimental measurement setting along with given enzyme kinetic reactions [81].

Such a system can simulate continuous enzyme assay, which is used for adjustment of the ”experimental”

conditions, and end-point enzyme assay ”measurements”. This last case is suitable for parameter identifica-

tion. While trying to enhance performance of this simulation and to better manage the GPU resources for

this domain, a technique such as the one explained in Figure 3.4 to calculate the interaction in enzymes, and

the results of the size of thread block can be used with this application. Moreover, memory management and

the techniques used to use more shared memory over global memory could be applied here.



CHAPTER 2 Related Work

GPUs have been an affordable alternative to supercomputers and expensive clusters of networked com-

puters. These devices can be installed in commodity computer desktops to run computationally intensive

applications with minimal installation effort. This attracted the attention of researchers as well as average

users with computationally intensive applications such as movie rendering and image processing. This chap-

ter presents an overview of the most recent work using GPUs, focusing on the work that uses GPUs for

implementing Monte Carlo simulations.

2.1 General Purpose GPU Programming

Many algorithms of a parallel nature or needing a great deal of mathematical computation have been

ported to the GPU. Algorithms for applications in almost all fields of real life have started thinking of har-

nessing the power of this cheap technology. For example, protein folding [122, 95], stock pricing [62, 98],

sorting and searching [6], SQL queries [7, 22, 54], MRI reconstruction [114, 113], image processing [13]

and real-time image processing [29, 123], game physics [119, 20, 45, 64], video processing [46, 124], ray

tracing [26], sequence matching (Hidden Markov Models) [123], system-level design tasks (high-level tim-

ing analysis) for embedded systems [12], Monte Carlo simulation for different applications [34, 35, 49,

3, 4, 5, 11, 58, 74], Molecular Dynamics simulations [111, 118, 43, 14, 41], mathematical and biological

simulations [65, 66, 117, 16, 25, 27, 29], graphs [42, 17], MATLAB [63], and many more.

2.2 Monte Carlo Simulations

The literature illustrates numerous uses of MC methods for a very broad area of applications. For ex-

ample, applications of MC in Science and Engineering, Quantum Physics, Statistical Physics, Reliability,

Medical Physics, Polycrystalline Materials, Ising Model, Chemistry, Agriculture, Food Processing, X-ray

Imaging, Electron Dynamics in Doped Semiconductors, Metallurgy, Remote Sensing and many more [81].

In chemistry, computer simulations are considered a valuable substitute to lab experiments to get infor-

16
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mation on the liquid state of material [23]. Two approaches have been of interest for researchers all around

the globe: Monte Carlo (MC) and Molecular Dynamics (MD) simulations [9]. The computational cost of

such simulations limits the complexity of potential functions to describe the collective or local behavior of

molecules in the condensed systems. However, this limitation has been reduced lately by an impressive

increase in computer performance.

Molecular dynamics codes exist, some of which have been modified to utilize the GPU, including

LAMMPS [14], NAMD [97], AMBER [107], and HOOMD-blue [5], which was developed from scratch to

support the GPU. However, existing GPU-enabled MD codes are inadequate for many biomolecular systems

of interest, which require the simulation of an open system. The Monte Carlo method is the ideal technique

for this class of biomolecular systems. While systems containing more than 100,000 atoms are routinely

simulated with molecular dynamics, Monte Carlo simulations are typically limited to systems containing

less than 2,000 atoms.

GPU-driven Monte Carlo simulations of chemical systems have been performed, using lattice gauge

theory [19], Ising models [102], and simulations of hard spheres [40]. An Ising model is essentially a spin-

flip model. Spins are arranged on a cubic lattice and can have the value +1 or -1. The total energy of

the system is the sum of nearest neighbor interactions. In two dimensions, each spin has four interactions,

in three dimensions it’s eight interactions. All of the possible interactions can be precalculated, so this

problem is essentially reduced to running a fast lookup table, although it might actually be faster to do the

calculations [102].

Hard spheres is a very simple model where one simply tests for overlap. If the particles overlap, the

move is rejected, otherwise, the move is accepted. Hard sphere simulations are typically used to understand

colloidal phenomena [31].

The Lennard-Jones system is the most basic model of a “real” fluid [94]. In fact, CH4 (methane),

Xenon, Neon, Argon, and Krypton can be modeled to high accuracy using a single Lennard-Jones bead.

The Lennard-Jones model is used as the basis for models of realistic fluids, such as alkanes, alcohols, sugars,

proteins, etc. In these cases, multiple beads are combined to form molecules, where each bead represents a

single atom. The various Lennard-Jones parameters (epsilon and sigma) are optimized to reproduce experi-

mental data. Examples of the fitting process can be found in [101].

Calculations of the Lennard-Jones potential are significantly more computationally expensive than the
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Ising or hard sphere models, since the interactions between all pairs of particles within a certain cutoff radius,

rcut, must be calculated. Most recently, a work was published using lookup tables for the canonical ensem-

ble simulation, which focuses on a small size system (N = 128) [61] using the embarrassingly/pleasingly

parallel algorithm [2] of multiple identical lightweight single thread simulations. A mapping of one thread

per methane-MFI in used. Moreover, in the Lennard-Jones algorithm, a block per each of the methane-MFI,

waste recycling with multiple uniform proposals, and waste recycling with multiple displacement propos-

als is being chosen. However, the authors suggest this approach may be limited for larger atomistic sys-

tems. In this work, we present an alternative off-lattice GPU-enabled algorithm for the chemical simulation

of Lennard-Jones particles, based on the heavily multithreaded principle of energetic decomposition, also

known as the “farm algorithm” which early CPU-based parallel computing studies [125] suggested, but

produced insufficient performance. Note that the GPU architecture requires a reexamination of the older

algorithms that have been deemed inefficient on CPUs.

Although MD simulations have been studied by more researchers [1, 57], other systems are impossible to

simulate using these MD codes, such as the simulation of multi-component adsorption in porous solids [78],

which will open the door for applications such as the development of novel porous materials for the seques-

tration of CO2 and the filtration of toxic industrial chemicals. In particular, molecular dynamics (MD) codes

cannot be used to simulate an open system without using a hybrid MC-MD approach [18, 96] because of the

fluctuation property of MC that MD does not utilize.

A recent work on MC simulation on the GPU for systems of hard disks can be found in [31]. In this

method a spatial decomposition technique is used, where multiple particles of short range interaction are

moved at the same time in a “sweep” with the space divided so that detailed balance is not violated. To reduce

the overhead of unnecessary calculations, a cell list implementation is used where the problem domain has

been divided into nine cells. Maintaining a detailed balance in this algorithm adds extra overhead to the

original algorithm and to the process of verifying results. For example, shuffling the checkboard set at

each sweep step and another shuffling at the particle level in each cell are required to maintain the detailed

balance. Another restriction of this method is that the center of a particle shouldn’t leave the original cell.

In the first example, if the particle shuffling is not being executed, a temporal memory of previous states

accumulates through different sweeps, which will result in a violation to the aforementioned properties.

While this algorithm has been conducted only for 2D systems, scaling from 2D checkerboarding to 3D
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checkerboarding is a very difficult task. Moreover, it is not clear if this method can implement other MC

methods where the system size changes.

A similar effort of a large scale system is the Highly Optimized Object-Oriented Many Particle Dynam-

ics (HOOMD) engine. A MD simulator was created by Ames Lab [5] in collaboration with Iowa State

University, and later adopted by the University of Michigan (HOOMD-blue) to perform molecular dynamics

simulations utilizing GPUs. HOOMD-blue utilizes CUDA at its core, and additionally showcases many of

the innovations expected of a modern reworking for a simulation engine. Simpatico [1, 91] is an extension to

HOOMD-blue that has been added with limited support to MC simulations. An implementation for MC and

MD simulations on single processors has been developed, and only the MD simulation code runs in parallel.

Later, a hybrid MC-MD method has been used to implement the MC simulation, where an outer wrapper

has been added to the MD simulation to simulate MC on the GPU. However, Simpatico requires installation

and configuration of several modules to integrate the MC simulation with the MD, and even more modules

and configurations are required for the GPU implementation [91]. Moreover, HOOMD-blue integration is

limited to bond and non-bonded pair potentials, and doesn’t work with angle, dihedral link potentials [91],

and only works for short range interactions.

LAMMPS, which stands for Large-scale Atomic/Molecular Massively Parallel Simulator [14, 67], has

been developed at Sandia National Labs since 1995. Although its goal is to develop a classical molecular

dynamics simulation code to run on parallel computers, a limited MC implementation has been added to

support a hybrid MD-MC method to enable canonical and grand canonical MC simulations. In addition

to the problem of hybrid MD-MC methods that they may fall in a local minimum, this implementation of

LAMMPS uses neighbor lists that are re-built every time step, which adds significant execution time to the

simulation. A time step executes N move attempts and N should not be set to a small value by the user.

This has a tradeoff if not set properly. If the neighbor rebuild is not done often enough, this will invalidate

the results, since atoms can move beyond the neighbor list skin distance. In fact, this may affect the overall

precision of the system and end in incorrect results.

A parallel implementation of a hybrid MC simulation has been conducted in [71] to parallelize the

configurational bias in MC Gibbs ensemble simulations. In their work, a simple way of parallelizing the

simulation has been used by distributing the Q simulations over the Q processors along with a sequence

of random numbers for each simulation. For each particle transfer move in their algorithm, each processor
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calculates a total of Q × Ntrials
1 random trials in the new box, and a total of Q×(Ntrials − 1) in the old

one. Then the probability of acceptance is calculated globally for all values from all processors in a serial

step. The trial with the lowest energy is chosen. This method assumes that the simulation starts with an

equilibrated state, which usually requires less computation. However, such an algorithm maximizes the

inter-process communication and doesn’t take into account all systems states. Moreover, the total number of

trials is dominated by the number of processors Q and there is no fault tolerance if one of the Q processors

fails.

To parallelize the displacement move, the work in [71] executes multiple displacement attempts (similar

to the ones in an MD simulation) and the use of a technique to maintain a constant temperature is required

for this technique. In this hybrid method, the MD technique is used to obtain trial configurations after initial

momenta are drawn from a Gaussian distribution. The main drawback for such a hybrid implementation is

when there is a local potential minimum due to high energy barriers. In this case, a global minimum may

not be realized, since the simulation may get stuck in a local minimum. Only ten processors are used and a

factor of four times speedup has been achieved.

The grand canonical method is being widely used to observe the amount of material adsorbed as a func-

tion of the pressure and temperature of the reservoir with which the material is in contact. Other simulation

techniques such as MD simulations typically have an order of magnitude increase in computation time com-

pared to MC simulations and are possible for only very simple systems. This is due to the fact that MD

simulations requires a reevaluation of all pair forces at each time step, and for a large system this requires

significant computing resources.

One technique for parallelizing the grand canonical ensemble is to run numerous small independent

simulations at the same time. This has been referred to as an embarrassingly parallel algorithm since it

is inherently parallel because a set of independent simulation instances can be carried out simultaneously

without affecting each other. This algorithm works better for short range particles and becomes problematic

for long equilibrated systems. In [61], two algorithms have been implemented to carry out MC simulations

on GPUs using the embarrassingly parallel algorithm. First, a method originally used in [38] to enhance the

MC simulation by sampling configurations that are normally rejected. To parallelize this method, multiple

possible MC steps are done by threads and waste recycling is then used to collect history information from
1Ntrials is the number of CBMC trials referred to as K in Chapter 6.
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both the chosen state and the rejected states. With MC simulations, a waste recycling implementation is more

straightforward than the MD implementation, where multiple time slice estimators are used to implement this

technique. Such techniques focus on the energy and the force evaluations of the proposals that are generated

successively by the molecular dynamics. Moreover, another method used is trial states based on displacement

random-walk steps. For each step, a set of position proposals from an old to a new location are randomly

picked with the same probability of any two sets being selected. This is a requirement to obey the detailed

balance. Then the same algorithm used above is used to accept particle moves.

A drawback for this class of algorithms is when sampling configurations that are normally rejected

in the case of a dense systems. In this case, the extracted information from nonlocal moves is very low.

Moreover, while their implementation depends on the embarrassingly parallel algorithm, our work uses

the energy decomposition method (farm algorithm). Although the former method uses several simulations

independently with small systems of 128 particles, our code runs for systems of up to 262144 particles.

To the best of our knowledge, there is only one open-source Monte Carlo code (Towhee) [76], and there

are no open-source Monte Carlo codes that utilize GPUs to this scale. As a result, only small problem sizes

can be run in a reasonable amount of time and this constrains the size of Monte Carlo simulations. It should

be noted that attempting to modify code bases such as Towhee to include GPU-enhanced functionality would

require a large dedicated effort with significant time investment. In addition, rewriting the algorithm usually

requires substantial modifications to the core design of the serial algorithm.

2.3 Domain Decomposition Techniques

Domain decomposition algorithms, such as cell lists, neighbor lists and simply dividing regions into

subdomains, are used to minimize the amount of unnecessary calculations with particles outside the particle’s

cutoff. Neighbor lists are used to hold information about each particle’s neighboring particles. Only recently,

an efficient implementation of neighbor list on the GPU was viable to implement mainly because of the lack

of atomic operations implemented for the GPU in [61]. Implementations such as the work in [5, 112, 121]

use the CPU to implement the neighbor list and move it to the GPU. This implementation requires an update

for almost each simulation step with the new particle position, cell information, and neighboring particles.

One such implementation can be found in [1]. The main drawback that prevented this approach from being
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used with MC simulation in the past has been the small size of the systems being simulated, which adds

more computing overhead more than the clock cycles that neighbor lists could save.

In [5], a MD implementation has been developed to use massive parallel devices and a neighbor list

algorithm has been used to reduce the overhead of beyond the cutoff interactions. In their implementation of

neighbor list, the domain is divided into cells with each dimension equal to the cutoff value. Then, binning

the cells which is placing each particle in it’s corresponding cell. After that, using a recursive algorithm,

all particles in all cells are examined and placed in a list of visited list of particles. A list containing those

particles separated by a minimum image distance less than the cutoff for all particles in the system has to

be built from that data structure. However, to minimize the overhead of maintaining this list, the list is not

updated until a particle is displaced outside of a skin that is given by 1
2(rmax − rcut), where rmax is a value

chosen to be more than rcut.

In [92], a parallelization method for canonical MC simulations via the domain decomposition technique

has been presented where each domain is further divided into three subdomains. The size of the middle

subdomain is chosen as large as possible to minimize interprocess communications due to frequent crossings

of particles between adjacent domains, or when updating the two outer subdomains. However, such large

domains are not suitable for the GPU because for short range cut off systems, the larger the domain is, the

more wasted calculations and the more wasted reserved space.

A cell list implementation for the MD simulations has been implemented in [121, 112, 24]. In such

simulations, all particles in the simulation are randomly displaced at the same time, which makes the cell

list implementation more beneficial and shows more speedup due to the intensive computation overhead of

simulation and the reuse of the cell structure.

With the neighbor list structure, each particle stores IDs of that particle’s neighbor particles. An update

to the neighbor list should follow a change in a particle’s location since particle positions have been changed

and are no longer accurate. A work around the complexity of generating a neighbor list is accomplished by

instead storing particle positions in a cell data structure and using that directly in the pair force computation.

Until now, no available GPU-based Monte Carlo engine has been developed for standard thermodynamic en-

semble simulations of Lennard-Jones particles to this scale or uses the cell list to accomplish the simulation.



CHAPTER 3 Porting Canonical Ensemble to the GPU

We present a novel optimized GPU-based Monte Carlo simulation for the canonical ensemble using

the CUDA framework. Our system opens the door for simulations of systems with hundreds of thousands

of particles and hundreds of millions of simulation steps on a commodity desktop computer loaded with a

commodity GPU. In addition, each thread in our model is mapped to one or more unique particle pairs for

calculating virial (used to calculate pressure) and energy. Finally, our study shows that a faster CPU does not

have a significant impact on the performance of the parallel algorithm while a faster GPU makes a noticeable

performance difference for the same platform. To illustrate, running the simulation on a relatively slow CPU

gave a speedup of 20.3 times on a Core 2 Duo CPU, compared to 12.33 times speedup on an average Core

i5 CPU using the same GeForce GTX 480 card. The parallel execution time was almost the same on both

platforms; the difference in speedup is due almost entirely to the relative running time of the sequential

algorithm on each platform. Moreover, we research the use of cell list structures for a very large systems.

3.1 Markov Chain Monte Carlo Simulations

A Markov chain method has the property that step N + 1 depends on the results collected in step N .

Monte Carlo simulations use random sampling to solve computational problems. We are interested in the

Monte Carlo simulation of chemical systems that use the Monte Carlo method to evolve system configura-

tions via probabilistic acceptance rules derived from statistical mechanics. The methods that allow Monte

Carlo simulation for atomistic systems are described as follows.

3.1.1 Metropolis Method and Thermodynamic Ensembles

While there are many approaches to applying Monte Carlo methods to molecular systems, the most

popular one is called the Metropolis method [79].

In general, the Metropolis Monte Carlo method [105] is a computational approach to generate a set of C

configurations of the system. The iterations are independent of each other, so the probability that the system

23
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Figure 3.1: A particle displacement attempt in Metropolis Monte Carlo method.

reverts to its previous state is as likely as selecting any other state.

An ensemble (also statistical ensemble or thermodynamic ensemble) is an idealization consisting of a

large number of mental copies of a system, considered all at once, each of which represents a possible state

that the real system might be in [39]. One of the most common ensembles used in the literature is the

canonical ensemble where the number of particles (N), volume (V), and temperature (T) are fixed. However,

the system energy (E) and pressure (P) are variables. This ensemble is also referred to as the NVT ensemble.

Using Monte Carlo trials of different configurations, as per the Boltzmann’s Ergodic Hypothesis [10], this

method can give accurate physical information for many systems over a sufficient number of trials.

The acceptance criteria in this case is typically given by first calculating the Boltzmann factor:

e(−β∆E), (3.1)

where ∆E is the change in energy from the previous state to the tested state, β is given by (1/kBT ), kB

is the Boltzmann constant, and T is the temperature of the system. The result of this equation is typically

compared to a random number in the range [0, 1). If the random number is higher than the Boltzmann factor,

the move is accepted. This approach is known as the Boltzmann probability distribution [39].
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3.1.2 Lennard-Jones Potential

The Lennard-Jones potential is a frequently used short-range interaction model to simulate interactions

between a pair of particles [28]. The potential is given by:

ULJ = 4ε

[(σ
r

)12
−
(σ
r

)6
]
, (3.2)

where ε is the depth of the potential well, σ is the collision diameter for interacting particles, and r is the

distance between interacting particles. As can be observed, the mathematical succinctness of this formula en-

courages its predominant use in the literature. From an implementation perspective, however, the simulation

tends to be computationally intensive even for small systems. Specifically, the computation of interaction

forces among molecules in a Lennard-Jones simulation which is given by the equation:

FLJ = 24ε

[
2

(
σ12

r13

)
−
(
σ6

r7

)]
. (3.3)

This portion of the simulation is responsible for nearly all of the execution time [70]. The complexity of

computing particle interactions is typically reduced by maintaining the total system energy and computing

only the change in energy of the system when a particle is displaced. Therefore, each displacement attempt

takes O(N) time, where N is the number of particles in the system.

The reader is referred to [39] for the proof of the validity of this method and further chemical details.

3.2 Structure of the Code

In order to gain a better understanding of my implementation, a high-level view of the serial algorithm is

presented, see Algorithm 1. In this algorithm, an initial system energy is calculated, then a randomly chosen

particle is moved to a random location. Finally, the acceptance rule is calculated as a function of the change

in energy for that specific particle.

The CUDA architecture has some limitations that affect the system performance. For example, as the

kernel cannot write directly to an output device, all system status and move results have to be copied back

to the CPU for further processing and for output to files. Since the GPU and CPU do not share a common

memory space, memory transfers are required to update the system status on the GPU if the CPU has changed
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some shared variables and vice versa.

Developing a parallel GPU algorithm is largely domain driven. Our parallel algorithm has the same

structure as the serial one due to the serial nature of the Monte Carlo algorithm. However, specific functions

have been ported to the GPU. The flowchart in Figure 3.2 illustrates the main operations of the parallel

implementation:

1. Generate a sequence of random numbers and move them asynchronously to the GPU along with system

configuration parameters such as particle positions, current energy, current virial, number of particles

in the system, etc.

2. Repeatedly perform trial move attempts within the main loop. For each trial pick a random particle

to move a random distance in a random direction and calculate the difference in energy (∆E) for the

selected particle in the old and new locations. This includes:

(a) Assign threads to particles

(b) Calculate partial energy sums from all threads

(c) Calculate partial energy sums from all blocks

(d) Assign the result to ∆E

(e) Calculate the Boltzmann factor

3. Compare a random number to the resulting probability of acceptance calculated from the previous step

4. If the move is accepted, apply the changes to the system and adjust status

5. Periodically, output system status and particle positions to a data file

6. If there are more steps to execute, go to step 2

Figure 3.2 shows the hybrid CPU-GPU system, and illustrates data movement between the host and the

device using double line arrows. Moreover, the data flow has been labeled to illustrate the specific data being

transferred for that particular step. Eventually, the host has the main loop that the simulation executes, in
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Algorithm 1 Serial Canonical Ensemble Monte Carlo Algorithm

1: input: Number of particles and Volume
2: input: Temperature
3: input: ε, σ, rcut
4:

5: // Calculate initial energy of the system
6: for i = 1 to N-2 do
7: for j = i+1 to N do
8: total energy += calculate pairwise energy(i, j)
9: end for

10: end for
11: // Main Loop
12: for i = 1 to step number do
13: // Randomly select a particle to move
14: s = selected particle← rand()
15: Old particle loc← particle location(s)
16: // Randomly move to a new location
17: New particle loc← rand()
18: // Calculate the selected particle’s energy for the old and new locations
19: for k = 1 to particles, k ! = s do
20: old energy contrib += calculate pairwise energy(Old particle loc, k)
21: new energy contrib += calculate pairwise energy(New particle loc, k)
22: end for
23: deltaE = new energy contrib - old energy contrib
24: calculate acceptance rule()
25: if accepted then
26: total energy += deltaE
27: current config← new config
28: update system status()
29: else
30: //Leave current system state
31: end if
32: //Update the rate of accepted moves
33: // Solve if the system in equilibrium
34: // Periodically write system status to disk
35: end for
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Figure 3.2: Monte Carlo Simulation for the canonical Ensemble method flowchart. Kernel functions are in
filled shapes.
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addition to the I/O necessary to output system status to disk. The kernel function TryMove() is responsible

for handling the particle displacement attempt. The system energy and pressure are stored from the previous

state and will be used to calculate the acceptance criteria for each displacement attempt. Moving this function

to the device led to significantly better overall system performance, because the pairwise interactions can be

calculated in parallel.

The Calculate Total Energy() function is another important function in this simulation. This function

calculates the current system energy resulting from each interacting pair of particles, which requires O(N2)

computations. Many optimizations have been applied to this function. The main focus was to balance the

workload across the threads and hide the global memory latency. This function is executed only twice, at

the beginning of the simulation to find the initial system energy and at the end of simulation for verification

purposes.

3.3 Optimizing the canonical ensemble method for the GPU

In this section, we shall consider specific strategies implemented to optimize the canonical ensemble

code. This list mentions a number of significant optimizations that have boosted the performance of this MC

simulation. Since a parallel algorithm cannot be generalized to all problem domains, we have focused on the

optimizations that enhanced the overall performance of this particular class of problems.

3.3.1 The block size effect

The number of threads per block is limited by resources that the device can allocate to each block. For

devices of compute capability 1.x the maximum number of threads per block is 512 threads, and 1024 threads

per block for devices of compute capability 2.x. One may think to load the GPU with the minimum number

of threads per block so that less threads share resources per block to increase the performance. However,

this is not the case. The main drawbacks to using smaller block sizes are the reduced sharing of data among

threads and the limit on the maximum number of blocks that can run on an SM.

Threads in one block can share data through fast shared memory, blocks on the other hand can share data

only through device global memory, which is much slower than shared memory. Another drawback for small

block sizes is the need for synchronization mechanisms. While threads in the same block can synchronize
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Table 3.1: Thread hierarchy and properties.

Coarse Size
Associated Resources

Memory Scope Processing

Thread –
registers,

1 core
local memory

Warp 32 threads
registers,

1 SM
local memory

Block

512/1024 shared memory,

1 SMthreads for 1.x & L1, L2 cache

2.x compute cap.

Grid
65,536 per dim global, constant,

device scope
64 on z-dim texture

execution through lightweight CUDA statements such as syncthreads(), threads in different blocks

need other techniques to accomplish synchronization such as the technique mentioned in section 3.3.7. In

this study, several block sizes are examined and we have reported the performance measurements for each.

3.3.2 The use of pinned memory

Pinned memory enables asynchronous memory copies (allowing for overlap with both CPU and GPU

execution) as well as improving PCIe throughput. An example of using pinned memory in the NVT Monte

Carlo simulation is the storage of pre-generated random numbers. Random numbers are needed for each

step of the algorithm; we used the Mersenne Twister [77] random number generator on the CPU to produce

a sequence of random numbers that are copied periodically and asynchronously from the CPU to the GPU.

In addition, the system takes advantage of high throughput pinned memory when periodically transferring

particle coordinates modified by the GPU to the CPU for checkpointing.

3.3.3 The use of different GPU memory types

Shared memory can be accessed by any thread in that particular block. Other blocks, on the other hand,

have no access to this memory. Table 3.1 shows the GPU structures that can access shared memory. One of
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the strengths of the GPU is the existence of shared memory and cache. However, the amount of this high

throughput memory is limited to a maximum of 48K per Streaming Multiprocessor (SM). Table 3.3 lists the

different memory specifications for the cards used in this study.

Allocating shared memory in CUDA can be performed by using the shared qualifier. Access to

this on-chip memory is more than an order of magnitude faster than local or global memory. The size of the

block is a key factor for the allocated shared memory and global memory. If a block has many threads using

shared memory, better performance can be expected if there is enough shared memory. On the other hand,

if a block has fewer threads, there will be more blocks in the grid that need to be synchronized using global

memory transactions. This last scenario will add extra memory latency overhead to the simulation.

Our implementation uses shared memory to aggregate partial sums among blocks and keeps track of

common variables that will be used by all threads in a block. However, §3.3.8 shows an unavoidable use of

global memory to synchronize blocks in a grid. Another type of memory that can enhance the overall system

performance is constant memory. Our application uses constant memory to store fixed system parameters

that are used throughout the simulation to avoid expensive global memory CPU-GPU communication.

3.3.4 Memory coalescing for fetching particle positions

Combined memory accesses can have a dramatic effect on the throughput of the program. For instance,

if the threads are not accessing adjacent memory locations within a transaction, bandwidth is needlessly

wasted. On the other hand, fewer memory transactions are required when accessing contiguous memory

locations, which increases the overall performance of the system. Whenever possible, our implementation

uses a sequence of threads to access neighboring locations in global memory in order to achieve memory

coalescing. Moreover, when calculating the total energy and the total virial contribution to the pressure of

the system, each block of threads will typically be responsible for finding more than one pairwise particle

sum, where particles are stored in global memory. The access pattern to global memory in this case maps

consecutive thread IDs to consecutive global memory locations.

3.3.5 Loop unrolling technique in finding total energy

Loop unrolling is a potential optimization technique where the modified loop performs more than a

single iteration in each pass of the loop. This process is typically performed automatically by an optimizing
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Figure 3.3: Calculating the partial sum for values in shared memory that use adjacent memory locations.
Each circle represents work done by a thread.

compiler, but in certain circumstances can be undertaken by the programmer. These specific circumstances

arise if the opportunity to break a dependency chain in the loop presents itself.

In the context of our program, loop unrolling has been applied to perform all of the summation steps

within a single warp in parallel1. This technique is similar to, but more general than, the one mentioned

in [48], where slightly more optimizations have been made. For example, our implementation handles cases

where there is not an exact multiple of two elements to calculate, there are more threads than particles

in the system, or there are more blocks than threads. Even so, we use fewer global memory transactions

than [48], and rely more on caching, which was not available for their implementation. Algorithm 2 shows

the summation process for one block. Each thread is responsible for finding a partial sum. To accomplish

this, only (N/2) threads are needed. The constant tid represents the thread ID in the block on the x-axis that

is assigned at execution time.

Note that in the switch-case statements, all subsequent cases are executed until a break statement is

encountered. For example, when the offset value is eight, then the case for eight, four, and two will be
1Threads in the same warp do not need to be synchronized.
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Algorithm 2 Partial sum showing loop unrolling
1: // offset equals largest power of two less than the block size
2: // Check if we have more blocks than threads
3: // Start summing the values in cache memory
4: i← offset
5: while i > 32 do
6: if tid < i then
7: cachedEnergy[tid]← cachedEnergy[tid + i] + cachedEnergy[tid]
8: end if
9: syncthreads()

10: i← i / 2
11: end while
12: // Find the sum of the first 64 values
13: if tid < 32 then
14: offset← min(offset, 64)
15: switch (offset) do
16: case 64: cachedEnergy[tid]← cachedEnergy[tid + 32] +cachedEnergy[tid]
17: case 32: cachedEnergy[tid]← cachedEnergy[tid + 16] +cachedEnergy[tid]
18: case 16: cachedEnergy[tid]← cachedEnergy[tid + 8] +cachedEnergy[tid]
19: case 8: cachedEnergy[tid]← cachedEnergy[tid + 4] +cachedEnergy[tid]
20: case 4: cachedEnergy[tid]← cachedEnergy[tid + 2] +cachedEnergy[tid]
21: case 2: cachedEnergy[tid]← cachedEnergy[tid + 1] +cachedEnergy[tid]
22: end switch
23: end if
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Figure 3.4: Mapping algorithm for work load balancing across threads.

executed. This technique is illustrated in Figure 3.3. For blocks with enough threads, applying this method

to the kernel code enhances performance significantly.

3.3.6 Load balancing among threads and contributing particles

Only unique particle pairs should be considered in the total energy calculation, which means that for N

particles N(N −1)/2 unique pairs must be evaluated for potential interaction. An N ×N square matrix can

be used to illustrate the pair interactions as seen in Figure 3.4. The unique pair interactions are in the upper

triangular or lower triangular matrix; here the upper triangular matrix is chosen. To create a contiguous

block of unique interactions, the lower right unique interactions of the square can be mapped into the upper

left quadrant so that the unique interactions will be contiguous rows. This mapping produces N/2 rows of

contiguous unique pair interactions. At this point it is easy to balance the load among threads. For instance,

one thread could be assigned to only one row, or one row could be divided among more than one thread.

As N grows, one row could be divided among multiple threads. Finer grained threads can access lo-

cations in one row using a block cyclic distribution to take advantage of contiguous data locations. For
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example, if four threads are assigned to each row, each thread will process locations using an offset of four.

With this technique, threads will access adjacent locations on each pass, which reduces the memory latency.

Figure 3.4 provides further illustration of the mapping algorithm.

3.3.7 Atomic operations on global memory transactions

This operation is useful to avoid a race condition for cases where multiple threads are competing to

modify a particular memory location. For instance, atomic operations make it possible to synchronize blocks

in a grid, since blocks can share only global memory. This is discussed further in §3.3.8. On the other

hand, atomic operations can lower performance since they serialize accesses to global memory, add extra

instruction processing, and require busy waiting. However, Fermi cards offer a more efficient implementation

of atomic operations than older GPUs do.

3.3.8 Block synchronization through global memory and atomic operations

The current structure of the CUDA architecture does not support explicit synchronization between blocks

of a grid. So, we adopted a technique that uses atomic operations on global memory to achieve this goal,

which is presented in [87]. This method defines a boolean variable that is set to true when the last block

finishes. After this, the threads in this last block will handle the last piece of work to be performed in the

kernel call. Specifically, the threads of the last block finish the work by collecting partial sums found in

thread zero of each block. These steps are illustrated in Algorithm 3. This tree-based method is the most

efficient parallel technique for finding the sum of a large array and uses many features that are inherent to

the GPU.

3.3.9 Numerical optimizations: tricks and tweaks

Several mathematical operations have been optimized to improve the overall performance of the program

execution. For example, mathematical functions such as fdvidef, log2f, and expf are natively

supported by the GPU hardware and execute in fewer clock cycles. This offers a significant performance

advantage for a system with extensive mathematical operations. Other examples include the use of shift

left and shift right for multiplying or dividing by two, respectively. Since Monte Carlo simulation does a

significant number of repetitive mathematical operations, these optimizations gave the most performance
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Algorithm 3 Block synchronization technique
1: // Thread 0 of each block has the sum of all values for that block
2: if tid = 0 then
3: GlobalEnergy[blockId]← cachedEnergy[0]
4: LastBlock← atomicInc (&BlocksDone, gridDim.x) = gridDim.x - 1
5: end if
6: syncthreads()
7:

8: // The last block sums the results of all blocks via global memory.
9: if LastBlock then

10: // Move all block values from global memory to shared memory.
11: if tid < BlocksPerGrid then
12: cacheEnergy[tid]← GlobalEnergy[tid]
13: end if
14: // If you have more blocks than threads, reduce the extra values.
15: i← ThreadsPerBlock
16: while i < gridDim do
17: if tid + i < BlocksPerGrid then
18: cachedEnergy[tid] ← GlobalEnergy[tid + i] + cachedEnergy[tid]
19: end if
20: i← i + ThreadsPerBlock
21: end while
22: syncthreads()
23: // The threads in the last block have gathered the results of all the blocks.
24: // Use Algorithm 2 to combine the values from all threads to get the total.
25: end if
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improvement among all the optimizations tested.

Another optimization technique is to use more efficient mathematical operations. For example, a double-

precision division operation such as [A < (B/2.0)] is replaced with an addition operation such as [(A+A) <

B], substituting the cost of a division operation with an addition. A second example of mathematical opti-

mization is when calculating the Boltzmann factor in Equation 3.1. Since the denominator is a constant, we

instead compute the reciprocal once at the start of the simulation and replace a division with a multiplication.

3.4 Using cell list structure

The energetic decomposition algorithm used here does suffer from conducting extra calculations in find-

ing the Boltzmann Factor at each move attempt. This problem has been solved for MD simulations using

Verlet lists [5]. In the Verlet list algorithm, a neighboring list for each particle in the system is maintained.

The cost of maintaining this structure is easily hidden in MD algorithm since all particle neighbors move at

once in all steps. Moreover, the original algorithm has been modified to delay the update of the neighbor list

creation a certain number of steps. However, such an algorithm has not been explored with MC simulations

due to the fact that only small systems have been simulated with MC, so the cost of maintaining the neighbor

list is higher than the performance gain.

Another structure that has been used with MD simulations to speed up the performance of calculating

the pairwise system energy is called the Cell List structure [112, 121, 5]. In this structure, the simulation box

is divided into cells of equal size and each cell contains the indexes of the particles inside the borders of that

cell, as in Figure 3.5. The process of assigning particles to cells is called binning. Since all particles in MD

simulation are displaced at the same time, the cell list has to be regenerated correspondingly. To enhance the

performance of MD simulations, the cell list structure is used to bin particles in cells, then the Verlet list is

generated. In [5], the performance of the MD code using the Verlet list outperforms the performance of that

using just the cell list structure.

Although the cell structure eliminates the need for executing extra pairwise energy calculations for those

particles outside the cutoff, maintaining the structure is not free of charge. Moreover, due to the lack of

atomic operations support in the older versions of GPUs, the use of this structure was not efficient enough.

However, the overhead of maintaining the cell list is minimized for the NVT method, since the size of the
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Figure 3.5: The volume V = L3 is decomposed into T ≥ 3 cells per dimension, with cell dimension of size
S ≥ rrcut.

box is fixed and there is only one particle moving at a time.

In the NVT method, the use of cell list could be summarize in the following operations:

1. Generate the cell list. The cell list is generated at the beginning of the simulation and all particles are

binned in their corresponding cells. This operation is done on the device side and not needed on the

host side.

2. Generate adjacency list. A list of all adjacent cells on all axes is generated. Each cell calculates its 26

adjacent cell IDs, shown in Figure 3.6. This is also created once at the beginning of the simulation.

3. Parse the cell list. This is done through assigning one thread per particle in a cell. For this purpose,

several algorithms have been developed to investigate the optimal number of cells per thread block.

The most straightforward algorithm is when assigning one cell per thread block. A total of 27 blocks

is created, of size 32 threads each to calculate a particle’s contributing energy in the old and the new

locations. Moreover, one, three, and nine cells per block have been tested.

4. Maintaining the cell list. There are two operations executed on the cell list to maintain the updated

list. First, deleting from a list. If one particle moved far enough to enter another cell, then the particle
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Figure 3.6: Cell with all 26 adjacent cells.

should be removed from its old list. Second, a particle has moved to a new location and should be

inserted into a new cell.

To maintain the flow of the text, a more detailed description of cell list structures can be found in § 4.2.2.

3.5 Results and Discussion

While we are using the CUDA architecture as an extension to the C language to implement the par-

allel algorithm, other Monte Carlo simulation codes are written in Fortran. Therefore, we started by re-

implementing the serial algorithm in C/C++. The serial code is statistically equivalent and in close agree-

ment with publicly available canonical ensemble simulation results from the National Institute of Standards

and Technology (NIST) [90]. A parallel algorithm was then developed starting from our serial code. Results

from the CUDA and single-core CPU implementations match exactly when the same random seed is used.

The comparison between the serial code presented in this work and the Towhee serial code using the same

configurations, shown in Table 3.2, depicts a huge performance improvement of up to 438.3 times faster than

the Towhee implementation for a relatively small system size. Note that Towhee’s slower runtime prevented

running experiments for larger system sizes. However, since the serial and parallel codes developed for this

study ran in a reasonable amount of time, results for system sizes larger than the ones found in Table 3.2 are
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Table 3.2: Average program execution times (in seconds) and speedup over Towhee.

N Serial Towhee Speedup

256 6.31 270.2 42.8

461 10.1 908.0 89.9

512 11.58 1118.2 96.56

1024 21.07 2897.2 137.5

2048 40.29 9642.8 239.3

4096 73.34 32150.3 438.3

reported.

The proposed parallel algorithm would not make a fair comparison against Towhee for two reasons. First,

Towhee has additional functionality, which includes electrostatic interactions via Ewald summation, config-

urational bias methods, and multiple ensembles (isobaric-isothermal, grand canonical and Gibbs ensemble).

These are features that are not yet supported by our code, and require additional computational overhead.

Second, there is no easy way to ensure that Towhee and our parallel code contain the same set of program

optimizations. So, it would be difficult to distinguish the speedup due to parallelism from the speedup due

to the use of more efficient algorithms.

The recorded elapsed time includes the time to read from the input file, allocate memory, transfer data to

the device, and run the massively threaded algorithm for each particle displacement attempt, but not the time

to calculate the final system state, which is a validation step and not part of the simulation. Most test runs

are for 2n particles, and corresponding volumes of 2n+1 where 8 ≤ n ≤ 18. The average speedup is for the

CPU and GPU running a million simulation steps2, where each step is a move attempt. For all runs, we used

(-O3) and (-m64) flags passed to the gcc compiler. Furthermore, performance is measured in terms of the

speedup, which is the ratio between the serial and parallel end-to-end application execution times. However,

for statistical validation all experiments have been run five times and the average of these runs is used. All

of the five tests run times show very close agreement. Precisely, the difference between this average of five

runs and any single run was always less than 3%. In fact, out of sixteen hundred runs, only nine deviated
2Although hundreds of millions of simulation steps are required to obtain scientifically accurate simulation results, one million

steps is sufficient to show the relative speedup of the GPU code.



41

Table 3.3: Specifications for the three graphic cards used to run reported experiments.

GeForce GeForce GeForce
GTX 460 GTX 560 GTX 480

Number of cores 336 336 480

Streaming Multiprocessors 7 7 15

Max Shared Mem.
48 KB 48 KB 48 KB

per SM

Global Mem.
1 GB 1 GB 1536 MB

(GDDR 5)

Processor clock
1300 1700 1401

(MHz)

Max block size 1024 1024 1024

Mem. Bandwidth
108.8 128 177.4

(GB/sec)

Compute Capability 2.1 2.1 2.0

from the average for that configuration by more than 1%.

Three different graphics cards have been used to run the experiments. The specifications of all three

cards can be found in Table 3.3. Although the GeForce GTX 480 is an older model than the GeForce GTX

560, the former has more global memory and higher memory bandwidth, which enhances the performance

of this application domain. Moreover, there are twice as many multiprocessors in the GeForce GTX 480,

which allows for scheduling double the number of blocks at the same time compared to the other two cards.

While we have access to a high end NVIDIA® Tesla® card, we could not report results obtained with this

card due to the lack of a high end CPU such as the Intel® Xeon® processor. The results achieved in this work

were obtained with the commodity desktop processors described in Table 3.4.

Table 3.5 shows different block sizes and their effect on the overall simulation speedup compared to the

single-core serial code. Performance-wise it can be noted that:

1. When the number of threads per block is small, the need for more global memory accesses for syn-

chronization rises. This is most pronounced when there are only 32 threads per block. The worst

performance for this case was when the system size is 131,072 particles, and has 4,096 blocks.
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Table 3.4: Desktop computers used for the experiments.

GPU CPU RAM OS

GTX 480 Intel Core i5-2500K 8 GB CentOS 6.2

GTX 560 Intel Core i5-2500K 8 GB CentOS 6.2

GTX 460 AMD Phenom II 6 GB Ubuntu 11.04

GTX 480 Intel Core 2 Duo 2 GB CentOS 6.2

2. 64 threads per block offers the best performance when there are less than 8,192 particles in the system.

With this block size, load balancing of shared and global memory usage is achieved for the reduction

operation. In addition, exactly two warps are scheduled for each block. This is consistent with prior

research on optimal block size given in [84]. However, end-to-end execution time is the worst when

the system size is larger than 8,192 particles as seen in Table 3.5. This is evidence that the GPU’s

performance depends on the problem size and specifications, and not on a general rule.

3. Systems consisting of at least 8,192 particles, but less than 32,768 particles achieve the best perfor-

mance with 128 or 192 threads per block. Resource sharing is critical for large systems, and less

resources are allocated when larger blocks are used.

4. A further performance improvement is observed in systems larger than 65,536 particles when assigning

128 threads per block. The performance improvement is nearly the same as with 192 threads running

in a block, which is a multiple of 64, too. This is due to the fair share of resources and the balance in

using shared versus global memory.

These results show that selecting the optimal block size is not trivial. For example, in our case 128

particles per block is the recommended block size for very large systems, but does not perform best for

smaller systems.

Looking at Table 3.5, also plotted in Figure 3.7, a detailed comparison between different GPUs running

on different platforms is observed. We obtain significant performance improvement for some GPUs over

others running the same code on the same platform. For instance, the GeForce GTX 480 obtains up to

12.33 times speedup compared with a maximum of 7.35 times speedup for the GTX 560 running on the

same desktop. This is because of the extra core count and memory capacity of the GTX 480 over the GTX
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560. Also, from Figure 3.7 we notice the same pattern of speedup for all runs on all systems. Speedup is

increasing gradually with the system size and shows the best performance for the largest systems.

Figure 3.8 plots the execution times in seconds for the serial code against Towhee [76] on an Intel® Core™

i5 and Figure 3.9 compares the execution time of the serial algorithm with the parallel algorithm running on

the GeForce® GTX 480 GPU. As the system size increases, the execution time for both algorithms increases.

However, the execution time of the serial algorithm grows much faster than the parallel version. Note that the

break even point where the GPU code starts to overcome the added overhead and shows better performance

than the serial code is when the system has more than 512 particles, as shown in Table 3.6. Memory transfers

and parallel function invocation are the main causes of this overhead. The speedup ratio seen in Figure 3.6

shows rapid improvement as the system size grows and we expect more speedup for larger systems.

The parallel algorithm has been tested with the same GPU on different machines. Figure 3.10 shows that

the speed of the CPU (host) has a negligible impact on the execution time of the parallel algorithm. It is clear

that fast CPUs do not provide significant speedup for the parallel code presented here. This was true for all

problem sizes we tested. From this, we can conclude that parallel algorithm is executing almost entirely on

the GPU and keeping the overhead of executing on the CPU to a minimum.

It is often more efficient to perform a small amount of calculations on the CPU while using the GPU

to perform the inherently parallel parts of the computation, particularly since these computations can then

be overlapped. The reason behind getting worse performance with the CUDA code on small problem sizes

is that the overhead of the kernel calls and the memory transfers exceeds the amount of parallelism we can

extract from a small problem size. For instance, in small systems with less than 256 particles, the overhead

of parallel execution is more than the gain of running the code on the GPU, and for systems of size 512

particles and more, the problem becomes large enough to leverage the GPU parallelism and overcome the

overhead of CPU-GPU coordination and data movement and hide memory latency.

Domain decomposition techniques for molecular systems are candidates to enhance the performance

by eliminating extra out of range calculations. However, the overhead of maintaining a data structure of

neighboring particles for such low computation intensive applications wasn’t promising before. Now, with

the possibility of simulating very large systems, a neighbor list algorithm [39] could show decent speedup

for systems with ten thousand particles or more.

In Table 3.7, the execution time of the CUDA implementation with different variations of cell lists are
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Table 3.5: Large vs. small block size and system performance. Numbers shown are speedup.

Number of Particles

256 512 1024 2048 4096 8192 16384 32768 65536 131072

G
T

X
56

0
+

i5

B
lo

ck
Si

ze

32 0.65 1.16 2.09 2.79 3.60 4.05 4.24 4.12 3.97 3.98

64 0.59 1.07 1.99 3.20 4.01 4.94 5.71 6.01 6.14 6.34

128 0.65 1.17 2.07 3.50 4.86 5.64 6.59 7.02 7.12 7.35

192 0.64 1.16 2.13 3.47 4.24 5.23 6.25 6.68 6.79 6.95

256 0.59 1.07 1.99 3.20 4.01 4.94 5.71 6.01 6.14 6.34

320 0.58 1.03 1.88 3.59 4.91 5.39 6.11 6.63 6.80 7.12

448 0.58 0.88 1.68 3.19 3.43 4.30 4.66 4.96 5.04 5.14

512 0.58 0.82 1.57 2.99 3.38 4.19 5.00 4.96 5.03 5.22

G
T

X
48

0
+

i5

B
lo

ck
Si

ze

32 0.60 1.08 1.98 3.58 4.34 5.40 6.44 6.90 6.46 6.64

64 0.61 1.09 2.02 3.64 5.52 6.29 8.30 9.78 10.24 10.93

128 0.59 1.07 2.00 3.47 5.34 7.48 8.94 10.07 11.40 12.33

192 0.73 1.25 1.96 3.54 4.58 5.53 7.45 8.74 9.47 10.00

256 0.68 1.16 2.07 3.21 4.67 5.64 7.21 8.26 8.89 9.31

320 0.68 1.12 1.98 3.26 5.03 5.38 6.73 7.87 8.56 9.16

448 0.68 0.98 1.79 3.27 3.47 4.29 5.13 5.86 6.30 6.58

512 0.68 0.92 1.67 3.06 3.40 4.16 5.55 5.86 6.29 6.70

G
T

X
48

0+
C

2D

B
lo

ck
Si

ze

32 1.21 2.02 3.55 6.12 7.10 8.62 10.02 10.72 10.21 10.95

64 1.23 2.05 3.64 6.23 9.25 10.13 13.12 15.23 16.24 18.00

128 1.22 2.02 3.59 5.93 8.95 12.21 14.22 15.91 18.09 20.30

192 1.15 1.95 3.49 6.18 8.93 12.72 14.73 16.21 17.29 19.35

256 1.07 1.80 3.22 5.73 8.29 9.63 12.49 14.31 15.69 17.29

320 1.06 1.69 3.03 5.53 9.17 12.27 13.78 15.07 17.03 18.83

448 1.06 1.46 2.69 4.88 8.18 8.76 11.81 14.25 14.57 15.75

512 1.06 1.37 2.49 4.52 7.71 8.39 11.16 13.33 14.53 15.64

G
T

X
46

0
+

Ph
II

B
lo

ck
Si

ze

32 0.74 1.26 2.17 2.79 3.56 3.94 4.50 4.75 4.91 5.06

64 0.75 1.26 2.17 3.70 4.37 5.28 6.75 7.46 7.91 8.29

128 0.59 1.07 2.00 3.47 5.34 7.48 8.94 10.07 11.40 12.33

192 0.56 1.04 1.95 3.62 5.34 7.77 9.25 10.39 10.93 11.79

256 0.53 0.96 1.79 3.37 4.99 6.00 7.89 9.10 9.87 10.50

320 0.52 0.90 1.69 3.25 5.49 7.55 8.72 9.56 10.72 11.36

448 0.52 0.77 1.50 2.86 4.88 5.46 7.46 9.09 9.21 9.63

512 0.52 0.73 1.40 2.67 4.61 5.22 7.06 8.46 9.19 9.56
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(b) Speedup on Core 2 Duo CPU and GF 480
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(c) Speedup on i5 CPU and GF 480
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(d) Speedup on Phenom II CPU and GF 460

Figure 3.7: Plots of speedup for different block sizes on different platforms.
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Figure 3.8: Developed serial code vs. Towhee elapsed times (logarithmic normalization).
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Figure 3.9: Serial vs. CUDA execution times for MC simulation on i5 and GeForce 480.
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Figure 3.10: Execution times on two different platforms with GTX 480.

Table 3.6: Average program execution times (in seconds) and speedup of CUDA over serial code for a
million steps on i5 and GTX 480.

N Serial CUDA(128) Speedup

256 6.5 11.0 0.6

512 12.1 11.3 1.1

1024 23.0 11.5 2.0

2048 43.0 12.5 3.5

4096 74.5 14.0 5.2

8192 128.2 17.1 7.5

16384 238.8 26.7 9.0

32768 450.6 44.7 10.1

65536 847.0 74.3 11.4

131072 1681.9 136.4 12.3

262144 3659.8 243.7 15.0
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Table 3.7: Average program execution times (in seconds) for a million steps with different cell list models.

N CUDA (27x1) (9x3) (3x9) (1x27)

4096 14.0 17.1 17.6 18.8 23.6

8192 17.1 17.6 17.1 18.8 23.4

16384 26.7 17.1 17.1 18.6 23.4

32768 44.7 17.7 17.2 18.6 23.2

65536 74.3 17.4 17.6 19.2 23.5

131072 136.4 19.0 19.0 20.4 25.3

262144 243.7 24.4 22.4 23.6 31.0

Table 3.8: Speedup for a million steps with different cell list models over the code without cell list.

N (27x1) (9x3) (3x9) (1x27)

4096 0.8 0.8 0.7 0.6

8192 1.0 1.0 0.9 0.7

16384 1.6 1.6 1.4 1.1

32768 2.5 2.6 2.4 1.9

65536 4.3 4.2 3.9 3.2

131072 7.2 7.2 6.7 5.4

262144 10.0 10.9 10.3 7.9
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Figure 3.11: The effect of different cell list implementations on speedup against the CUDA implementation
without cell list.

compared against that of the CUDA implementation without cell list. In the cell list implementation, the

simulation is divided into equal size cells, which means the amount of work executed within the cell is the

same for any system size. However, the execution time shows a relatively slight increase in execution time

for systems larger than 131,072 particles because of the extra time taken by memory transfers.

Different cell list algorithms manage GPU resources in a slightly different way. Four such algorithm’s

performance results can be seen in Table 3.8 and Figure 3.11. We note that the best results are achieve when

one thread is assigned to three particles in three cells3 referred to by (9x3) where 9 is the number of blocks

needed to process the 27 cells.

3Figure 4.1 depicts the cell list algorithms mentioned here.



CHAPTER 4 Grand Canonical Ensemble: One Simu-

lation Box and a Reservoir

The main goal of Monte Carlo and Molecular Dynamics simulations is to compute equilibrium properties

of classical many-body systems or to estimate the average properties of systems with a very large number

of accessible states. However, MC methods make it more feasible to simulate open systems that MD cannot

simulate, because the latter algorithm doesn’t support open systems, systems with an addition or deletion of

particles [39].

We present a high optimized GPU algorithm for MC simulation using the grand canonical method. For

verifying accuracy and as a comparison base, the study started by implementing an optimized serial code that

runs on a single CPU core. This code is being used to verify the accuracy of the CUDA code thermodynamic

results, for performance measurement, and as a second option for running the code on machines without

a GPU. One may argue that developing a code that runs on multicore processors may be an alternative to

the code running on manycore devices. Although this claim may be true, investing the time in developing

a multicore code that runs on up to four or more cores will not outperform a code that is development on

a GPU with tens or hundreds of cores. It is wise to invest the development time in writing code that will

definitely run faster and scales for very large problems.

Based on the statistical accuracy of our serial implementation, the serial algorithm has been rewritten to

utilize the GPU. The main contribution of this work is a performance enhancement of the CUDA code that

makes it possible to run more than quarter of a million particles for tens of millions of simulation steps in the

Monte Carlo algorithm in a reasonable amount of time. Instead of waiting days to generate simulation results

from huge systems, the user will get her simulation results before finishing lunch. Furthermore, according

to feedback from the community, people are interested in conducting more simulations with a relatively

small systems, as small as ten thousand particles. This is another strength point to this work, even for small

systems, the CUDA code with cell list shows good speedup.

50
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4.1 MC Simulation for the Grand Canonical

The Grand Canonical method (or µ, V , T ) is one of the statistical ensembles that are used to represent a

possible distribution state in which a simulated thermodynamic system can be in real experiments. The grand

canonical ensemble extends the canonical ensemble by defining the values of the temperature (T ), volume

(V ), and the chemical potential (µ) as constants [39]. Particles can interact with each other only when they

exist inside the simulated system and when they are within a cutoff radius, rcut, of each other. A reservoir

is connected to the simulated box, allowing the particles and energy to be exchanged freely between them.

Through this exchange of particles, the system and the reservoir will reach an equilibrium state, which can

be determined by using the fixed values of the temperature and the chemical potential.

This method can be applied to problems such as:

1. Simulate adsorption isotherms. While it is essential to have a detailed knowledge of the behavior of

the adsorbed molecules, this type of information is very difficult to obtain experimentally; simulation

is the alternative.

2. Could be used in numerical simulations to accurately predict properties of materials and their guest-

adsorption characteristics.

3. To determine the equation of state of the Lennard-Jones fluid. One could impose temperature and

chemical potential and calculate the density and pressure.

We study systems of particles interacting via the Lennard-Jones potential by calculating the configura-

tional energy of pair interaction, given by:

U(r) = 4ε

[(σ
r

)12
−
(σ
r

)6
]

(4.1)

where r is the distance between two interacting particles, ε indicates the depth of the potential well, and

σ is the collision diameter for the two interacting particles. Note that calculations of the Lennard-Jones

potential are significantly more complex than the Ising or hard sphere models, since you have to calculate

the interactions between all particles within a certain cutoff radius.

Particles in this ensemble are moving inside the simulation box or between the box and the resevoir.
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The criterion for accepting the move is based on the weighting of the Boltzmann factor, Equation 3.1. The

acceptance or rejection for the types of particle moves are given by the Metropolis acceptance criterion [80,

8]:

Particle Displacement A random particle is attempting to move randomly within the simulation box. The

move is accepted with a probability:

acc(s→ s′) = min [1, BF ] (4.2)

Insertion A random particle from the reservoir is inserted in a random position in the box. The acceptance

probability of this move is given by:

acc(C → C + 1) = min

[
1,

V

Λ3(N + 1)
BF

]
(4.3)

where ∆E here equals to [µ− U(N + 1) + U(N)], and Λ is the thermal de Broglie wavelength.

Deletion The transfer of a random particle from the box to the reservoir is accepted with a probability:

acc(C ← C − 1) = min

[
1,

Λ3N

V
BF

]
(4.4)

where ∆E in this case equals to [µ+ U(N − 1)− U(N)]

Algorithm 4 shows how the serial code works. In general, this algorithm executes DisplacePercent of the

simulation steps as particle displacement moves, and the rest are divided equally between the insertion and

deletion of particles. After each interval of steps, the algorithm ensures that a detailed balance is obeyed.

In each of the three moves, the bottleneck is to calculate the pairwise system’s energy from all interacting

particles. Since this is a Markov chain algorithm, each step should use the current system status to calculate

the probability of acceptance for the next one.

4.2 Parallel Algorithm and Implementation Details

Due to the extremely multithreaded nature of the graphics devices, fine-grained parallelism is needed to

keep the processors in the device active. For example, on the device, the smallest unit of execution is the
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Algorithm 4 Serial Grand Canonical Ensemble Monte Carlo Algorithm
1: Input: One box of size (N) and volume (V)
2: Input: non-empty reservoir
3: //Initialize N particles positions inside the box
4: //Calculate total system energy
5: //Main simulation loop
6: for i= 1 to Nsteps, step=1 do
7: //Randomly select a move type
8: R← rand()
9: if (R < DisplacePercent) then

10: //Attempt particle displacement
11: else
12: //Attempt particle transfer
13: //Insertion/Deletion
14: //Chose a random source of particle
15: Source← rand()
16: if (Source < 0.5 ) then
17: //Source box is the box (Del)
18: else
19: //Source box is the reservoir (Insertion)
20: end if
21: end if
22: //Solve if the system in equilibrium (Balance)
23: //Periodically update system status to disk
24: end for

warp. All 32 threads in a warp must execute the same instruction and avoid branches in the code that lead

to warp divergence. Another requirement to achieve good performance is to hide the memory latency. Even

though the device has very high memory bandwidth, the relatively high latency of global memory accesses

has to be addressed to get an efficient implementation.

4.2.1 Implementation without Cell List

For this applications, there are mainly two parallel restrictions. First, although the simulation steps have

been implemented on the GPU, the CPU should decide which move to execute next and call the correspond-

ing kernel. Moreover, the simulation should periodically be writing system status to disk, an operation not

fully supported by current GPUs.

In this section, we describe in detail the simulation moves implemented on the GPU through kernel calls,

without the use of cell lists. The implementation of cell lists is then discussed in § 4.2.2.
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Calculating Total System Energy

Although this is the most time consuming kernel call for this application domain since all particle pair

interactions are being calculated, this functions is being called only once to calculate the initial system

energy. The total number of unique pairwise energy calculations is N(N − 1)/2. If each thread is assigned

to find the energy with one particle and all other particles, then the first thread is going to do N − 1 (one

row) calculations and the last thread is going to calculate the energy for only one pair of particles. To solve

this thread imbalance issue, the work done by each thread has been mapped so that one thread is calculating

pairwise energy for two particles. This cuts the number of required threads per kernel in half and allows for

more threads to be scheduled at the same time per SM. Figure 3.4 illustrates this load balancing technique.

Particle Displacement within the Box

In this move, a randomly selected particle attempts to move in a random direction within the simulation

box. The amount of energy that this particle is contributing to the system in the new location should be

calculated, by first deducting the particle’s contribution from its original location, then calculating the new

system’s energy for the new location. The difference in energy, ∆E, is used for calculating the Boltzmann

factor in equation 4.2 to decide whether or not to accept the new location. Upon the acceptance of this

particle’s move, the system status should be updated, which includes the new energy, new virial pressure,

particle’s new position, and other configuration variables.

Initially, the TryMove() call wasn’t on the GPU. In Algorithm 5, the kernel function TryMove<<<>>>()

calls another function, CalculateParticlesContributionTM(), that returns ∆E; this last function was the ker-

nel call. The decision of whether to accept the move or not uses this returned value from the device, and

compares it to a randomly generated number. If the move is accepted the new particle position, current en-

ergy, etc. should be copied to the host. However, moving the function TryMove() to the GPU avoided these

memory copies. Now, only thread zero in the last block makes the final calculations and applies changes to

the system if the move is accepted, which eliminates the copying of all the parameters to the host. Algo-

rithm 6 shows the parallel algorithm for the function CalculateParticlesContributionTM().
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Algorithm 5 Parallel particle displacement
1: Input: One box of size (N) particles, (V) volume
2: //Randomly select a particle to displace
3: P← rand()
4: ∆E ← CalculateParticlesContributionTM()
5: if thread 0 in last block then
6: Use ∆E to calculate the acceptance rule
7: //Select a random number A in [0,1)
8: A← rand()
9: if A < ProbOfAcceptance then

10: //Move accepted, apply changes
11: //Update cell contents
12: else
13: //Move rejected
14: end if
15: end if

Insertion and Deletion of Particles

To insert a particle from a non-empty reservoir, a random location should be generated. The device

function CalculateParticlesContributionTPT() calculates the energy contribution for the new particle in the

new location. The difference in system energy from this insertion is calculated by assigning one thread for

each particle. The result of each pairwise energy interaction is stored in shared memory. The reduction

process described in § 3.3.5 is then executed as shown in Algorithm 7. Algorithm 8 shows the next steps

of calculating the probability of acceptance, generating a random number, and comparing the results. If the

move is accepted, the current system parameters will be updated to reflect the new particle; otherwise, the

system configuration remains unchanged.

The deletion move is similar to the insertion move except that the system is losing a particle and has to

change the probability of acceptance as in equation 4.4. When the deletion step is accepted, the reservoir

holds that particle, and the system configuration is updated accordingly.

4.2.2 Cell List Implementation

As we have seen in Figure 3.5, if the pair interaction is short-range, such as here, the simulation box

can be decomposed into smaller domains, called cells, with the cell length S equal to or greater than the

maximum interaction range rcut. For a given particle, all interacting particles are located in the same or
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Algorithm 6 CalculateParticlesContributionTM
(no cell list)

1: Input: One thread Per Particle
2: //Initialize shared memory
3: //Assign a particle for the current thread
4: for each ParticleID in the system do
5: // For the particle in the old location
6: //Determine the true distance between particles
7: //applying periodic boundary conditions.
8: //Calculate RadialDistance between particles.
9: if RadialDistance within cutoff then

10: //store interaction results in shared memory
11: end if
12: // For the particle in the New location
13: //Determine the true distance between particles
14: //applying periodic boundary conditions.
15: //Calculate RadialDistance between particles.
16: if RadialDistance within cutoff then
17: //store interaction results in shared memory
18: end if
19: end for
20: syncthreads()
21: //Apply reduction in shared memory
22: //Move results from each block to global memory
23: //Last block moves data from global to shared memory
24: //Apply reduction in shared memory
25: //final result is ∆E
26: //return ∆E to caller via global memory

Algorithm 7 Calculate Particles Contribution (no cell list)
1: Input: One thread Per Particle
2: //Initialize shared memory
3: //Assign a particle for the current thread
4: //For all other particles in the box
5: //Determine the true distance with ParticleID
6: //Applying periodic boundary conditions
7: //Calculate RadialDistance between particles
8: if RadialDistance within cutoff then
9: //Store interaction results in shared memory

10: end if
11: syncthreads()
12: //Apply reduction algorithm
13: //return ∆E to caller via global memory
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Algorithm 8 Parallel Insertion/Deletion
1: Input: One box of size (N) particles, (V) volume
2: Input: A reservoir of non-zero size
3: //Randomly select a position to insert into in the box
4: //Find designated cell
5: //Calculate the new particle’s energy contribution
6: ∆E ← CalculateParticlesContributionTPT()
7: if thread 0 in last block then
8: //Use ∆E to calculate the acceptance rule
9: //Select a random number A in [0,1)

10: A← rand()
11: if A < ProbOfAcceptance then
12: //Move accepted, apply changes
13: else
14: //Move rejected
15: end if
16: end if

directly adjacent neighboring cells on all axes. Figure 3.6 shows a 3D model of a simulation box where

the dotted cells are the neighboring cells to the cell with crossing lines. Therefore, the cell list algorithm

scales sublinearly as most of the operations have a fixed number of particles that need to be considered

and this is independent of the size of the system. On the other hand, the cell list algorithm suffers from

associated overheads of constructing and maintaining the cell structure. Next, we discuss the algorithm for

implementing the cell list and factors of the design.

Building the Cell List and Binning the Particles

There are many techniques proposed [39] for implementing the cell list. We are implementing a tech-

nique that maintains a balance of the number of global memory accesses and the minimum number of wasted

calculations. While some approaches use a linked list to store the indexes of the particle in each cell, others

assign a fixed sized array of placeholders to every cell. The disadvantage with the first scheme is with the

random memory accesses to pointers, which prevents threads from memory coalescing and prevents parallel

access to particles. The disadvantage of the latter scheme is the extra memory that may be wasted. Although

our implementation uses the latter scheme, experiments show that even for large systems, the maximum

number of particles in a cell can be relatively small when a suitable cell size is chosen. This is discussed in

more detail when we describe the cell size below.



58

In this implementation, we applied cell lists to run entirely on the GPU, constructed once at the beginning

of the simulation and requiring minimum maintenance. First, a data structure (ParticlesInCells) to hold the

26 adjacent cells for each cell is constructed, of size 27× T , where T is the maximum number of particles a

cell may have. Then, ParticlesInCells is bound to texture memory to take the advantage of caching. For the

entire simulation run, values will be read through texture fetches. Using texture memory is important for such

domain applications especially since one thread block will be reading the same cell indexes for the entire

kernel call, allowing for a high rate of cache hits. Algorithms 9 and 10 show how the cell list implementation

is used for finding ∆E for both the Particle Move and Particle Insertion/Deletion, respectively.

The process of placing particles in cells is called binning the particles. This process involves looping

through the N particles and placing them into T cells. This process has been optimized so that when we first

construct the simulation box and generate the random locations of all particles, we also execute the binning

algorithm. This means we skip the overhead of a kernel call, and the need for extra global memory reads

for the particle coordinates. The only performance disadvantage is the need to perform a read-modify-write

operation to bin the particle to its location in the cell. However, with the Fermi architecture, these atomic

operations are efficiently implemented and do not have significant effect on performance.

Cell Size

As mentioned before, a fixed size array of placeholders to every cell has been used to implement the cell

scheme for our code. This parameter depends highly on the density of the simulation box and how close

particles could be to each other. A larger cell size means extra wasted memory locations. On the other

hand, a small cell size would affect the true number of particles in range, and a margin of error should be

considered. Our implementation considers a cell size large enough to encompass all particles within range.

The number of particles in a cell for a simulation with less than 8000 particles does not exceed 16 particles

per cell. An upper limit of 32 particles per cell is chosen for larger problem sizes.

Another advantage of the close-to-optimal cell size is to eliminate moving a particle from one cell to

another. For example, in the TryMove() kernel, if the particle is moving within the same cell, calculating

the pairwise energy for the old and the new location will reuse the same particles, allowing for caching the

coordinates of these particles.
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(a) One block per cell

(b) Nine cells per block

(c) Three cells per block

(d) Twenty seven cells per block

Figure 4.1: Different methods in assigning cells to thread blocks
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Algorithm 9 CalculateParticlesContributionTPT function (cell list 9x3)
1: Input: three cells per block
2: //Initialize shared memory (x3)
3: /For the particle in the old location
4: //Find SourceCurrentCell
5: //Fetch three Neighboring cells From texture
6: if Non-empty cell then
7: //For each ParticleID in SourceCurrentCell or neighboring cells
8: //Assign one thread per particle
9: //Determine the true distance between particles

10: //applying periodic boundary conditions.
11: //Calculate RadialDistance between particles.
12: if RadialDistance within cutoff then
13: //store interaction results in shared memory
14: end if
15: end if
16: //For the particle in the new location
17: //Find DestCurrentCell
18: //Fetch three Neighboring cells From texture
19: if Non-empty cell then
20: //For each ParticleID in DestCurrentCell or neighboring cells
21: //Determine the true distance between particles
22: //Applying periodic boundary conditions.
23: //Calculate RadialDistance between particles.
24: if RadialDistance within cutoff then
25: //Store interaction results in shared memory
26: end if
27: end if
28: syncthreads()
29: //Apply reduction algorithm
30: //return ∆E to caller via global memory

4.2.3 Assigning Cells to Blocks

In MD simulations, all particles move in the same randomly chosen direction at once. It is more efficient

to assign one thread per particle, and one block per cell to take the advantage of caching all 26 neighboring

cells. However, this is not necessarily true for MC simulations where only one particle is to be moved in each

simulation step, and more blocks need more synchronization through atomic operations on global memory.

Our implementation considers multiple options, with different numbers of cells per block and reports the

difference in performance. This is depicted in Figure 4.1 where each thread block may compute 1, 3, 9 or 27

cells. This shows more ways to manage GPU resources according to the domain under study.
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Algorithm 10 CalculateParticlesContributionTM function (cell list 9x3)
1: Input: three cells per block
2: //Initialize shared memory (x3)
3: //For the selected particle
4: //Find CurrentCell
5: //Fetch three Neighboring cells From texture
6: if Non-empty cell then
7: //For each ParticleID in CurrentCell or neighboring cells
8: //Assign one thread per particle
9: //Determine the true distance between particles

10: //Applying periodic boundary conditions.
11: //Calculate RadialDistance between particles.
12: if RadialDistance within cutoff then
13: //Store interaction results in shared memory
14: end if
15: end if
16: syncthreads()
17: //Apply reduction algorithm
18: //return ∆E to caller via global memory

One cell per block This is the most straight forward implementation expressed in Figure 4.1(a). In this

scheme a kernel launches with 27 blocks, and the block size is set as the number of particles per cell.

However, more synchronization between blocks and more total shared memory is needed. Yet, for

systems with a uniform distribution of particles per cell, this works the best.

Three and nine cells per block In Figures 4.1(b) and 4.1(c), two different ways for resource management

of the device are considered, one with nine blocks per cell, and the other with three cells per block,

respectively. In both cases, one thread is assigned to one particle. These two mechanisms use more

total local memory per kernel call, with less need for block synchronization.

Twenty-seven cells in one block Figure 4.1(d) shows that assigning all 27 cells to one block is a possible

option too in this code. However, due to the huge number of threads per block for this implementation,

more shared memory and other GPU resources are required, see Table 4.3. This means that only one

SM is used to compute the entire simulation and the other SMs are idle. Although this is slower for

one simulation, it would support the option to run multiple simulations simultaneously.
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4.2.4 Assigning Threads to Particles

Previous work did study the performance of one cell per block and one thread per particle [121, 112].

However, for very large systems that were too large to be simulated prior to this work, it is worthwhile to

study the performance of more than one particle per thread. An algorithm has been developed to assign

multiple particles in more than one cell to a thread. For example, for a kernel of nine blocks, each block

has been called with the size of one thread per particle in a cell, then each thread will calculate the pairwise

energy for three particles from three cells (9x1x3). Another example is when only three blocks are called

and each thread is calculating one particle from nine different cells (3x1x9). The reason for using more than

one thread is to allow larger system sizes to fit to one SM. In addition, eliminating block synchronization are

the reasons for using more than one particle per thread.

4.2.5 Adding Cell List Implementation to the Parallel Grand Canonical Algorithm

Adding the cell list implementation to the above CUDA implementation described in § 4.2 requires

modifications in two steps. First, in calculating the pairwise energy of the system; for each type of move,

only the current cell that a particle belongs to and the 26 neighboring cells’ particles are considered. Second,

for each type of move, slightly different steps are required as follows: Extra steps are required to update

the cell list if a particle displacement move is accepted. The list of particles for both the source and the

destination cells should be updated. To remove a particle from the cell list, an exhaustive search for the

selected particle index in the source cell is executed. Then the last particle’s index in that cell replaces the

memory location in which the particle was stored, unless the particle of interest is the last particle in the list.

In both cases, the counter of particles for that cell is decremented.

The destination cell update requires fewer operations. The particle is appended to list of particles in the

destination cell, and the counter for that cell is incremented. If the particle is moving within the same cell,

no action is required to the cell contents other than updating the coordinates of that particle.

4.3 Performance Results

In this work, we implement a fast parallel Monte Carlo simulation for the grand canonical ensemble

using CUDA toolkit 5.0 [87] and evaluate the end-to-end application wall clock time against a single core
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CPU implementation. The serial and CUDA implementations have been executed on a PC with an Intel

Core i5-2500k CPU that has 8 GB of RAM running Linux kernel build 2.6.32 and compiled with the Intel

13.0.0 compiler. Parallel results are collected from running the code on the same machine using an NVIDIA

GeForce GTX 480 graphics card. Relevant specs for this card can be found in Table 3.3. All code has been

run with the full optimization flag passed to the compiler (-O3). All measurements have used one million

simulation steps (attempts) and particle radius cut (rcut) of 2.5. Furthermore, the statistical accuracy for

both the serial and the CUDA code have been compared to those in [100] and show very close agreement.

The Mersenne twister algorithm [77] has been used to generate the pseudo-random numbers used in our

simulations.

Table 4.1 reports the performance of the sequential grand canonical code and the CUDA code for a

number of particles ranging from 29 to 218 with a corresponding volume of the simulation box ranging

from 853.3 to 436905.6, doubling as the number of particles doubles. For small problem sizes of less than

4096 particles, no speedup has been achieved due to the low utilization of the device. However, when the

simulation box has 4096 particles, the CUDA code started to outperform the serial code and about 2 times

of speedup is shown. As the system size increases, more intensive mathematical operations are executed and

the GPU code continues to show more speedup. For the largest problem size, we see a 15.8 fold speedup.

From Figure 4.2 we observe that the break-even point (dotted line) for the CUDA code to show any

speedup over the serial code (black circles) is when the simulation box contains 4096 particles, which meets

our expectation for this kind of problems. The main reason for this is because the kernel call overhead for

smaller systems exceeds the gain of parallelism. Moreover, there is not enough arithmetic intensity for small

systems. But, as the system size grows, the CUDA code shows more speedup, up to around 16 times for the

largest problem size. The large number of particles and the associated arithmetic operations are enough to

hide the cost of kernel calls for such large systems.

Since many variations of the parallel cell list algorithm have been evaluated, Table 4.2 explains the

meaning of different notations. For a minimum cell size of rcut = 2.5 and a density of ρ = 1.0, on average

there are 10 particles per cell for systems of size 4096, 27 locations per cell are occupied for medium system

sizes and 64 for large systems of more than 131072 particles. However, since the smallest execution unit on

the device is the warp of 32, we chose as an upper limit the nearest multiple of 32. Also, the system size

lower limit is given by the requirement to have at least three cells per dimension.
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Table 4.1: Execution times in seconds for different algorithm implementations.

N Serial code CUDA Speedup

512 2.8 22.3 0.13

1024 7.9 22.5 0.35

2048 14.2 22.8 0.62

4096 52.8 23.4 2.25

8192 116.3 26.7 4.36

16384 237.7 36.7 6.48

32768 502.2 56 8.96

65536 991.8 91.6 10.83

131072 2061 154.6 13.33

262144 4534.8 287 15.8

Table 4.2: Legend of blocks, cells, and threads per kernel call.

Notation Block/Kernel Cell/Block Thread/Particle

27x1 27 1 1

9x3 9 3 1

3x9 3 9 1

1x27 1 27 1

9x1x3 9 1 3

3x1x9 3 1 9

1x1x27 1 1 27

As shown in Figure 4.3, different performance results for the cell list code over the original code have

been shown for cells of size 2.75. It is clear that the best performance gain of the cell list is achieved when

there are 262144 particles in the system. Moreover, a very important observation of these results is that the

total amount of work per kernel is not increasing rapidly with the size of the system. In fact, what we are

seeing here is the increased time in memory transfers between the host and the device, as we can also see

from the end-to-end application execution time as shown Figure 4.4.

From the results in Table 4.4, we can see that when a kernel calls with 27 or 9 blocks, the performance

is the highest with speedup of 8.31 and 8.32, respectively. In the case of 27 blocks only one cell is handled

by each block. However, the extra overhead of synchronization and reduction among blocks is what makes

9x3 beats 27x1 execution time, even if the difference is negligible. Although the implementation of 9x3, in
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Figure 4.2: Speedup of 3 algorithms: Serial vs original CUDA and original CUDA vs CUDA with cell list.

Table 4.3, is using about three times the total shared memory of 27x1, the execution time doesn’t exceed

4% difference. Moreover, from the same table we can see that managing GPU resources affect the overall

performance of the CUDA code.

In Table 4.3, a comparison between different uses of GPU resources shows that efficient resource man-

agement can affect the performance advantageously. Although the average total amount of shared memory

for the kernel call without cell list is almost the same as 27x1, a speedup of about one and a half times can

be observed. As a result, we would recommend the use of 9x3 algorithm with a cell of size 2.75 for this

problem under study.

A set of performance evaluation tests have been conducted using different cell sizes with a large number

of particles in the box to evaluate the execution time of the CUDA implementation with cell lists against that

of the CUDA implementation without cell list. From Figure 4.5 we note that the best results are achieved

when the cell size was the minimum. Also, we observe that even with a different cell size, the algorithms of

27x1 and 9x3 both did the best.
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Figure 4.3: Speedup of CUDA code with different cell list codes over CUDA with no cell list.

Table 4.3: Different block sizes have different effect on resource utilization. For these experiments N is
equal to 65536.

Cells per block

27x1 9x3 3x9 1x27 No cell list

Total Shared Memory 524 1548 4620 11676 518

Occupancy(%) 16.7 50.0 37.5 47.9 16.7

Average exec time 25.7 26.5 27.2 32.40 36.7
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Figure 4.4: Execution times for different algorithms with CUDA cell list.

Table 4.4: Speedup of different cell list implementations over no cell list CUDA code.

N 27x1 9x3 3x9 1x27 9x1x3 3x1x9

1024 0.77 0.78 0.78 0.67 0.65 0.46

2048 0.78 0.79 0.78 0.69 0.65 0.47

4096 0.87 0.88 0.85 0.72 0.68 0.49

8192 1.00 1.00 0.98 0.82 0.78 0.50

16384 1.43 1.39 1.35 1.13 1.09 0.68

32768 2.10 2.10 2.06 1.75 1.66 1.04

65536 3.36 3.36 3.31 2.83 2.65 1.69

131072 5.42 5.39 5.31 4.61 4.29 2.78

262144 8.31 8.32 8.20 7.28 6.88 4.99



68

Figure 4.5: Cell size and speedup. of particles per cell per thread for N = 262144.



CHAPTER 5 Gibbs Ensemble: Two Simulation Boxes

In this chapter, we consider the Gibbs ensemble simulation in vapor-liquid phase coexistence, which can

be determined from running a single simulation with two boxes [93, 39]. The MC method has been crucial

in studying such systems and is necessary in order to allow for the number of atoms to vary with applied

chemical potential via the Gibbs ensemble simulations. In high density systems, calculations may require a

significant amount of computation power, with weeks to months of running time. For these systems to run

in a reasonable amount of time, one should consider the use of massively parallel devices such as GPUs.

We first developed an efficient CPU code for MC simulation of the Gibbs ensemble. Then, we trans-

formed the algorithm to run on the GPU and applied many tuning and optimization techniques specific to

the GPU. Any general coding improvements that were made to the GPU code were back-ported to the CPU

code, so both codes are highly optimized for their respective platform. In addition, both implementations

produce identical results when choosing the same random seed, and are in close statistical agreement with

the literature. Although the parallel version of the code shows speedup for small system sizes, larger systems

show higher speedup, because larger systems have larger computation volume and the benefits of parallelism

are greater.

5.1 MC Simulation of the Gibbs Ensemble

In a molecular system, there are several important correlated variables: volume, temperature, number

of atoms, system energy, and pressure. For each ensemble, specific variables are fixed, and others remain

independent. For instance, when the number of atoms, the volume, and the temperature are fixed through

out the entire simulation, this is the Canonical ensemble or NVT. Another widely used ensemble is the

Gibbs ensemble [93]. The Gibbs ensemble method directly simulates the average densities of coexisting

fluid phases for bulk systems and confined fluids in equilibrium with a bulk region, and avoids the time

consuming calculation of the chemical potentials. This method allows simulating phase equilibria under

conditions where the pressure, temperature, and chemical potential(s) of the coexisting phases are fixed [39].

69
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Figure 5.1: An illustration of the three move types for the Gibbs ensemble method. A represents atom
displacement, B represents atom transfer between boxes, and C represents volume swap.

The Gibbs ensemble simulation model consists of two three-dimensional simulation boxes, with the

atoms placed in them. Moreover, three trial moves are considered [93, 39], each of which has an acceptance

rule. The criterion of acceptance is based on the weighting of the Boltzmann factor. where N is the total

number of atoms in both boxes, s is the position of the atom, and U is the potential. Figure 5.1 illustrates the

three types of moves conducted by an atom. The types of moves are:

A. Atom Displacement: A randomly selected atom attempts displacement within the same box. The ac-

ceptance rule for this move is given by:

acc(o→ n) = min (1, BF ) (5.1)

where acc(o → n) is the change in the configuration from o (the previous configurations) to n (the

configuration after this displacement).

B. Atom Transfer: Figure 5.1 shows an attempt to transfer a randomly selected atom from one of the two

boxes to the other box. Without lose of generality, assume that we generate configuration n from

configuration o by removing one atom from box 1 and inserting this atom into box 2. This move is

accepted according to the following rule:

acc(o→ n) = min

(
1,

n1(V − V1)

(N − n1 + 1)− V1
×BF

)
(5.2)

where V1 is the volume for box 1 and n1 is the number of atoms for the same box.
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C. Volume Swap: An equal and opposite random change in the volume of the two boxes, such that the total

volume remains constant. This move uses the acceptance rule:

acc(o→ n) = min

(
1,

(
V n

1

V o
1

)n1+1(V − V n
1

V − V o
1

)N−n1+1

×BF

)
(5.3)

where V o
1 is the volume in the original state, V n

1 is the volume in the new state, andN is the total number

of atoms in the system. For the new trial system, the scaled coordinates are defined as

sNn = rN ×
(

1 +
3
√
Vn − Vo
Vo

)
(5.4)

As the simulation approaches the equilibrium state, the distance that we displace an atom is updated

periodically so that an acceptance rate close to 50% is achieved for the displace and volume swap moves.

Based on the value of the acceptance rule, a random exponential function is used to determine whether

or not the move is accepted. If the move is accepted, the new system configuration replaces the old one,

otherwise, the old system configuration is retained.

The pseudocode in Algorithm 11 shows how the selection of the move is performed. Although all simu-

lation moves are kernel calls, the main loop is executed on the host side, which involves many configuration

updates. Moreover, a periodic flush of the data to the disk is required to write system status permanently.

Hence, the simulation data should be transferred to the CPU to be written to the disk. These are limiting

factors and overhead to the GPU use.

5.2 Method

Different MC simulations have different implementations due to the nature of the application being

simulated. Applications such as the one implemented in this work have proprieties that make the process of

creating an efficient parallel algorithm challenging. One of these properties is that this is a Markov Chain

application where one simulation step depends on the results of previous steps. This prevents the execution

of multiple steps in parallel.1 So, the alternative is to create methods and techniques to solve these and other
1It might be possible to run multiple steps simultaneously if they are not interacting, such as two displacement moves, one in each

box. However, the fraction of such non-overlapping moves is relatively low and would introduce significant overhead to determine
whether or not moves are overlapping.
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Algorithm 11 Gibbs Ensemble MC Algorithm
1: Input: Two boxes of equal size (N) and volume (V)
2: //Main simulation loop
3: for i= 1 to Nsteps, step=1 do
4: //Randomly select a move type
5: R← rand()
6: if (R ≤ Ndisp) then
7: //Attempt atom displacement
8: //Randomly select a box
9: Source← rand()

10: //Pick a box
11: if (Source < 0.5 ) then
12: //(K) Attempt to displace an atom in box 1
13: else
14: //(K) Attempt to displace an atom in box 2
15: end if
16: else if ( R ≤ ( Ndisp +Nvol ) ) then
17: //(K) Volume Transfer
18: else
19: //Attempt atom transfer
20: //Randomly select a box
21: Source← rand()
22: //Pick a box
23: if (Source < 0.5 ) then
24: //(K) Source box is box 1
25: else
26: //(K) Source box is box 2
27: end if
28: end if
29: //Solve if the system is in equilibrium
30: //Periodically write system status to disk
31: end for

encountered parallel cases. Some tricks and optimization techniques used to get the results in § 5.3 include:

1. Mapping from serial operations to equivalent parallel operations with one order of magnitude reduc-

tion, assuming the GPU has enough resources to run N threads concurrently. For example, operations

on all atoms such as the initialization of atom positions is reduced from O(N) to O(logN). Another

example, when scaling atoms in a volume swap move, the complexity can be reduced from O(N2) to

O(N); such operations are easily parallelized.

2. Block size has been chosen very carefully. The number of atoms in a thread block plays a crucial

role for this application. In general, the massively threaded hierarchy has been supported by the
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thread block structure that CUDA devices provide. However, thread blocks add more overhead to

the kernel launch in two ways. First, thread blocks communicate through global memory that has

very high latency compared to other memory types; Second, synchronizing thread block execution is

not as straightforward as synchronizing threads using synchthreads() nor synchronizing grids using

cudaDeviceSynchronize(). However, block synchronization is not hard to implement using atomic

operations, which have efficient performance in the Fermi architecture.

3. The use of loop unrolling and instruction-level parallelism are two common optimization techniques

for such platforms. The CUDA compiler (nvcc) by default will try to unroll any loop for potential

speedup. However, this is not fully optimized in the current nvcc compiler [85]. Moreover, the degree

of unrolling should be examined by the developer for best performance. This technique may also

eliminate the need for loop overhead when calculating the index and a dependent array index or offset.

4. The use of an efficient reduction technique. This particular application domain is dealing with hun-

dreds of thousands of atoms that need to calculate the pairwise energy interaction for atoms. This

is a very long and costly process with thread dependency and many synchronization barriers. Algo-

rithm 12 shows our method of solving this problem and how it is implemented. First, the irregular

problem size, when we don’t have an exact power of two number of atoms, is addressed. Line 4 shows

the operation that is executed to find the closest power of two that is less than the block size.

For example, if the number of atoms to be processed equals to 117 atoms in a box, the equation in

Line 4 will evaluate to 2blog2(117)c = 26 = 64 which is the number of atoms that need to be resolved

first. While the fragment of code between lines 6 and 11 will solve up to 117 atoms in this example, the

inner if statement in line 7 is to make sure that we don’t try to add thread 63 with thread 127 or thread

55 with thread 119. Afterward, the process of reducing to 64 atoms is executed in lines 13 to 18. Then,

loop unrolling is implemented for the first 64 atoms. We replace many nested if-elseif-else structures

with a single switch statement, as seen in lines follow Line 22. This is a very efficient technique for

removing any conditional thread divergence that if statements usually cause. Note that this method of

reduction reduces the need for synchronization barriers after the switch statement as well.

This algorithm is a generalization of the algorithm presented in [108] which is restricted to problem

sizes that are a power of two. Algorithm 12 provides significant performance enhancement because it is
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Algorithm 12 Calculating Total Energy in one box
1: syncthreads()
2: // Allocate Energy[] in shared memory
3: // lpt stores the largest power of 2 that is less than the block size
4: lpt← 2log2(BlockSize)

5: // Reduce to the largest power of two atoms
6: if BlockSize < MaxThPerBlock then
7: if tid + lpt < NumOfAtoms then
8: Energy[tid]← Energy[tid+ lpt] + Energy[tid]
9: end if

10: syncthreads()
11: end if
12: // Sum in shared memory all locations larger than 32
13: for i= lpt to 32, step=i / 2 do
14: if tid < i then
15: Energy[tid]← Energy[tid + i] + Energy[tid]
16: end if
17: syncthreads()
18: end for
19: // Reduction for the first 64 locations
20: if tid < 32 then
21: est← min(lpt, 64)
22: switch (est) do
23: case 64: Energy[tid]← Energy[tid + 32] + Energy[tid]
24: case 32: Energy[tid]← Energy[tid + 16] + Energy[tid]
25: case 16: Energy[tid]← Energy[tid + 8] + Energy[tid]
26: case 8: Energy[tid]← Energy[tid + 4] + Energy[tid]
27: case 4: Energy[tid]← Energy[tid + 2] + Energy[tid]
28: case 2: Energy[tid]← Energy[tid + 1] + Energy[tid]
29: end switch
30: end if

being used twice for each volume swap move and atom transfer move, and once when the displacement

move is executed.

5. Balancing the load across threads. In a naı̈ve implementation, when calculating the interacting energy

between atoms, each thread calculates the total interacting energy for one atom with all other atoms

(one row), non-repetitive. To illustrate, thread zero is assigned to calculate the energy for atom zero

with all other N − 1 atoms. Thread one is assigned to calculate the energy for atom one and all other

N − 2 atoms, etc. The last thread will only calculate the interaction between two atoms. This means,

to aggregate the sum of partial energies from all blocks, all threads in a block will wait for the first
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thread to finish. Instead, this method has been optimized by assigning four threads per row to allow

memory coalescing and leverage resource utilization. A transposing/remapping technique has been

developed where each thread will do an equal amount of computation of (N − 1)/4 interactions. That

significantly improves the speedup of this process and balances the load among threads.

Another example of balancing the load on threads can be noticed in the displacement move. As most

of the move attempts are displacement moves, the randomly selected atom energy contribution should

be calculated for the old and the new locations. The algorithm has been modified to do both steps

at the same time, using the same global memory reads and same shared memory for reduction, the

difference in the old and the new energies are calculated by deducting the partial energy as soon as

it is calculated from the current interaction by the same thread. The result is the difference in energy

for this selected atom. On the other hand, the serial algorithm executes in two steps, calculate the old

system energy, then the new system energy, to deduct the former and add the latter one.

6. The reuse of mathematical results. Studying the problem in hand and potential mathematical optimiza-

tions resulted in significant execution time reduction. Many mathematical results have been saved in

registers and reused for the entire thread lifetime. Also, equation simplification and the removal of

redundant operations. Moreover, the use of CUDA hardware implementations of functions improves

performance. These types of optimizations are domain dependent and may enhance the overall run

time if applied.

7. The use of asynchronous kernel calls and memory transfers, and the use of streams. Streams are non-

blocking kernel launches where two or more predefined streams can execute two or more different

kernels at the same time if they are dependency free. This is also called concurrent copy and execute.

For instance, in a volume move, while atoms in one box are being scaled according to the new volume,

another kernel call would be calculating the new energy of the other box.

8. Other optimizations include the recalculation of some values instead of executing memory transfers

when it is cost effective. For example, scaling atoms in a box on the fly instead of maintaining a

scaled copy of all the atoms and the overhead of transferring them in a volume move. Furthermore,

other optimizations such as the use of device-to-device data transfer instead of using the host for

intermediate memory transfer and caching frequently used memory locations.
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Table 5.1: A comparison of a high and a low end GPU

GTX 480 Tesla M2090

Processor clock 1401 MHz 1150 MHz

Memory clock 1848 MHz 1566 MHz

Memory size 1536 MB 6 GB

Memory Bandwidth 177.4 GB/sec 177 GB/sec

CUDA cores per SM 32 32

CUDA cores 480 512

Release date April 2010 March 2011

5.3 Results and Discussion

In this work we implement a parallel MC simulation for the Gibbs ensemble using CUDA toolkit 4.2 [85]

and evaluate the end-to-end application run time against a single core CPU implementation. Parallel results

are collected from running the code on an NVIDIA GeForce GTX 480 graphics card. In addition to the

specifications in Table 5.1, this card has 15 streaming multiprocessors, and compute capability 2.0. The

serial and CUDA implementations have been executed on a PC with an Intel® Core™ i5-2500k CPU that

has 8 GB of RAM running Linux kernel build 2.6.32 and compiled with the gcc 4.4.6 compiler and a different

run with the Intel 13.0.0 compiler.

To avoid the bias of using a high end GPU we compare the performance of a commodity GPU to a

commodity CPU. To illustrate, experiments has been conducted with a GeForce GTX 480 card which has an

average price of $400 at the current market price and an Intel® Core™ i5-2500k which has an average price

of $220. However, a top of the line GPU such as a Tesla card can produce even better performance than what

we are reporting here. But, due to the lack of access to a high end CPU on that machine, the results with the

Tesla M2090 are not reported here. While Table 5.1 shows a comparison of a high end GPU to an average

one, Table 5.2 shows the different specifications between a high end CPU Intel® Xeon® Processor E5-2690

to an average one that could be found in regular user desktops.

All codes have been compiled with compiler optimization (-O2) and 64-bit environment flags turned on

for the first case of using gcc compiler, and (-xAVX) and (-O2) flags passed to the Intel compiler. The latter
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Table 5.2: A comparison of a high and a low end CPU

Intel® i5 Intel® Xeon

No. of cores 4 8

No. of threads 4 16

Clock speed 3.4 GHz 2.9 GHz

Cache 6 MB 20MB

Max Memory Bandwidth 21 GB/s 51.2 GB/s

Release date Q1 2011 Q1 2012

compiler achieved slightly faster execution time for both the serial and the parallel implementations, as can

be seen in Tables 5.3 and 5.4. Other parameters and configurations used for collecting these results are the

cutoff distance, rcut, is set to 3.0, initial system density is kept consistent by adjusting the volume based on

the number of atoms, and temperature is set to 1.0 in agreement with [100]. Also, output energies have been

verified against the results in [90] and show close agreement. Moreover, we are running a million simulation

steps2 (move attempts) where 89% of the simulation steps attempt to execute atom displacement, 1% of the

steps attempt to execute volume swap, and 10% attempt atoms transfer between boxes. However, due to the

long running time of the serial version of the code, we are unable to report results for more than 131072

atoms in the system, which is not the case for the parallel version of the code which can scale up to the

memory limit of the GPU and still executes in a reasonable time.

The use of a pseudo-random number generator is necessary on both the CPU, to decide on the move type,

and on the GPU, to operate on each individual move. Because of the long periodicity and the widespread

use in the application field, the Mersenne Twister (MT) algorithm [77] was chosen. It is used on the host

side to generate a queue of random numbers concurrently with kernel calls, then this queue is transferred to

the device in the same way. Moreover, a pointer to the front of the queue is maintained and passed to the

device to be used by all threads. Since this process is being executed asynchronously with kernel calls and

done infrequently, no noticeable performance effect on the end-to-end application execution time has been

observed.
2Although hundreds of millions of simulation steps are required to obtain scientifically accurate simulation results, one million

steps is sufficient to show the relative speedup of the GPU code.
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Table 5.3: Execution times in seconds and speedup using the icc compiler.

N Serial code Parallel code Speedup

1024 56.8 28.6 2.0

2048 157.3 32.2 4.9

4096 559.3 44.9 12.5

8192 2100.7 83.8 25.1

16384 8172.7 235.7 34.7

32768 32168.4 734.0 43.8

65536 114872.2 2722.1 42.2

131072 505546.0 10749.0 47.0

Table 5.4: Execution times in seconds and speedup using the gcc compiler.

N Serial code Parallel code Speedup

1024 54.5 28.5 2.0

2048 159.4 32.3 4.9

4096 560.7 45.1 12.4

8192 2114.3 83.9 25.2

16384 8417.4 234.1 35.9

32768 32228.3 738.6 43.6

65536 121750.4 2728.3 44.6

131072 540139.6 10873.0 49.6
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Figure 5.2: Execution time for the serial and the CUDA code

Table 5.3 presents the experimental results of the end-to-end application execution times for the CUDA

and the serial code for different problem sizes, where N is the total number of atoms in the two boxes. Each

data point is an average of five runs (except the last data point in the serial code), with a difference between

this average and any single run always less than 3%. The minimum speedup achieved, 2x, occurs when there

are not many atoms in the system; a total of less than 1024 atoms in both boxes does not provide speedup over

the serial version due to the memory latency, block synchronization, and kernel launch overhead. However,

more speedup is achieved rapidly when there is a chance to do more work and the amount of computation

exceeds the parallel overhead. The highest recorded speedup is a factor of 47x when we have 131072 atoms

in the system. In terms of optimizations, the best results were obtained by using 4 times loop unrolling and

tuning the thread block size to 128 threads.

Figure 5.2 shows that as the system size grows, the execution time increases for both the serial and CUDA

codes. However, the CUDA code execution time grows more slowly than the serial one. This relatively slow
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Figure 5.3: The actual speedup and theoretical speedup of the CUDA code

growth is a result of the higher utilization of the GPU. Moreover, Figure 5.2 shows the actual speedup of

the CUDA code over the serial code with the speedup trajectory expected to keep rising as the problem size

increases until the GPU resources reaches a saturation state. Note that compiling with the Intel compiler

follow the same trajectory of execution times.

In addition, Figure 5.2 shows larger system sizes that the serial code can’t scale to and supports this

assumption. Also, for problems of size between 2K and 16K, the utilization of the GPU is relatively low for

a single thread block, so we can use more of the GPU for a larger problem size (more blocks) without much

overhead. Hence, the execution time increases very little between 2K and 16K. However, the speedup rate is

expected to be slower than the region when we have 2K to 16K atoms since the overhead on memory transfer

and block synchronization is increasing as well. Moreover, we notice that the speedup is not significant for

small systems with less than 4K atoms, because we have low hardware utilization and high memory latency

versus low parallel computation time.
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Figure 5.3 shows the inherent parallelism of our code. The theoretical speedup was measured by re-

placing each kernel call with a simple kernel call having just one thread that did no work. This models an

infinitely fast GPU with unbounded resources. Although this is an unrealistic measure of peak performance,

it does allow us to estimate the inherent sequential percentage of the code. As Figure 5.3 shows, there is a

great deal of parallelism in the code, which explains why we are able to obtain these speedups.



CHAPTER 6 Configurational Bias Gibbs Ensemble

6.1 Introduction

In the simulation of chain molecules, where there is an insertion of a particle into the simulation box

such as the grand canonical and the Gibbs ensemble simulations, the probability of accepting the random

trial is extremely low. Hence, the traditional MC techniques will fail to converge in a reasonable number of

steps especially for complex fluids of dense chain systems and monolayers. However, an extension of the

standard MC algorithm that allows us to overcome such limitations of MC methods is the configurational

biased technique [104, 110, 37, 32]. This method biases the simulation moves so that they have an enhanced

probability to fit into the existing configurations.

The original Gibbs ensemble method, discussed in § 5, executes three moves. Particle transfer between

the simulation boxes is one of these moves. In the particle transfer move, a randomly selected particle is

transferred from one box to an arbitrary location in the other box. For configurational bias, an extension

is added to this type of move so the probability of this move is not entirely random, rather it has an en-

hanced probability suitable to the existing configuration. One advantage of using such techniques is that

they help enhance the efficiency of the simulation. However, to satisfy detailed balance1, we should update

the acceptance rule in such a way that the bias is removed from the sampling scheme.

The Rosenbluth approach implements a self-avoiding random walk [104] that has been used later in

many algorithms such as [47, 109, 36, 75] and others, to implement MC techniques to conduct large scale

conformational changes of the chain molecule in a single trial move. The original and updated algorithms

consist mainly of a generation of a chain conformation with a bias that ensures that these conformations

have high probability of acceptance. Then the Rosenbluth weight is used to bias the acceptance of these trial

conformations. This is the same technique that we use to implement the CB algorithm in this chapter.
1To satisfy detailed balance, the limiting distribution of the Markov chain should exist, is unique, and is the Boltzmann distribu-

tion [73].

82
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6.2 CBGEMC Method and Implementation

The advantage of MC simulation over MD techniques is that MC techniques can be used for systems

where it is not possible to change the conformation of macromolecules by successive small steps. Initially,

the Gibbs ensemble MC technique used to be limited to systems containing atoms or small molecules. Yet,

by combining the Gibbs ensemble method with configurational bias MC, acronym CBGEMC or for short

CB, the Gibbs ensemble method can be made to work for much longer chain molecules. Combining these

two methods allowed researchers to compute some of the first vapor-liquid coexistence curves for chain

molecules, such as united-atom n-alkanes. The result is a large increase in the acceptance rate for insertions

of polyatomic molecules into liquids.

To implement this method, we use the ratio of the ‘Rosenbluth’ weight factors of the new and old config-

urations to decide if a trial move should be accepted or not. Algorithm 13 shows the serial steps to execute

a particle transfer from one box to the other in CB. Also, this can be seen in Figure 6.1 where the number

of CB trials is five. In this figure, four attempts for four possible positions of the true particle in the source

box are considered and the energy for each one is calculated, corresponding to Lines 4-14 in Algorithm 13.

In the destination box, five locations are drawn randomly, and the associated energy is calculated, which

maps to Lines 14-22 in Algorithm 13. Then, one of these locations is selected to be used in calculating the

acceptance rate. Upon move acceptance, the system status will be updated and the new configurations take

place.

This extension adds an extra overhead to the original algorithm by performing extra computations espe-

cially for higher K. On the other hand, the trials are independent and have the potential to run in parallel,

such as the operations executed in Lines 4-22. The only serial step is when the results of all trials are needed

to pick one random location and calculates the acceptance rate for it. That being said, this problem can map

to the GPU exploiting two different levels of parallelism:

• Low level parallelism

The lower level parallelism that has been explored here is similar to the one we applied before when

we were running CalculateParticlesContribution(). In this case, multiple thread blocks calculate the

energy of one particle with all other particles in the old and new locations asynchronously, see § 3.4

and the related text. In this model, thread zero of each block collects the block summary before the
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last thread of the last block to finish finds the sum of all block results. This operation requires GPU

atomic operations to synchronize blocks since there is no way to predict which block will finish last.

On the other hand, an advantage to this mechanism is that all threads in a thread block can share

information and be synchronized easily. The limitations on parallelism are device specifications on

how many blocks could be scheduled and run simultaneously.

• High level parallelism

On the GPU, this is kernel level parallelism. When multiple independent operations are required, such

as multiple CB trials here, a higher level of parallelism can be implemented for running multiple trials

in parallel by calling different kernel functions to be carried out on different streams. To achieve this

higher level of parallelism, multiple simultaneous kernel calls must be executed, mapping streams to

trials, as illustrated in Figure 6.2. This allows the device driver to schedule multiple streams to run

concurrently on the device.

Although in this level of parallelism kernel calls are independent to some extent, the need for a syn-

chronization mechanism at the end to calculate final results is required, referred to as synchronization

barrier in Figure 6.2. The final collected result from all streams is used to make the decision of whether

or not to accept the move. This could be executed on the host side, and hence all device variables

should be transferred to the host, which is undesirable due to the high memory latency associated. Or,

we can design the synchronization barrier using atomic operation on the device and execute the last

step of the algorithm on the device. However, when implementing this technique, we were unable to

synchronize the output of the streams using atomic operations. Instead, we used the synchronization

barrier on the host side followed by another kernel call to make the final decision based on the required

output calculations from the previous step.

Listing 6.1 shows the two kernel calls used for the particle transfer move with multiple streams using

CUDA. The first kernel will be called once for each of the CB trials where the current stream ID is

used to bind the kernel call to a specific stream. Using the function to synchronize kernel calls, line 5

of Listing 6.1, the execution will not proceed to the next kernel call until all results from all CB trials

finish. Only then the second kernel will be called and data stored in global memory from previous

kernel calls will be used.
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Figure 6.1: Particle transfer move with CB and K equals five.
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Figure 6.2: Timeline of particle transfer in CB execution using K-1 independent streams.

Listing 6.1: Code for running multiple stream kernels.

1 f o r ( i n t S t r e a m I d = 0 ; St reamId< K; S t r e a m I d ++){

2 T r y P a r t i c l e T r a n s f e r <<<Gr idS ize , BlockSize ,

3 SharedMem , S t reamArr [ s t r e a m I d ]>>> ( . . . ) ;

4 }

5 c u d a D e v i c e S y n c h r o n i z e ( ) ;

6 AcceptTPTMove<<<1,1>>>() ;
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Algorithm 13 Serial Particle Transfer Move in the CBGEMC Algorithm
1: Input: Two boxes of equal size (N) and volume (V)
2: Input: The number of CB trials K
3: // Assume source box is box 1
4: // Randomly select a particle from box 1
5: call CalculateParticlesContribution() for the selected particle
6: Wold0 ← exp(−β[U1

0 ])
7: TotalWold ←Wold0

8: // Assign new positions, calculate energies, and weights in box 1 for K-1 trials
9: for o = 1 to K-1 do

10: SelectedInsertionPositiono1← randCoordinates()
11: call CalculateParticlesContribution() for SelectedInsertionPositiono1
12: Woldo ← exp(−β[U1

o ])
13: TotalWold + = Woldo

14: end for
15: // Assign new positions, calculate energies, and weights in box 2 for K trials
16: TotalWnew ← 0.0
17: for n = 0 to K-1 do
18: SelectedInsertionPositionn2← randCoordinates()
19: call CalculateParticlesContribution() for SelectedInsertionPositionn2

20: Wnewn ← exp(−β[U2
n])

21: TotalWnew + = Wnewn

22: end for
23: // Determine probability of trial selection
24: for i = 0 to K-1 do
25: ProbSelectTriali ←Wnewi/TotalWnew

26: end for
27: // Pick the best trial
28: SelectedTrial← 0
29: WeightDraw ← rand()
30: repeat
31: CumulativeWeight + = ProbSelectTrialSelectedTrial
32: SelectedTrial++
33: until WeightDraw > CumulativeWeight
34: Coefficient← βN/V
35: // Remove sampling bias using Rosenbluth weight
36: ProbOfAcceptance← Coefficient ∗ TotaolWnew/TotalWold

37: if (ProbOfAcceptance < rand()) then
38: // Accept the transfer of the particle
39: // Apply new system configurations
40: end if



87

6.3 Results and Discussion

In this chapter we present an implementation of a parallel MC simulation for the Configurational Bias

Gibbs ensemble using CUDA toolkit 5.0 [87] and evaluate the end-to-end application run time against a

single core CPU implementation. Then we implement multi-stream kernel calls to carry out the multiple

CB trials in parallel. Parallel results are collected from running the code on an NVIDIA GeForce GTX 480

graphics card and Tesla K20c. The Tesla K20c is the first GK110 card. It has the following specs [89]:

• 1 Kepler GK110 chip

• 5 GB of memory size (GDDR5)

• 2496 CUDA cores

• Processor core clock of 706 MHz

• 1.17 Tflops peak double precision floating point performance

• 2.6 GHz memory clock

• 208 GB/sec memory bandwidth

• 32 streaming multiprocessors

• Compute capability 3.5

The most important new features in the Kepler GK110 GPU architecture are the SMX, Dynamic Paral-

lelism, and Hyper-Q. Further details can be found in the Kepler GK110 whitepaper[86]. However, specially

tuned algorithms to utilize the new Kepler features are required to get peak performance.

Performance numbers presented here have been conducted with two desktop PCs setup. The first run has

been executed on a PC with an Intel® Core™ i5-2500k CPU that has 8 GB of RAM running Linux kernel

build 2.6.32 and compiled with the gcc 4.4.6 compiler and loaded with GTX 480 card. The second PC, with

the Kepler card, has a Core 2 Duo™ with 2 GB of RAM and running Windows 7. The code in the latter

desktop computer was compiled with Microsoft Visual Studio 2010 C++ compiler.

All codes have been compiled with full optimization flags and 64-bit environment flags turned on. Other

parameters and configurations used for collecting these results are the cutoff distance, rcut, is set to 2.5, initial
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Figure 6.3: Vapor-liquid coexistence curves for Lennard-Jones fluid. Simulation runs are done by Jason
Mick.

system density is kept consistent by adjusting the volume based on the number of atoms, and temperature is

set to 1.0, in agreement with [100]. Moreover, we are running a million simulation steps2 (move attempts)

where 89% of the simulation steps attempt to execute atom displacement, 1% of the steps attempt to execute

volume swap, and 10% attempt atoms transfer between boxes. However, due to the long running time of the

serial version of the code, we are unable to report results more than 131072 atoms in the system, which is

not the case for the parallel version of the code which can scale up to the memory limit of the GPU and still

executes in a reasonable time.

To validate the correctness of the serial and parallel code, we compare our serial code results to those

obtained from [99] and the transferable potentials for phase equlibria (TraPPE) force field in Gibbs ensemble,

as can be seen in the Vapor-Liquid coexistence curve in Figure 6.3. All curves are in close agreement to

each other in both the vapor and liquid states. Then, we compare the sample of particle distribution across

the simulation runs. In Figure 6.4, the frequency with which the system is at a specific density is shown. The

serial and CUDA results are in close agreement in sampling particle histogram for different values of K for
2Although hundreds of millions of simulation steps are required to obtain scientifically accurate simulation results, one million

steps is sufficient to show the relative speedup of the GPU code.
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(a) Histogram of gas phase (b) Histogram of liquid phase

Figure 6.4: Histogram sampling the distribution of the gas and liquid phases resulted from our code
(GOMC).The serial and CUDA code are in a close agreement. Simulation runs and the figure are done
by Jason Mick.

both the gas and liquid phases. From this figure, we can see that the two states (gas and liquid) in the two

simulation boxes reached a state of separation.

We implement a serial code and two algorithms suitable for the GPU. The serial algorithm is the basis for

the other two implementations. It is used to validate the correctness of the algorithm under development and

for performance comparisons. All these pieces of code are part of the GPU optimized Monte Carlo (GOMC)

project [33]. Our focus here is on the system behavior with different numbers of CB trials, referred to by K,

with and without streams for launching multiple kernels asynchronously. The higher the K, the sooner the

system reaches an equilibrium state. However, researchers are interested in different values of K for different

system configurations, so we study possible values of K, and the effect on the system performance.

Tables 6.1 and 6.2 show the end-to-end application execution times for the CB code for different con-

figurations. We note that as N increases, the execution time increases rapidly for all cases. This is because

with large systems, more operations are required, such as the time to calculate the total energy for the entire

system for a volume swap, or a particle’s energy contribution with all other particles in a box, and larger

memory transfers are executed on the data.

It is clear from Tables 6.1 and 6.2, also, that as K increases the execution time of the serial algorithm

increases. However, a lower rate of execution time increase can be seen in the parallel code execution times.
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Table 6.1: Execution times in seconds for CB for different number of CB trials (K). The last two columns
are runs on a different PC than the other three.

N Serial GTX 480 480/Streams Tesla K20c K20c/Streams
K

=
1

1024 46.1 31.6 32.0 64.9 72.9

2048 148.7 35.3 35.0 69.5 75.2

4096 487.8 47.2 47.0 79.5 85.9

8192 1788.3 86.4 86.1 100.8 109.6

16384 6913.2 233.0 233.6 183.2 197.6

32768 27284.8 704.7 709.7 456.2 478.3

65536 110941.0 2622.9 2649.4 1558.9 1656.0

131072 526759.5 10694.2 9589.0 5858.0 6129.0

K
=

3

1024 52.7 35.6 33.1 75.3 73.0

2048 171.6 39.8 37.1 81.8 78.9

4096 576.6 52.3 51.4 93.0 90.2

8192 1851.5 93.7 90.9 116.0 114.2

16384 7032.3 244.4 243.4 200.8 201.9

32768 28363.6 713.0 728.2 480.8 493.9

65536 108549.0 2619.7 2708.6 1568.0 1686.0

131072 464814.0 9720.0 9589.0 6047.0 6162.0

K
=

5

1024 62.5 39.0 33.9 82.3 77.7

2048 200.4 43.8 38.7 88.4 83.7

4096 577.3 57.6 52.7 99.4 94.6

8192 2048.3 98.9 95.3 124.2 120.4

16384 7072.0 254.7 247.7 210.4 208.3

32768 28994.9 733.4 746.0 497.2 505.9

65536 109060.0 2686.5 2705.0 1583.0 1684.0

131072 453653.5 10359.4 10177.1 5856.6 6290.0

K
=

7

1024 64.1 42.8 34.6 85.3 81.1

2048 197.6 47.9 38.4 90.7 87.5

4096 672.4 61.5 55.1 102.3 99.3

8192 2178.9 104.6 96.7 128.9 125.1

16384 6927.9 261.5 247.9 214.5 211.3

32768 29477.2 747.7 778.3 508.1 505.9

65536 117195.0 2698.0 2761.2 1616 1725.8

131072 497626.5 10455.6 10645.5 5882.0 6404.0
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Table 6.2: Execution times in seconds for CB for different number of CB trials (K). The last two columns
are runs on a different PC than the other three.

N Serial GTX 480 480/Streams Tesla K20c K20c/Streams

K
=

10

1024 68.1 48.3 36.1 94.5 84.9

2048 215.7 53.9 41.4 101.2 90.9

4096 759.7 68.6 56.3 114.0 102.6

8192 2151.6 113.6 102.8 141.2 130.8

16384 7119.9 271.9 251.1 231.8 217.2

32768 29320.5 769.4 794.0 531.8 521.2

65536 117257.0 2782.8 2817.0 1624.0 1722.0

131072 495616.0 11045.6 10874.9 5868.0 6218.0

K
=

15

1024 74.2 57.6 38.5 111.3 91.9

2048 229.6 63.8 43.9 118.2 98.4

4096 728.6 79.3 61.5 132.2 110.8

8192 2465.5 126.3 108.1 165.7 141.5

16384 7489.2 291.5 262.2 256.2 229.5

32768 31376.9 794.2 818.2 577.2 537.0

65536 111810.0 2783.3 2713.9 1743.0 1786.0

131072 449458.0 10711.8 11198.2 6248.0 6517.0

K
=

20

1024 81.6 67.1 40.4 128.3 100.1

2048 246.2 73.1 46.3 135.9 107.6

4096 786.1 90.8 64.1 151.6 121.2

8192 2737.8 138.1 113.5 188.3 162.2

16384 8350.7 311.1 264.3 282.7 250.0

32768 27847.4 815.5 823.4 610.1 563.4

65536 112685.0 2782.6 2880.5 1819.0 1792.0

131072 512504.0 10263.8 10613.5 6341.0 6335.0
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Table 6.3: Execution time in seconds of running simulations with 131072 particles in parallel.

K NoS 480 Streams 480 NoS K20c Streams K20c

1 10694.2 9589.0 5858.0 6129.0

3 9720.0 9589.0 6047.0 6162.0

5 10359.4 10177.1 5856.6 6290.0

7 10455.6 10645.5 5882.0 6404.0

10 11045.6 10874.9 5868.0 6218.0

15 10711.8 11198.2 6248.0 6517.0

20 10263.8 10613.5 6341.0 6335.0

More precisely, the execution time of the parallel code is only doubling from when K is as small as one and

as large as twenty for N equals 1024 for the Fermi card. Furthermore, Table 6.3 summarizes the execution

times of the parallel code for a very large N of 131072, where columns represent CUDA code without

streams (NoS) on the GTX 480 card and the Tesla K20c and code with streams on the GTX 480 and the

Tesla K20c, respectively. From this table, we can see that the value of K doesn’t have a large effect on the

overall execution time for different values of K for the parallel algorithm. For example, it is always within a

10% range of difference between K=1 and K=20.

Running the parallel Nsight profiler [88], the average execution time of the TryParticleTransferCB()

kernel call without using streams is 328µs. On the other hand, for the steams code, the first function that

calculates Rosenbluth’s weights is taking only 251µs on average. In addition to that, 125µs is the elapsed

time for the kernel call that calculates the acceptance rate of the particle transfer. On average, the total

elapsed time for a particle transfer move when using streams and a second kernel call to aggregate the results

of all previous kernels is slightly smaller than that with no streams.

Table 6.4 shows the speedup of different code implementations for a large problem of 131072 particles.

Columns represent speedup of the CUDA code with streams on the GTX 480 over the serial code, CUDA

code with streams over without streams on the GTX 480 card, and the speedup of the stream code over

without streams on Tesla K20c, respectively. The last two columns are the speedup of K20c over GTX 480.

As expected, the Kepler card provides better performance. Profiling the parallel code, we found that on

average there are 11 and 16 active warps for the code with and without streams, respectively. Moreover, 480
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Table 6.4: Speedup of running simulations with 131072 particles.

K Serial/S NoS/S 480 NoS/S K20c 480/k20c NoS 480/k20c S

1 54.9 1.1 0.96 1.8 1.6

3 48.5 1.0 0.98 1.6 1.6

5 44.6 1.0 0.93 1.8 1.6

7 46.7 1.0 0.92 1.8 1.7

10 45.6 1.0 0.94 1.9 1.7

15 40.1 1.0 0.96 1.7 1.7

20 48.3 1.0 1.00 1.6 1.7

cores are organized in 15 SMs of 32 cores each in the Fermi architecture. That is, half the number of SMs

for the Kepler card, which in turn shows the two times speedup in Table 6.4 and is also plotted in Figure 6.6.

In addition, the Kepler’s Hyper-Q feature eliminates false data dependencies that could occur due to Fermi’s

single queue architecture.

Plotting the execution times for all algorithms and from Figure 6.5, we can see that:

• Despite the value of K, the execution time for the code with streams is the same for very large N.

• For small K less than 7, the Tesla K20c code shows no speedup for the streams code against the code

without streams on the same card.

• For K larger than 5 and with between 16384 and 32768 particles in the system, the Tesla K20c code

with streams is faster.

• Although we achieved two times speedup for executing the same parallel algorithm on the Tesla K20c,

for both code with and without streams, these results came from running the code with no optimization

techniques or customized tweaks done for the Kepler architecture. The reason for this performance

improvement is because there are more resources available on the Kepler card. However, the number

of streams in this case didn’t affect the execution time of the code with streams significantly compared

to that without streams. This is because in most cases the number of trials, denoted K, was less than

the number of available streams, which is 16.
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Figure 6.5: Execution times (Log Normalized) for K equals 3 and 20 with different algorithms executed on
GeForece GTX 480.

• For K greater than 10 and N larger than 16384, the GTX 480 with no streams did better compared to

the stream code.

• Code with streams is doing better for the GTX 480 for a relatively smaller size N.

The statistics in Table 6.5 are only for systems with 100% particle transfer move. For K = 1, the run

time of the streams code exceeds the run time without streams, mainly because the code with streams has

two kernel calls and uses more global memory than the other parallel code. On the other hand, for all values

of K larger than one, the execution time for the stream code is larger than that for the code without streams.

Although Figure 6.7 shows that as the system size increases, the execution time of all pieces of the code also

increase, but the elapsed time of the code without streams is the highest.

Speedup results in Figure 6.8 shows different values of K for the stream code over the code without

streams shows that a maximum speedup of about three times is observed when using the streams code and K
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Figure 6.6: Execution times of CUDA code on GTX 480 and K20c for a system with 131072 particles.
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Table 6.5: Execution times in seconds and speedup for CB for different number of CB trials (K) in parallel.

N No Streams Streams Speedup

K
=

1

1024 49.8 47.8 0.96

2048 51.0 48.7 0.97

4096 52.6 51.4 0.96

8192 54.7 53.77 0.94

16384 68.8 64.4 1.02

32768 91.6 92.3 0.93

65536 128.6 138.6 0.88

131072 204.4 244.1 0.82

K
=

3

1024 92 61.7 1.49

2048 93 63.3 1.47

4096 101.3 66.6 1.52

8192 103.4 80.5 1.28

16384 150.2 107.3 1.40

32768 212.5 169.6 1.25

65536 318.5 278 1.15

131072 531.3 508.3 1.05

K
=

15

1024 320.8 118.4 2.71

2048 331.9 126.1 2.63

4096 356.7 143.5 2.49

8192 388.8 190.2 2.04

16384 614.9 285.3 2.16

32768 916.7 515 1.78

65536 1439.6 943 1.53

131072 2454.7 1830.2 1.34

K
=

20

1024 417.7 141 2.96

2048 436.9 148.6 2.94

4096 461 177.6 2.6

8192 505.8 218.8 2.31

16384 808.2 343.4 2.35

32768 1208.1 619.7 1.95

65536 1899.2 1159.5 1.64

131072 3252.4 2214.8 1.47
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= 20. But. the speedup is lower than that when K is smaller. Also, the highest speedup of the streams code is

when K is the largest and the system size is relatively small. As we explained before, when the system size is

relatively small, more streams can be scheduled to run concurrently. However, as the system size increases,

there are more resources required to run a stream, so and not all streams can be scheduled to run in parallel.



CHAPTER 7 Conclusion and Future work

Given the serial nature of the Markov Chain Monte Carlo simulations, we present a very large scale par-

allel implementation fully ported the GPU for the canonical, Gibbs, and grand canonical ensemble methods

with and without the configurational bias extension. We present a highly optimized serial code that runs on

a single core CPU as a comparison base, a fast parallel implementation using CUDA, and a third parallel

implementation using cell lists for the former two ensembles.

Research has been conducted to map the problem under study, and similar ones, to better harness the

massively parallel nature of the GPU. The techniques that have been used throughout this dissertation can be

used in developing code that enhance the overall GPU coding experience and show best performance prac-

tice. Other MC applications can benefit from the optimization techniques reported here, such as the problems

of Bias Monte Carlo Methods in Environmental Engineering and Modeling of Biochemical Processes, as we

have seen in § 1.8.

Optimization techniques have been applied to the original serial algorithm, such as the use of shared

memory and load balancing among threads. In addition, synchronization techniques have been tested and

several cases have been considered. All key components of the parallel algorithm have been tailored to the

GPU for execution in a single kernel, which reduces overhead significantly. Moreover, high and low levels

of parallelism are considered to adjust the serial algorithm to use new available features of the GPU. With

the used parallel optimization techniques, doors are open to apply more algorithms and reduce the execution

time per simulation step. For example, running more than one simulation at the same time is now possible

after applying domain decomposition technique.

Different MC methods have different characteristics and simulation models. Each of which requires

different optimization techniques and careful GPU resource management. Those methods have been moved

to run on the GPU to reduce the execution time of the simulation. The evaluation of the parallel canonical

algorithm on an affordable graphics processing unit shows a speedup of up to 15 times compared to the

optimized serial implementation, and 2303 times speedup compared to Towhee for a small problem of size

4,096. Through the process of developing the parallel algorithm, an empirical optimization approach has

100
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been applied. This approach centers on selecting optimal block sizes for kernel invocation, which was

128 threads per block for large problem sizes. An implementation of cell list for this algorithm shows an

additional factor of 11 times of speedup over the parallel implementation of the same algorithm. The reason

for this decrease in execution time when using cell lists is due to the avoided calculations for particles that

are out of cutoff range.

The cell list implementation does not offer any performance benefits until we have more than 4,096

particles. Traditionally, simulations using serial codes have not used more than about 2000 particles because

of the long running time, so a cell list implementation has not been considered efficient.

Due to the lack of current serial cell list implementation in our code, and for a performance comparison,

we report speedup results of our GPU algorithm compared to a single core CPU code as evidence of per-

formance benefits of the CUDA code with no cell list implementation. Also, we compare the CUDA code

with an efficient cell list implementation. Different cell sizes have been studied and performance results has

been explained. Moreover, different algorithms have been developed for implementing the cell list and the

performance results have been discussed.

In this work, we developed a MC code for the Gibbs ensemble simulation of Lennard-Jones atoms that

utilizes graphics processors (GPUs) achieving a factor of over 45 times speedup in comparison to a single

core serial code. This will open the door for new research since the Gibbs ensemble is the best method for

determining the phase diagram of fluid mixture.

An extension to the Gibbs ensemble method has been implemented, configurational bias. In this exten-

sion, the acceptance rate of moving particles from one box to the other is enhanced allowing the simulation

to reach equilibrium faster by attempting multiple similar moves at the same time. However, this creates a

sampling bias that needs to be removed by applying extra calculations. Multiple attempts can be conducted

in parallel, which minimizes the execution time significantly. The speedup gain of using the GPU to execute

this algorithm shows a factor of up to 50 times speedup over the efficient single core implementation and a

slightly better execution time over that when using GPU streams.

The grand canonical algorithm has been implemented and optimized to run on the GPU as well. However,

the speedup achieved with this implementation was less than the Gibbs algorithms and more than that for the

canonical one. This is mainly because most moves in the grand canonical algorithm are displacement moves,

which is less computation intensive than the Gibbs ensemble method. On the other hand, the overhead of
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maintaining a dynamic box is more than that for the canonical ensemble. That being said, the parallel grand

canonical algorithm shows about 16 times speedup over the single core implementation and an additional

factor of 8 times speedup when using the cell list implementation, adding up to 128 times speedup over the

single core code.

While our implementation features only the simple Lennard-Jones potential, it is trivial to replace this

potential by other pair-potentials such as the coulombic interactions. Moreover, it is possible to implement

many other techniques, such as Ewald sum methods and chain molecules.
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The objective of this work is to design and implement a self-adaptive parallel GPU optimized Monte

Carlo algorithm for the simulation of adsorption in porous materials. We focus on Nvidia’s GPUs and

CUDA’s Fermi architecture specifically. The resulting package supports the different ensemble methods for

the Monte Carlo simulation, which will allow for the simulation of multi-component adsorption in porous

solids. Such an algorithm will have broad applications to the development of novel porous materials for the

sequestration of CO2 and the filtration of toxic industrial chemicals.

The primary objective of this work is the release of a massively parallel open source Monte Carlo sim-

ulation engine implemented using GPUs, called GOMC. The code will utilize the canonical ensemble, and

the Gibbs ensemble method, which will allow for the simulation of multiple phenomena, including liquid-

vapor phase coexistence, and single and multi-component adsorption in porous materials. In addition, the

grand canonical ensemble and the configurational-bias algorithms have been implemented so that polymeric

materials and small proteins may be simulated.

This simulation engine is the only open source GPU optimized Monte Carlo code available for the

generalized simulation of adsorption and phase equilibria on a very large scale. As a result of conducting

many optimization techniques and allowing the system to adjust for the change of simulation state, the
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original MC algorithm has been rewritten based on an existing serial algorithm to suit the massive parallel

devices resulting in reductions in computational time. This large time reduction allow for the simulation of

significantly larger systems for longer timescales than is currently possible with existing implementations.

Results of the extensive research and applying device specific optimizations resulted in significant speedup.

First, for the NVT method, a fully optimized serial algorithm has been implemented and the performance

results has been compared to Towhee. A speedup of about 438 times has been achieved for a relatively small

size problem of 4096 particles. In addition, two algorithms to run on the GPU with and without cell list

structure have been implemented. The total speedup of the parallel code with cell list over the serial code

was more than 160× faster. Moreover, for the grand canonical ensemble, a serial and two parallel algorithms

have been developed. The simulation box in this method can be resized, which added a change to the algo-

rithm that needed to adapt with the box size and adjust itself. The performance of running the CUDA code

with cell list versus the serial code that doesn’t have a cell list structure is a factor of 130 times faster.

More MC ensembles have been transferred to the GPU. The Gibbs ensemble method has two simulation

boxes and three types of moves. This method has been studied carefully and the GPU algorithm has been

implemented to port the computation intensive functions to the GPU. The performance of the GPU code was

about 50× faster than the serial code. Finally, an extension of the Gibbs method has been implemented on

the GPU. The particle transfer from one box to the other is the affected move type by this extension. CUDA

streams are used to parallelize K trials for this method. A factor of three times speedup for the particle

transfer move has been achieved for the best case. However, due to the low execution rate of the particle

transfer move, just 10% of the total moves, the speedup has minimal effect on overall execution time of the

simulation. Furthermore, a different run with all move types on Kepler K20c card has been executed, and a

factor of 2 times speedup has been reported over the CUDA code on the GeForce GTX 480 card.

The main contribution of this work to society is when the above implementations become open source

to the public through http://gomc.eng.wayne.edu. Also, other researchers can take advantage of the lessons

learned with advanced optimizations and self-adapting mechanisms specific to the GPU. On the application

level, the current code can be used by the chemical engineering community to explore accurate and affordable

simulations that were not possible before.
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