DIGITALCOMMONS

— @WAYNESTATE— Wayne State University

Wayne State University Dissertations

1-1-2011

Efhcient channel allocation and medium access
organization algorithms for vehicular networking

Zaydoun Yahya Rawashdeh
Wayne State University,

Follow this and additional works at: http://digitalcommons.wayne.edu/oa_dissertations

b Part of the Computer Engineering Commons, Computer Sciences Commons, and the Electrical
and Computer Engineering Commons

Recommended Citation

Rawashdeh, Zaydoun Yahya, "Efficient channel allocation and medium access organization algorithms for vehicular networking"
(2011). Wayne State University Dissertations. Paper 359.

This Open Access Dissertation is brought to you for free and open access by Digital Commons@WayneState. It has been accepted for inclusion in

Wayne State University Dissertations by an authorized administrator of Digital Commons@WayneState.


http://digitalcommons.wayne.edu/?utm_source=digitalcommons.wayne.edu%2Foa_dissertations%2F359&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.wayne.edu/?utm_source=digitalcommons.wayne.edu%2Foa_dissertations%2F359&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.wayne.edu/oa_dissertations?utm_source=digitalcommons.wayne.edu%2Foa_dissertations%2F359&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.wayne.edu/oa_dissertations?utm_source=digitalcommons.wayne.edu%2Foa_dissertations%2F359&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/258?utm_source=digitalcommons.wayne.edu%2Foa_dissertations%2F359&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/142?utm_source=digitalcommons.wayne.edu%2Foa_dissertations%2F359&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/266?utm_source=digitalcommons.wayne.edu%2Foa_dissertations%2F359&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/266?utm_source=digitalcommons.wayne.edu%2Foa_dissertations%2F359&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.wayne.edu/oa_dissertations/359?utm_source=digitalcommons.wayne.edu%2Foa_dissertations%2F359&utm_medium=PDF&utm_campaign=PDFCoverPages

EFFICIENT CHANNEL ALLOCATION AND MEDIUM ACCESS
ORGANIZATION ALGORITHMS FOR VEHICULAR
NETWORKING

by
ZAYDOUN RAWASHDEH
DISSERTATION
Submitted to the Graduate School
of Wayne State University,
Detroit, Michigan
in partial fulfillment of the requirements
for the degree of
DOCTOR OF PHILOSOPHY
2011
MAJOR: COMPUTER ENGINEERING

Approved by:

Advisor Date




© COPYRIGHT BY
ZAYDOUN RAWASHDEH
2011

All Rights Reserved



DEDICATION

| dedicate this work to my parents, Rawashdeh Yain Amneh, for their continued
support and encouragements. | also dedicate thils twany brothers and sisters for their
love and support, they have always encouraged martbexcellence. Special thanks to

all my friends.



TABLE OF CONTENTS

D= [[ox= 110 o U PSP PP PP TPPO ii
LISt Of FIQUIES .o Vi
LISt Of TADIES ... X
CHAPTER 1: INTRODUCTION ...coiiiiiiiiiiieeiit et s sttt e s ee e snnieeee e s sseeennnes 1
CHAPTER 2: BACKGROUND AND RELATED WORKS.......ccceiiiieiiiiiiee e 10
2.1 Admission Control and Scheduling in VANET w oo 10

2.1.1 Maximum Freedom Last Scheduling Algorithm f@ownlinks of DSRC

N L 4110 RPN 12
2.2 Clustering iN VANET . ...ttt eeb et ee et ssbeeeneeeeeeeeees 16

2.2.1 Cluster-based Media Access Control in VANET...............ccco. 17

2.2.1.1 Media Access Concept for VANETSs Based arst@ring...............coocoeeeee. 17

2.2.1.2 Cluster-Based DSRC Architecture for QOSviBroning over Vehicle Ad

HOC NEIWOIKS ... 20
2.2.2 Cluster Formation Algorithms. ... 23
2.2.2.1 The Cluster-Based Location ROULING. ......ccooeeeiiiiiieiereeee e 26
2.2.2.2 Clustering Formation for Inter-vehicle Commgtation. ................c.ceevveeeneeee 28



CHAPTER 3: The proposed methods for channel aaes<€lustering in VANET ...... 30
3.1 Channel Allocation for RSU Based on Virtual R&mish Time ........cccccceeeenne 30
3.1.1 Motive and System DeSCHPLION ... eeeeeeeeieeieeieeieeieeeeeier e eeeeaaees 30
3.1.2 SYSEM MOUEI ...coeviiiiiiiiieieeeee ettt 32
3.1.3 ProbIem ANAIYSIS ......cuuuiiiiiiiiiiiiee s 33
3.1.4 Time Shares COmMPENSAtION ........cooieeeeeeeeiiiiiiiiiiieieiireiriiererree e eaa—— 38
3.1.4 Algorithm DeSCHPLION ......covviiiiiiie e 41
3.1.5 Allocation and Distribution of Time Shares...........ccccccccviiiiiiiiiiiieeeeeen, 44.
3.2 Media Access Technique for Cluster-based Vddnicdd hoc Networks. ............ 45
3.2.1 SYStemM DESCHPUION ...eevviiiiiiiiiiitiemeemeeeeeeteeteeeeeteeteeeseseesesseeseseeesrenerneeseeeees 45

3.2.2 Cluster Formation and Cluster Members Funatity..............ccooeeeeieiinennnnnnn. a7
3.2.3 The Cluster System CYCle..........cooiviiiiiiiiiiieeeeeee e a7
3.2.4 Delay ANAIYSIS ....ieiiieies e sttt ae e e 49
3.2.5 The Impact of IEEE 802.11 Distributed Cooatigd Function (DCF) on the
Delay of the Safety MESSAQE.........uuuuuiiireiiieiiiiiiieiieiiiieeiieieeieeebeneeebenebeeneeeeee e 52
3.3 A Novel Algorithm to Form Stable Clusters inhaular Ad hoc Networks. ....... 53
3.3.1 System Overview and ASSUMPLIONS ... .cccummmmerrrrremmmmmmmmmeneninnnnnnneneneneee 23
3.3.2 Clustering Process and Protocol StruCtUre...........ceeeeeevivveviiiiineeeeeeeeeiees 55
3.3.3 Neighborhood RelationShip ............ o eeeeeeeiiiiiiiiiiiiiieiiiiieiie e 56



3.3.4 Cluster-Head Election Parameters ..o 57

3.3.5 Cluster Formation AlgOrithim...........oeceamiiiiiiiiiiiiiiiieiiiee e 60
3.3.6 Analysis of Cluster-Head EleCtion............ccccccevviiiiiiiieeeeee, 64
3.3.7 CluSter MaiNtENANCE .........cceoi et cmmmmne et e e e e e e ettt e e e e e e s eee e e e 67
CHAPTER 4: SIMULATION AND PERFORMANCE EVALUATION.........ccccceennee. 70

4.1 Performance Analysis of the Channel AllocationRSU Based on Virtual Task

[ 11 o T L 0 TP 70
4.1.1 SIMUIAtioN ENVIFONMENT ...t ettt ettt et e e e e e e e reeneeenns 70
4.1.2 MELFICS fOr @VAIUATION .. .cviiee et e et e ettt e et et e e e e e e e eneeeeneeenns 72

4.2 Performance Analysis of the Media Access Tepifor Cluster-based Vehicular

A NOC NEIWOTKS ...t ettt e e e e e et eeee e e sene e 75
4.2.1 SIMUIatioN DESCIPLION .....ccevviereet s eeeeseasaaseasaesaaaaasaaaaas e e e e e s e e s esseessnneans 75
4.2.2 MetriCS and RESUIES ........uuuiiiiii et 76

4.3 Simulation and Performance Evaluation of CluBt@mation Algorithm ............ 79
4.3.1 SIMUIALION SEIUP ...evviiiiiiiiiiiiieiieeeeree ettt e e raee e e e aeeeas 79
4.3.2 EVAlUALION CHEIIA ....ceeiiiiiiiiieet ettt e e e 81
4.3.2.1 Cluster Stability .........cooiiiiiiiieeee et 81
4.3.2.2 Average Cluster LIfetime.........ouiceeeeeiiiiieeeeeeeeeeeeeeee e 85
4.3.2.3 Number of CIUSLEIS ... 87



4.3.2.4 Overhead for CIUSLEIING ... ... e 90

CHAPTER 5: CONCLUSION ..ottt e e e e eenneees 93

CHAPTER 6: FUTURE WORK ... 95
BIiblOGraphy ..o 96
ADSTIACT ... 105
Autobiographical StatemMeNt.............euiiiieeeeeeii e 107

Vi



LIST OF FIGURES

Figure 1.1 a) The DSRC spectrum b) channels 17ugtr 184 divided into 6 Service

Channels (SCH) and one Control Channel (CCH).ceeueevvvvviviiiiivivinnnnnes 2
Figure 2.1 RSU deployments along the roadside...........cccoeoeiiiiiiiiieecee, 13
FIQUIE 2.2 VANET ClUSEET ...cceeiiiiiiiieieeteeeeee ettt eaen e e 16
Figure 3.1 Vehicles in the RSU communication range...........cccceeeveeiieeeeieeeeeeeeeeen, 31
Figure 3.2 Hlustrative eXample ........oooo i 37
Figure 3.3ime plan alloCation ........cccoooiiiiiiiiiii 43
Figure 3.4 task share redUCLION ............cueueieeiiiiiiiie e 44

Figure 3.5vehicles’ positions with respect t0o the RSU eeevvvvvviieiiiiiiiiiiiiiiiiiiennnn. 45

Figure 3.anter/intra-cluster communication liNKS.......cccccccvviiis 46
Figure 3.7cluster SYStem CYCIE ... ... 48
Figure 3.8message generation and transmission during a sggle ........................... 51

Figure 3.9neighborhood relationship of a given vehicle ......cccccvvvieiiiiiiiiinnnnn. 57

Figure 3.10suitability ValuEm=1 ... .. 59

vii



Figure 3.11clustering iNitiation PrOCESS ..........oiiiiceemeeeeeeieeteeeeeeeeieeeeeiesbeseneeeeeneneaenes 60

Figure 3.1Zluster-head determination ProCESS ........cceeeeeereriiiiieiiieieeieeieeeeeeeeeeeeeeneens 61
Figure 3.13Finalizing ClUSIENNG PrOCESS ....coiiiiiii i e 62
Figure 3.14 vehicles’ location with respect to @@V node.............cccvvvvvvvvvveveeeenn. 65.
Figure 3.15robability density function (PDF).........coceeeeiiiiiiiiiicini e 67
Figure 4.1 tasks Per MINULE .....cooiiis oo cocemme e s 73
Figure 4.2 failure rate..........oooo oo ettt e e e e e e e e e 74
Figure 4.3 effeCtive CYClE USAQE..... ... uucummmmmceieeieee i ees e e e e 75
Figure 4.4 earliest NOtIfICAtIONS............coceeevviiiiiiiiiiiiiiiiiieiee e 77
Figure 4.5 average safety messages delay caussmhipetition-based technique ........ 78
Figure 4.6 (a) average cluster changes per vehicle.................ccco. 83
Figure 4.6 (b) average cluster changes per vehicle................cccc. 83
Figure 4.6 (c) average cluster changes per vehicle................co. 84
Figure 4.7 (a) average cluster lifetime ... e 86

viii



Figure 4.7 (b) average cluster lifetime ... 86

Figure 4.7 (c) average cluster fetime .....cccccvvveiiiiiiiiie e 87

Figure 4.8 (a) average total number of formed elsstor TB, PB, and WB................... 88
Figure 4.8 (b) average total number of formed elisstor TB, PB, and WB.................. 89
Figure 4.8 (c) average total number of formed eltsstor TB, PB, and WB................... 89



LIST OF TABLES

Table I: Application range and tolerance time wiwdor different VSC applications .. 52

Table 11: SImulation ParamEterS............ i eeeeeereiiiiiiiiieiiiiieiieeeeeeeieeirerre e 76

Table IlIl: The average and the standard deviatidhespeed ............cccccvvvviiininnnnnns 80..



CHAPTER 1: INTRODUCTION

Recent advances in wireless networks have ledetontihoduction of a new type of
networks called Vehicular Ad Hoc Networks (VANET)his type of networks has
recently drawn significant research attention simtc@rovides the infrastructure for
developing new systems to enhance drivers’ sale8].[Equipping vehicles with various
kinds of sensing devices and wireless communicatagabilities helps drivers to acquire
real-time information about road conditions allog/ihem to react on time. For example,
warning messages sent by vehicles involved in ament enhances traffic safety by
helping the approaching drivers to take proper glens before entering the crash
dangerous zone [4-5]. Moreover, information abbet ¢urrent transportation conditions
facilitate driving by taking new routes in case aingestion, thus saving time and
adjusting fuel consumption [6-7]. In addition tofetg concerns, VANET can also
support other non-safety applications that req@relity of Service (QoS) guarantee.
This includes Multimedia (e.g., audio/video) andiadge.g., toll collection, internet
access, weather/maps/ information) applications.

The communications in Vehicular Ad hoc Network (VEBN) can be categorized
into Vehicle to Roadside (V2R) units and Vehicle/ghicle (V2V) communications [8].
The Inter-Vehicle Communication (IVC) operates e t5.9 GHz band as shown in
Figure 1.1 (a) and (b). The spectrum is divided intchannels, one of these channels is

called the control channel, and the remaining sixcalled service channels.
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Figure 1.1a) The DSRC spectrum b) channels 172 through 18dedl into 6 Service
Channels (SCH) and one Control Channel (CCH)

The literature has numerous studies focusing on ¥2R V2V communications. In
this dissertation, we will study both V2R and V2\ontmunications. For V2R
communications, we focus on the resource managesmamd for V2V communications,
we focus on the network topology stability and maediccess organization using
clustering techniques.

The RSUs will be deployed along the main roadstwige passing by vehicles with
different safety and non-safety services. For tR&R\ommunications, we mainly focus
on the non-safety applications, where a bulk ochdeteds to be transferred within a short
period of time (e.g., travel information, digital aps downloading, commercial
advertisements, vehicles’ software upgradéshicles can stay in contact with the RSU
for a short period of time. Therefore, the servipesvided by the RSU should be
completed before the vehicles leave the RSU trassam range. In addition to that the
RSU should also be capable of dealing with increpsiumber of vehicles requesting
different services with different data sizes.

In overloaded conditions (during rush hours) tehgehicles might request different

services from a single RSU. These kinds of sceagr@se a very challenging problem



for the resource management algorithms used bR8tés. One of the main challenges is
channel allocation. Efficient channel allocation thoels should manage bandwidth
allocation in an optimal way to maximize the amoahtiata being exchanged. Another
challenge is the Admission Control (AC) problem.eTtask of the AC is to decide

whether to accept or reject the new request depgrati whether the requirements of the
new request will be fulfilled while maintaining tlggiality of service for all in-progress

services. In the overloaded conditions, inefficiadtnission control methods might lead
to congestions and delay of packets delivery, winkdults in an increase in the number
of failed tasks.

Channel allocation and admission control methodp@sed for single-hop wireless
transmission targeted long-term flows like multingedpplications [9] [10]. However,
these methods cannot perform well in high dynameiworks like VANETS. Therefore,
channel allocation and admission control schemeas R&Us should take into
consideration the short connection duration betw#en vehicles and the RSUs, the
deadline constraints, and the resource sharing @maittiple concurrent vehicles.

With the increase number of arrivals, the loadl@RSU increases. When the RSU
becomes close to overloaded situations, acceptioige modes means pushing the task
finish time closer to the deadline (vehicle leavimge) as in [11] [12]. However, pushing
the task finish time to the edges results in a Vigyt air-time transmission plan, which
increases the risk of the task, thus, increasirg phobability of task failure and
increasing the number of failed tasks. This cowddilg happen due to fluctuations in
channel conditions, especially when the vehicle @soaway from the RSU where the

signal strength becomes very weak.



In this dissertation, we propose a channel allocasilgorithm used to generate an
air-time transmission plan for each task untiltdwk is completed. The algorithm focuses
on reducing the risk of the vehicles that have kgstting service for long period of time
and are about to leave the RSU range, and keepsthér the rest of the vehicles (the
recently admitted ones need more time to leaveRB& transmission range) at the
minimum level (the estimated task finish time sldonbt exceed the vehicle departure
time). The algorithm tries to allocate the charsweth that the minimum requirements for
the tasks are guaranteed and at the same timgdtesrsthroughput is increased.

Our proposal is motivated by the fact that vehicleevement is predictable and is
restricted by the structure of the roads, the spieats, and the traffic flow constraints.
For example, the number of arrivals to/departuresifthe RSU region is predictable and
can’'t exceed a certain number of vehicles per afnitme due to physical limitations like
vehicles length, width, and the safe distance betw®o consecutive vehicles on the
same lane. For example, two consecutive vehiclab®same lane can’t depart from the
RSU range at the same time. Consecutive vehicleth@rsame lane tend to have Safe
Distance(SD) greater than 1.5 seconds; therefore, if the |gpdhiclev;, leaves the
RSU range at timeg, thenv;, the following vehicle, will leave at least at gm+ SD.
Unlike MANET where the movement of the nodes isd@n and it’'s difficult to predict
the number of arrivals and departures, the numbdepartures from the RSU region at
the same time can’t exceadnodes on a-lane road). Simulation results show that our
algorithm maintains a higher number of admitteddaand at the same time reduces the
failure rate of those tasks. Our algorithm effi¢hgmtilizes resources, such as bandwidth

and time, compared to other admission techniques.



Our proposed algorithm calculates the expected iphlysask finish time for the
arrivals and allocates a transmission plan for esdrnitted task. The vehicles that are
closer than others (in terms of distance) to le#twe RSU range will be treated
differently. Those vehicles will be allocated atwal transmission plan that is basically
the expected task finish time plus an extra timedahe Backup tim&\,;, that can be
used in case the vehicle couldn't finish its tasktime. This extra time (or part of it) will
automatically be assigned to the next vehiclesetveé the RSU range in case the first
vehicle completed its task before the deadline. @lgorithm always re-evaluates the
transmission plan of all admitted tasks and allesavirtual transmission plans
accordingly.

For the V2V communications, we try to address theblem of medium access
organization in high VANET dynamic environments. NEBT topology, due to high
nodes’ mobility, changes rapidly, thus, introducinigh communication overhead for
exchanging new topology information [13,14]. SeVemtrol schemes for media access
and topology managements have been proposed [13615/]. One of these schemes is
establishing a hierarchical clustering structuréhimi the network. The clustering allows
the formation of dynamic virtual backbone that tenused to organize media access, to
support QoS, and to simplify routing [13, 18,19]ailkly, nodes are partitioned into
clusters, each with a Cluster-Head (CH) node thaesponsible for all management and
coordination tasks of its cluster.

In order to have efficient channel access methosiaguVANETS' clustering
schemes, it's very important to make VANET topoldggs dynamic by forming local

strongly connected clusters, thus, increasing taleilgy of the network topology on the



global scale. Therefore, we focus on the mediunesgorganization and the stability of
the network using clustering in VANETS.

Clustering has been used as one of the methodsgiminze medium access in
wireless networks [18, 20-23]. Media access teasgn cluster-based schemes should
guarantee access fairly to all cluster members suath every cluster member can have
the chance to exchange its data. Different VANHIS@ring schemes proposed different
media access protocols. However, most of thesenigebs fall into the following
categories: Scheduled-based for intra-cluster comncations, contention-based for inter-
cluster communications and cluster-head to clusted communication for multi-hop
data dissemination. In these proposed schemesgchweeluled-based technique is used to
avoid interference among cluster members.

In this dissertation, we propose a new medium acthnique that can be used for
intra/inter cluster communications and managemditis protocol integrates the
centralized approach of cluster management andritversal way of forwarding data in
VANET, where the farthest vehicle forwards datakwesrd in an effort to increase the
coverage area. In this technique, time is divided cycles; each cycle is shared between
service and control channels and divided into tad During the first part, leveraging
Time Division Multiple Access (TDMA), service chaglnwill be used for Intra-cluster
management and safety message delivery within tbsetec. In the second part,
neighboring clusters will exchange safety messagesadvertisements over the control
channel using media contention-based techniqugsarkllel with the second part, cluster
members can use service channels to exchange feig-data with one another and with

members of neighboring clusters.



Ensuring stability is another major challenge flustering algorithms especially in a
highly dynamic environment. Thus, efficient clugtgralgorithms should not only focus
on forming a minimal number of clusters as mangtxg algorithms do, but maintaining
the current cluster structure and keeping the @aattat the minimum level. Most of the
existing VANET clustering algorithms are derivedrfr the MANET clustering schemes
[13, 21-26]. However, these algorithms lack a téghe to capture the mobility
characteristics of VANET nodes and fall in a magmawback of forming clusters
considering only position and direction of vehiclegated in geographic proximity
regardless of their high relative speed. We belteaé the existence of group members in
the same geographic area doesn’t mean that theliettie same mobility patterns, e.g.,
vehicles on the left lanes move faster than thecleton the right lanes, and thus their
relative speed might be very high.

Since the main goal of clustering is to make glotmgology less dynamic, we
believe that, changes in the network topology anglobal scale are directly related to
the stability of local clustering structure. Thenef, in order to enhance their stability,
clustering models need to be redefined so that #neycharacterized based on the full
status elements: speed difference, location, arettihn rather than considering only
position and direction. In this thesis, we introd@cnew clustering approach with the aim
of increasing network stability and make it lessatyic. This approach takes the speed
difference, in addition to the location and direnti into consideration. The proposed
clustering algorithm runs on all nodes in a fulligtdbuted fashion. This algorithm is
used to divide the network nodes into clusters dhelt when the network is finally

partitioned (clustered), the probability of paditing along cluster boundaries is achieved



with high probability. This means vehicles with higobility are grouped in one cluster
and vehicles with low mobility are grouped in aresticluster. We also propose a new
multi-metric election method that can be used bglesoto determine their suitability to

become cluster-heads (CH). A simulation was coretli¢d evaluate our method and
compare it with the most commonly used clusteringthods. The Simulation results

show that our technique provides more local stahlster structure which results in a
more stable network structure on the global scale proposed method reduces the
average number of clusters changed per vehiclesirmréases the cluster lifetime

significantly.

The remaining chapters of this dissertation aramimged as follows:

Chapter 2 —presents background information and review of tast pesearch done on
the admission control and scheduling methods usedR8Us, and on the cluster

formation and cluster-based media access in VANET.

Chapter 3 — presents, in details, the proposed virtual tasistinime admission control
algorithm used by the RSU. It also presents a ldetagxplanation of our cluster

formation algorithm followed by the cluster-baseddia access technique in VANET.

Chapter 4 — describes the simulation environment, the perfocaagvaluation metrics,
and the simulation results of the comparison betweer proposed techniques with

others.

Chapter 5 —presents the conclusion.



Chapter 6 —presents the future work.
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CHAPTER 2: BACKGROUND AND RELATED WORKS

The literature has numerous studies proposing rdifte methods for resource
management in the wireless networks, especiallyattraission control and scheduling
problems. There is also a large body of the litemstudied the concept of clustering to
organize the media access and to increase thditgtadi the mobile networks. This
chapter presents an overview of the most recenksvtirat have been developed for

admission control problem and the clustering methond/ANET.

2.1 Admission Control and Scheduling in VANET

The main task of the Admission Control is to dedm@dmit or reject new requests
(upload/download) depending on whether the requerdm of the new task will be
fulfilled while the requirements of all in-progressrvices are guaranteed. The admission
control algorithm tries to determine how resouraes allocated and makes its decision
based on that. Different factors are taken intmant like the data size, the trip time of
the vehicle under the RSU transmission range, timeber of already admitted tasks, etc.
Once the task is admitted, the RSU has to grart igh probability the completion of
the task. Otherwise, the admission control algorith not efficient.

Many research papers proposed different admissiatral and scheduling methods
for single hop wireless networks. Most of the pregmb schemes targeted the long-term
sessions like multimedia services [27, 28, 29]. &ample, the authors of [30] took into
consideration the coexistence of the Real-Time (&0 Best Efforts (BE) services. The
proposed method tries to improve the BE servicegjibing high priority to the RT

packets only when they are close to their deadlime$9], the authors used the traffic
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characteristics given in the traffic specificatelement of the IEEE 802.11e to derive the
guaranteed rate for the flows. The impact of thadrdraffic dynamics (e.g., vehicle
speed, density, and number of arrivals) and theede®oint’s (AP) characteristics (e.g.,
transmission range and data transmission rateheramount of downloaded data was
studied in [31]. In [32], the admission control wstsidied using the Earliest Deadline
First (EDF) algorithm. In wireless communicatiomapst of the admission control
schemes, proposed for one-hop communication nesyorkainly focus on long
connection duration flows like multimedia servid@sidio/video). In [33], the authors
studied the call admission for Voice over IP (VOMws, where a technique called
virtual career sensing was proposed to estimateintipact of the new flows on the
admitted ones. Some other studies were proposetthdashort connection durations like
the RSU to vehicle cases. The authors of [34] pgeda lower layer optimization used
for scheduling when multiple vehicles are in thega of the RSU. This work was built
based on the opportunistic scheduling proposed3bj, [which basically assign the
channel to the node with good signal quality amibrg the others with weaker signal
conditions. However, this method is unfair becatiemedium is shared among nodes
with good Signal to Noise Ratio (SNR), and the gkhthat doesn’t share the medium,
because no other vehicles are simultaneously vatd $SNR, will get better throughput
than others. In addition to that, vehicles thatdeapto be shadowed will never get a good

SNR and therefore might never get the chance thsnd.

The authors of [36] proposed a scheduling metheddwnload/upload between
vehicles and RSUs. However, the authors didn’t iake consideration that the channel

status sometimes can be in bad conditions, andreskthat packets can be delivered as
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long as the vehicle is within the RSU range. Thisp aleal with the task as a single

packet to be transmitted.

In [11], the authors focused on evaluating the midkthe admitted tasks. The
objective is to determine whether all tasks camdmitted within a quantified risk [11].
They introduced a new metric to evaluate the rikhe task. The metric is used to
estimate the total data size that can be tranginiitdore the vehicles depart from the
RSU range. The proposed algorithm gives the task thie minimal transmission rate
preference over others even if they are going &awvdethe RSU at the same time. The
algorithm doesn’t take into consideration the anta@inesources reserved for the task to
give it more priority to complete. It's unfair toake all vehicles have the same risk. The
risk of the vehicles that have been using the badttwor long period of time should be
kept at the minimum level, and be minimized as laaghe vehicle progresses and comes
closer to leave the RSU transmission range. Therighgn uses linear programming to
determine the solution and to generate the trassomplan. The algorithm assumes that
the solution is always feasible for the in-sessiasks which might not be the case

always. In the following we will discuss in detaillee work proposed in [12].

2.1.1 Maximum Freedom Last Scheduling Algorithm forDownlinks of DSRC
Networks

The authors of [12] proposed a Maximum Freedom L@SFL) scheduling
algorithm for V2R communications. The MFL algorithwas proposed to minimize task
failure and to reduce the handoff rate under th&imam tolerable delay. The authors

assume that the RSUs are fully deployed alongdad side as shown in Figure 2.1. The
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A A~

W OBU 1 WOBU 3 W 0BUS
W 0BU 2 W9 0BU 4

Figure 2.1 RSU deployments along the roadside

MFL algorithm schedules the service according teess factors like: the remaining
dwell time of the service channel, the data size,ttansmission time, and the maximum

tolerable delay.

» System Operation

The RSU broadcasts a Road side Service Table (REBT}he Control Channel
(CCH) to announce the service provisioning. The Bdard Units (OBUs) compete to
send OBU Service Table (OST). The response duratiomhich the OBUs can send
OTSs is defined as the CCH wait tifig. The number of the admitted OBUs in each
cycle is restricted tg. The RSU and the admitted OBUs use the Servican@hdSCH)
for data transmission. The time duration of SCHdgax The MFL algorithm classifies
OBUs as new, handoff, and ongoing OBUs. New OBUsthe ones that just sent the
OSTs, the handoff are the ones that have just asgplthe handoff procedure but not
listened to the RST, while the ongoing OBUs are tmes with unfinished data
transmission. The RSUs send data to the OBUs aocptd the service list. If the SCH
time Tsmax €xpires during the transmission, then the transonsis suspended. The

OBUs and the RSU jump to the CCH for a peri@dIf no high priority RST is received
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afterT,, then the suspended task is resumed after the &dUhe RSU are jumped back
to the SCH. If handoff OBUs or new OBUs requestises during the CCH time, then
the MFL scheduling algorithm is executed once adailcreate a new list and a data

volume assignment table.

* The MFL Scheduling Procedure

The MFL algorithm assigns a higher service priotitythe OBUs that have high
chance to complete their service completely. Amtmgse nodes, the ones with the
highest degree of freedom will be served last. DB& that has a lower transaction time
and longer remaining SCH dwell time is considet®sl dne that has a higher degree of
freedom. The OBU with higher degree of freedom tcderate longer transmission delay;
therefore, other OBUs can be serviced before ie dithors defined a Weighting factor
that is a function of queuing delay and maximurerable delay used to adaptively adjust
the service priority and the service failure. Th&lMalgorithm runs in four phases as

follows:

A. Initialization phase each OBU belongs to a service Agis assigned with its
scheduling parameters like virtual finish tirk@; and virtual start timesT,.
TheFT,; is basically the SCH dwell timB;, while theST is (FT-TX), where
TX is the remaining transmission time. The OBUs wi#tfinish their service
before leaving the RSU are members ofAkeset, while the ones that will be

partially serviced are members A

B. Reverse Lineup PhasAn iterative process is executed, as long\ass not

empty, to construct a temporary Isbased on the priority index of the OBUs
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in A+. The OBU with a high priority index is added toethst and gets
eliminated from seA+. The priority index of the OBU is higher when its

gueuing delay is large and still within the toldeatielay.

C. Transmission Time Pileup Phaga this phase, different parameters like the
SCH dwell time and the queuing delay of OBUs in #eare updated. In
addition to that, a service list is constructed dgding the OBUs in the
temporary listF after being sorted in a reverse order to the I[idte
completely served OBUs are scheduled, and the i#igorenters the final

phase

D. Partial Service Phasethe OBUs that are selected in this phase will be
partially served. The OBU that has the longest reimg SCH time inA-

group will be added to the end of the service list.

The proposed method doesn’t take into consideratienchange of the channel
conditions as the vehicle approaches and leavef 8¢ range. It doesn’t also have a
technique to evaluate the risk of the vehicleseesly the ones that have been getting
service for long period of time. In the overloade@narios when the plan is very tight,
the method tries to serve more vehicles by pusthimgtask finish time as close as
possible to its leaving time. This increases tis& of the vehicle, thus, increasing the
failure rate. This can easily happen because, @asehicle moves away from the RSU,
the channel conditions become unpredictable andrtkéetween the RSU and the OBU
becomes weakeAnother drawback is the proposed technique asstiméshe RSUs are

deployed along the roadside as shown in Figure Rdwever, this is not realistic,
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especially during the early phases of deploymerisreas the RSUs will be sparsely

deployed (this will be associated with very higlst}o

2.2 Clustering in VANET

Clustering in VANET is basically grouping a set w#hicles that share the same
mobility patterns in a logical entity called clus{&igure 2.2). This group should elect a
node called Cluster-head, which will be responsilite all inter/intra- cluster
communications and managements. Clustering allbwsdrmation of dynamic virtual
backbone to organize media access, to support @o$oasimplify routing [13, 18, 19].
Ensuring stability is the major challenge for cirstg algorithms especially in a high
dynamic environment like VANET. A successful dynansiustering algorithm should
achieve a stable cluster topology with minimal caminations overhead and minimal
computational complexity [37]. Several issues hgumpact on the performance of the

designed protocol need to be considered. Thesessptoposed by authors of [38], are:

Cluster

m Cluster-member ‘ Cluster-head

Figure 2.2VANET cluster
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» The clustering algorithm should consider the growgbility patterns.
* The algorithm must incur minimal clustering overnthele it cluster formation
or maintenance overhead.
* Network-wide flooding must be avoided.
* Optimal clustering may not be achieved, but theoilgm must be able to
form stable clusters should any exists.
In Section 2.2.1, we summarize the most recent oastlior cluster-based media access
organization in VENET environment. In Section 2,2v2 focus on the cluster formation

algorithms used in VANET.

2.2.1 Cluster-based Media Access Control in VANET
Many research papers addressed the inter/intréeclusrganization and task
coordination. In this subsection, we will brieflgpuiew two of the most recent cluster-

based media access organization presented in [22,23

2.2.1.1 Media Access Concept for VANETs Based onuGStering

The authors of the clustering algorithm [22] pragmba protocol for VANET cluster-
based schemes that relies on the Cluster Basedidwodouting (CBLR) [21] technique
to form new clusters. In this method, the statethefnodes are similar to these used by
the CBLR method. The only difference is that thelenaan be a member in more than

one cluster and this node is called a Gateway.

¢ Cluster Formation
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At the very beginning, the node is in the undecidede and waits for the HELLO
messages from other nearby nodes for a certaingefitime. Upon the reception of the
messages, the node takes the appropriate dectsmnge its state. If no messages are
received during this period, the node remains & uhdecided state until it receives a
message from a new node. To track the topology gdwf the network, each node
maintains two tables: one for all nodes it can leeat the other for the adjacent clusters.
To build and update these tables, the nodes musdtaege “HELLO” messages on a
regular basis. The node must also include the Iisafluster in the “HELLO” message.
Each member node knows about only one cluster-ireats surrounding, whereas a
gateway has more than one cluster-head in its.tdlldes get to know about cluster-
heads either via “HELLO” messages received direftbhm the cluster-head or via

information received from neighboring nodes.

Since VANET is very dynamic and the topology of thetwork changes very
frequently, the cluster members and the clusted-iiBato use their tables to decide on
changes in their states. When a cluster membeesethe range of a cluster-head, it
checks whether this is the only cluster it was animer of. If so, its state goes into an
undecided state. But if the node is in more thaa duster, it stays in the member or
gateway state. For the cluster-head, the casilésHit different. When two cluster-heads
come into direct transmission ranges (They canivedbeir HELLO messages directly),
one of them must give up its state and become abmenf the other one. The decision
of which one keeps its cluster-head state is basea weighted factor W which takes
into account: the connectivity, the mobility, anltetdistance to the neighbors. The

connectivity is given as the difference to the wwptm number of nodes. The mobility is
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calculated based on the difference of velocityhef nodes (the node with similar velocity
to the most nodes in its neighborhood will causs lkehanges in the cluster membership
than a node which is much faster or slower thanréls®. Combining these measures, a
weight factor can be calculated. This weight fagbows the suitability of a node to

become a cluster-head, the smaller i/ the better it is qualified to be a clusterdhea

* The media access control protocol

The proposed algorithm presents a media accesscptdahat depends on the TDMA
technique which divides the medium into time sldisese time slots are grouped into
frames. The frame consists of two phases; thednstis called the direct link phase and
the second is called random access phase. Therchedd sends “HELLO” message at
the beginning of each frame. Then the cluster-tsemdis a control message that contains
information about the assignment of the slots. Eamnh slot will be given an ID and only
the node with matching ID is allowed to send dutimg time slot. After that, nodes send
their data according to the schedule sent by th&tel-head. In the direct link part of the
frame, nodes within a single hop destination, comicate directly (no need for cluster-
head). But for multi-hop connections, the CBLR tdge can be used. In the second
phase of the frame, nodes use the random accebsdrtetaccess the media. During this
phase, nodes who are not members can join theeclast register at the cluster-head as
a cluster member. The length of this phase is biriand depends on the number of time

slots the cluster members requested for their data.
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2.2.1.2 Cluster-Based DSRC Architecture for QOS Prasioning over Vehicle Ad
Hoc Networks

In [23], the authors proposed new media accessiged for VANET based on
clustering. This method integrates the clusteririgordthm, contention-free, and
contention-based media access to support theimalttansmission of safety messages.
In this method, the seven channels of the DSRGssggned new functions and defined
as follows: Ch178 is Inter-Cluster Control (ICC)admel, Ch174 is Inter-Cluster Data
(ICD) channel, Ch172 is Cluster Range Control (CRGannel, and the remaining
channels are called Cluster Range Data (CRD). Utteoes of this method didn’'t use any
particular technique for a cluster formation. Tlesgume that the cluster-head is always
at the center of the cluster. Each vehicle is assuto have two DSRC transceivers. The
cluster-nead uses one transceiver for contentem dver the CRC channel to collect and
deliver safety messages as well as control packétsin the cluster. The second
transceiver is used to transmit the collected gafetssages to nearby cluster-heads via
the ICC channel. Each cluster member can use anedeiver to communicate with its
cluster-nead via the CRC channel, while the othmer will be used to transmit all non-
real-time traffic using one of the ICD/CRD channalssigned by the cluster-head. To
accomplish the operation of the whole system, tlopgsed technique is divided into
three core protocols, namely, the Cluster Configoma Protocol, the Inter-cluster
Communications Protocols, and the Intra-Cluster r@oation and Communication

Protocol.

» The Cluster Configuration Protocol
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This core protocol is used by vehicles to conth@ transition from one state to
another. Each vehicle in this method can operatieluone and only one of the following
states: Cluster-head (CH), Quasi-Cluster-head (QCHister Member (CM), and Quasi-
Cluster Member (QCM). When the vehicle is in the @ldte, one of its transceivers
operates on the ICC channel to forward the coltestdety messages to the neighboring
clusters and the other transceiver uses the CR@nehdo collect or broadcast safety
messages from/to cluster members. If the vehidie ke QCH state, this means that it is
neither a CH nor a CM. In this state, one transreivorks on the ICC channel so that it
can receive and send safety messages, while tlee wHnsceiver is turned off. If the
vehicle switches to the QCH, it functions as clustead except for the ability in forming
clusters. When the vehicle switches to the CM state transceiver works on the CRC
channel to receive the consolidated safety messagksend their own safety messages
as well as data reservation requests, while ther athnsceiver operates on the CRD/ICD
channels. Finally, when the vehicle state becom@®(t uses one of its transceivers to
operate on the ICC channel. Switching the transceity ICC guarantees that the vehicle
can receive and send safety messages. This ertbatéle vehicle can send and receive
safety messages even if it temporally loses contdttt the cluster-head. The second
transceiver uses the CRC channel to be able taneeshe communications with the

previous cluster-head.

¢ The Inter-Cluster Coordination and Communicatiootétol

In this protocol, the CH employs the TDMA technigoeer the CRC channel to
send and receive safety messages. In the CRC dhamreeaxis is divided into time slots

with equal lengthT. The length of the time slot depends on the nundfecluster
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members and the length of the cycle. The operagouence of this core protocol can be
summarized as follows: First, the cluster-head tese@ schedule list specifying each
vehicle when it can transmit according to the totamber of cluster members. The
cluster-head then distributes this list to all tlusmembers. Each cluster member
receives the list and sends its safety messagdaad-hannel reservation requests during
its own time slot. The cluster-head collects thegssages and then broadcasts them back
to the cluster members via the CRC channel. Thetaithead also transmits the collected
messages to the neighboring clusters via the IG@redl. Finally, the cluster members
can use the second transceiver by switching infd ¢€ CRD to send and receive non-
real-time data. The communication between two nodékin the same cluster is
performed using direct link without contention. &nvehicles are equipped with two

transceivers, the safety messages and the nomisreatiata can be serviced concurrently.

* The Inter-Cluster Communication Protocol

This protocol is used to organize the communicabietween neighboring clusters.
The contention based technique will be used bychlirter members to access the media.
The non-real-time traffic will be sent on the ICDhannel. Therefore, vehicles from
different clusters use the contention based meith6BE 80.11) [39] to access the
common ICD channel to send and receive this typedaih. The real-time safety
messages will be exchanged over the ICC channel CHy QCH, and QCM nodes from

different clusters contend for the shared ICC ckatmtransmit the safety messages.
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2.2.2 Cluster Formation Algorithms

In the previous section (2.2.1), we summarized sMABET clustering methods
focusing on the media access organization. Ingbetion, we try to summarize the most
recent studies about cluster formation algorithm&ANET, and the main parameters

that are considered during the process of clustendtions.

Most of the proposed VANET cluster formation altjoms were derived from
MANET clustering schemes [37], [38], [40-48]. Hovesy none of these methods
considered all mobility characteristics of the VANBodes. The clustering algorithm
proposed in [24] is basically the Lowest ID usedMANET with a new modification.
The authors included the leadership duration a$ agekhe direction in the lowest ID
algorithm to determine the node to be a clustedh&ae Leadership Duration (LD) is
defined as the period the node has been a leadsy 8ie last role change. The higher the
leadership duration, the more qualified the nodeibe a cluster-head. Therefore, the
cluster-head rule is: choose the node with thedshipadership duration and then choose
the one with the lowest ID. The formation of clustes based on beacon signals
broadcasted by the VANET nodes. Each node annoutsrdf as a cluster-head and
broadcasts this to all neighbors. If it receiveseply from a neighboring node with a
lower ID and a higher leadership duration, thenrbde changes its state to a cluster
member. When a node leaves its cluster, it lookafother cluster in the neighborhood
to join. If none of the neighboring nodes or theghboring cluster-head satisfy the

cluster-head election rules, then the node claisedfias a cluster-head.

The work in [24] was modified and presented in [2B]addition to the LD and the

Moving Direction (MD), the authors introduced theojected Distance variation (PD),
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which means distance variation of all neighborsraveeriod of time. Each node is
associated with a utility Weight (uW) of 3 paramsté_D, PD, ID), where the ID is the
identifier of the node. The LD parameter is givha highest weight. To define the total
utility weight, a lexicographical ordering of thep&rameters (LD, PD, ID) is used. For
example, the utility weight (LD1, PD1, ID1) is gteathan (LD2, PD2, ID2) if either
LD1 > LD2 or (LD1=LD2 and PD1<PD2) or (LD1=LD2 airD1=PD2 and ID1<ID2).
Based on this, the LD value has maximum importarzeits value is the primary factor
to determine the total uW. However, in both worR4][[25], the node that has higher
connectivity degree might not be elected to leaddluster if there is another node that
has longer leadership duration. This will produessl stable cluster structure, because
having longer leadership duration doesn’'t mean that node has high connectivity

degree that gives it the ability to lead the cluste

In [49], the authors proposed a heuristic clusterapproach for cluster-head
elections that is equivalent to the computatiorthef Minimum Dominating Sets (MDS)
used in graph theory. This approach is called Posiiased Prioritized Clustering (PPC)
and uses geographic position of nodes and theite®rassociated with the vehicles
traffic information to build the cluster structurBor clustering purposes, each node is
assumed to broadcast a small amount of informatiatself and its neighbors, which is
referred to by 5-tuples (node ID, cluster-head hDde location, ID of the next node
along the path to the cluster-head, and node prjoA node becomes a cluster-head if it
has the highest priority in its one-hop neighborh@md has the highest priority in the
one-hop neighborhood of one of its one-hop neighbd@he priority of the node is

calculated based on the node ID, current time haceligibility function. A Node having
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longer travel time has higher eligibility value,dathis value decreases when the velocity

of the node deviates largely from the average speed

The authors of [50] proposed a cluster formatiochtéque where nodes use the
Affinity Propagation (AP) method to pass messagesone another. Basically, the
proposed algorithm takes an input function of samiiies,s(i, j), which reflects how well
suited data poing is to be the exemplar of data pointNodes exchange two types of
messages: responsibility(j, j), indicating how well suiteg is to bei’'s exemplar, and
availability, a(i,j), indicating the desire gfto be an exemplar o The nodes use the self
responsibility,r(i, 1), and self availabilitya(i, i), to reflect the accumulated evidence that
nodei is an exemplar. When a node’s self responsibditg self availability become
positive, that node becomes a cluster-head. Thbeoesitproposed that a clustering
decision is made periodically every Clustering ivnét (Cl) period, and a clustering
maintenance is performed in between CIl. Howevegjinga cluster members make
clustering decision every CI will increase the bitity of re-clustering. Also the

authors didn’t take into consideration the spedi@mdince among neighboring nodes.

In [45], the authors proposed a clustering techaiju MANET applications. They
introduced an Aggregate Local Mobility (ALM), whigh a relative mobility metric that
used the Received Signal Strength (RSS) at theviegenode as an indication of the
distance between the sender and the receiver. Howdlre use of RSS is highly
unreliable, especially in VANET environment, asigaded by other researchers [51]. The

paper [45] also did not take the speed differexsxca parameter to form clusters.
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In [51], the authors basically uses the Aggregateal Mobility (ALM) proposed in
[45], with some modifications, as a criterion farggering cluster re-organization.
Originally, the ALM is a relative mobility metridhat uses the Received Signal Strength
(RSS) at the receiving node as an indication ofdiseance between the sender and the
receiver [45]. The ratio of the RSS of two sucocesgieriodic hello messages indicates
the relative mobility between the two nodes. In][5the authors used the location
information embedded in the periodic hello messdgedetermine the relative mobility
of the nodes instead of using the signal strenigthhis technique, if two cluster heads
come into direct communication range, they exchangee than one packet in a
predefined period of time in order to consider therging between the two clusters. In
case merging takes place, the cluster-head withother ALM value maintains its role
while the other gives up its role and becomes a beernmode in the new cluster.
However, the nodes that lost their cluster-headtduaerging or mobility and can't find
nearby clusters to join, they will all become chrdteads almost at the same time. There
will be a period where they will organize their miéas to who will be the new cluster-
head. However, the authors did not take the spéértathce of neighboring nodes into

consideration.

2.2.2.1 The Cluster-Based Location Routing

The Cluster Based Location Routing (CBLR) [21] iseactive [52], [53] type of
protocols. The location of nodes is used by thishoe to improve the efficiency of the
routing protocol. The operation of the proposeaathm can be divided into four phases
as follows: Cluster Formation, Location discovefgputing of data packets, and

Maintenance of location information.
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e Cluster Formation.

The initial step of this technique is accomplish®dthe formation of the clusters.
The formed cluster can have at least one clustaed-aed zero or more cluster members.
In general, the states of the nodes can be clegsifito: Undecided, Cluster-head, and
Cluster Member. Initially every node is always live tundecided state. The node starts a
timer and sends a "HELLO” message. If the undecidede receives a “HELLO”
message from a cluster-head before the timer idrezkpit becomes a member.
Otherwise, it becomes a cluster-head. The clustadimaintains a Cluster Table that
contains the addresses and geographic locationtkeomember nodes, and a Cluster
Neighbor Table that contains information about tieéghboring clusters. The cluster-
head frequently sends “HELLO” messages to inforhrers about its availability and to

give chance for new members to join the cluster.

The network is divided into multiple clusters. Thduster-head takes the
responsibility of exchanging data among neighborahgsters The cluster neighbor

tables are frequently distributed among clusters.

» Location discovery.

The protocol implements the reactive approach tamanicate with the destination
nodes. When a node needs to transmit data, it shebkther the destination is included
in its cluster table. If the destination node i mzluded, it sends a Location Request
(LREQ) packet. The cluster-head receives the LREQ &hecks its table (The packet
will be dropped if it has been received more thace). If the destination node is

included in its table, it replies by uni-casting.acation Reply (LREP) packet to the
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source node. Otherwise, it records the addresefréceived LREQ in its list and

forwards the LREQ further to its neighboring clustéead.

When the destination cluster-head receives the LRERQtracts the information in
the packet and records the location of the souctkenThe cluster-head sends a reply
LREP via its neighboring cluster-head. The replgked doesn’t have to maintain a
routing path, the path, instead, is determined ftbenlocation (the path traversed by the

LREQ may be different from that traversed by theElER.

* Routing of data packets.

Since both, the source and the destination nodew kheir relative positions. The
packets propagate from the source to the destmatised on the location of the nodes.
As the transmission is in the direction of the ohedion node, the path will be shorter
than the other routing methods (In routing methdds, path found might not be the

shortest one).

+ Maintenance of location information.

The CBLR algorithm was designed to operate in wagh mobile and dynamic
environment. This method allows the sender to wpdat location information before
sending every packet. Similarly, the receiver uesats location and then replies to the

sender.

2.2.2.2 Clustering Formation for Inter-vehicle Comnunication
The Clustering formation for inter-vehicle commuation [54] basically classifies

vehicles into groups based on the speed rangehitlgs. Vehicles that fall in the same
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speed group belong to the same cluster. The auttefised 7 groups based on the
minimum and maximum value of the speeds that tlicles can use. The range of the
speed difference is 15KMph for all groups excepugrO and group 6, which is 30KMph
and 10KMph respectively. The authors adopted thist'Beclaration Wins rule”, which
is basically a node that first claims to be a @dustead remains as a cluster-head and
rules the rest of nodes in its clustered area. Afiog to the authors’ definition, if a
cluster member speed changes such that the noddstet a speed that is different from
the group speed for a period of time, then, theenodst update its clustering group and
should seek for a new cluster even though the sl under the transmission range of
its current cluster-head. The authors proposedttigatiuster-head adjust its transmission
range when the density of the vehicles is very hibhe cluster-head can reduce its
transmission range to include less number of vebido reduce the management
overhead. One of the drawbacks of this techniquleaisthe first vehicle that claims to be
the cluster-head may have its speed and locatioth@toundaries of both parameters.
This cluster-head might lose the communicationshvilé members soon. Moreover,
having the cluster-head adjust its transmissiogeaccording to the speed of the group,
makes the cluster members on the cluster bounddrgfahe transmission range of the
cluster-head. Thus, these nodes will leave thaerug/hich results in an increase of the

cluster change rate.
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CHAPTER 3: THE PROPOSED METHODS FOR CHANNEL ACCESS

AND CLUSTERING IN VANET

3.1 Channel Allocation for RSU Based on Virtual Tak Finish Time

3.1.1 Motive and System Description
The Admission Control (AC) and Scheduling schemes RSUs are used to

determine how resources can be allocated to theests] coming from passing by
vehicles. If the requirements of the new arrivaktaan be fulfilled while guaranteeing
the requirements of the current in-progress sessibien the task is admitted otherwise
it's rejected. Mainly, the AC is used to handle #iteations when the RSU is close to the
overloaded conditions. In such scenarios, acceptioge nodes to increase system
throughput and bandwidth utilization means puskimg task finish time to the edges
(RSU departing time), which results in a very tigime allocation transmission plan
assigned to the admitted vehicles as in [11] [12]this case, the risk of those tasks
increases and the probability of task failure beesrigher. This could happen due to
fluctuations in the channel conditions, especiallyen vehicles move away from the

RSU where the signal strength becomes very weak.

To compromise between reducing the risk of thealehiand increasing the system
throughput, we propose a new technique with thé gfoleeeping the number of admitted
tasks at higher levels, and at the same time radubie risk of those tasks. The method
focuses on reducing the risk of the vehicles tlaathbeen getting service for long period
of time and are about to leave the RSU range. Totevenbehind our method comes from

special characteristics and physical limitationg.(eoad structures, flows constraints,
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RSU

Figure 3.1Vehicles in the RSU communication range

safe distance, etc) which, can be explained wiehhtelp of Figure 3.1 as follows: the
figure shows that 4 vehicles getting service frév@a RSU. Consecutive vehicles on the
same lane, e.g4 andB, try to keep Safe Distanc6L) (the safe distance is 1.5 — 3.0
sec). Vehicled is closer tharB (both are on the same lane) to depart the RSlmegi
Similarly € andD (both are on the same lane). Since vehcie closer thaB (similarly

C closer tharD) to leave the RSU range, then vehidieshould be treated differently
from vehicleB. VehicleA’s risk should be minimized, however, vehid&ecan tolerate
some risk because vehick will not leave the RSU range befafedoes (if vehicled
leaves the RSU region at tinmag, then vehicleB will leave, at least, at timg, + SD,
whereSD is the safety distance betwegrnand B). Calculating the expected task finish
time of vehicleA and allocating a virtual transmission plan thatludes an extra
reserved time for vehiclé (similarly C) can help minimizing the risk of the vehicle (this
extra time will automatically be transferred to tnensmission plan of vehicle once it
becomes the first vehicle on its lane to deparRB& region). The reserved extra time is
very small compared to the inter-arrival time, @his will not prevent the RSU from

admitting more tasks.
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3.1.2 System Model

The proposed work assumes that RSU and OBUs aippeguwith DSRC [8] and
GPS devices. Vehicles enter the communication rafgee RSU and request a service.
The RSU admits the new arrival as long as this asliom doesn’t increase the risk of the
vehicles under service (especially the ones the¢ lieeen getting service for long time
and are about to depart the RSU range), and asadetige RSU is able to finish the task

before the vehicle departs the RSU region.

For our method to function properly, it has to pcedhe position of the vehicle
while it's under the RSU transmission range. Afteat, the method can use the predicted
location of the vehicle with respect to the RSUifas to set the transmission rate and to
allocate the necessary time shares for the vehighicle’s future position can be
predicted using the GPS and the mobility informatispeed, acceleration, direction,
current position, etc). Same as proposed by [Iidnnel status can be represented using
data transmission rate and packets transmissitirdaFor data transmission rate, we use
1;¢ to denote the maximum transmission rate for vehieletimet. Since transmission
over the wireless media is prone to errors, themusep; . to denote the error probability
of transmission to vehiclé at timet (the transmission error probability can be
determined experimentally by varying the distaneeMeen the RSU and the nodes and

observe the number of failed packets over many)r@ane technique used in [11] [9].

In our proposed method, the time is divided intoetislots called cycles Each
cycle is of lengtlr sec. Each task will be assigned a time share duriroyy €gcle once

started to receive data flows from the RSU. Eask taust have a minimal transmission
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rate guarantee at each cycle once data flow betlpper layer applications require
continuous communications to maintain their conmgt[11]. In the rest of this section,

we use the terms tagland vehiclg interchangeably to refer to the same object.

3.1.3 Problem Analysis

The main goal of the admission control algorithetoi determine how resources are
allocated to the new arrival tasks. The task welldgimitted if the AC algorithm is able to
allocate the necessary resources otherwise iesteg]. Once admitted, the task should be
allocated sufficient resources to guarantee itscessful completion. The admission
control algorithms try to increase the system tghput and to reduce the risk of the
admitted tasks. The trade-off between acceptingenmmdes to increase the system
throughput thus increase system utilization anti@same time reducing the risk of these

admitted tasks can be managed by optimal resotitzation.

Given that the max transmission rate and the treassom probability error can be
determined in advance (test field results can bhedan [55]), the part that can be used to
control the amount of transferred data is the partf time shares to each admitted task.
For each task, the time allocation plan and thé&idigion of the time shares over the
vehicle’s trip under the RSU transmission rangeukhde managed carefully to

guarantee the successful completion of the task.

For taski, the amount of data transferred in cycls determined by the amount of
the time sharay;jc (0 <w;; <1) allocated during the cycle, the maximum

transmission rate; ;, and the probability of transmission erppi. Therefore, task
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should be allocated a time share in each cyclé tistfinished successfully, this can be

represented as follows

Z?il 1, wijc(1 — pij) = DR. (3.1)

wherer; ; is the maximum physical transmission rdi&, is the remaining data, artj is
the expected task finish time. Sineg; is the only parameter the algorithm can control

(r;,; and p; ; can be determined experimentally), they); should be allocated such that

ri,jWi,j(l — pi,j) = ri’ji”, for a”] (32)

min
’r.

;i is the min transmission rate guarantee for taskcyclej. This means each task has

a max number of cycle#/;, as follows:

Z?’:"l C * r{gin > DR, 3.3

In our proposed algorithm, the risk of the vehiei# be reduced automatically as it
progresses and moves toward the borders of the tRffidmission range. Our algorithm
differentiates between two types of vehicles. Tlkaides that are closer to leave the
RSU transmission range (in terms of distance asvshia Figure 3.1), and the other
vehicles that are behind the ones in the fronts Dapends on the number of lanes. The
road withonelane will have, at any time, only one vehicle elothan others to the RSU
range borders. For a road consistingndfines, there will ber vehicles that are closer
than others to the RSU transmission range bordieosd vehicles might be on different

lanes as shown in Figure 3.1 or might be on theedane).



35

We define two sets)1 to store the admitted vehicles (tasks) that amserlto the
RSU transmission range borders (the number of le=hin Q1 depends on the number of
lanes, so, fom-lanes road, there will be vehicles inQ1), and Q2 to store the other
admitted vehicles (tasks). For tasia @2, the expected task finish timé, is calculated,
and based on that the task is allocated a tranemigéan. The vehicles Q2 are not
going to leave the RSU before the one®1n therefore, the expected task finish time of
those vehicles2 members) can’t exceed their departing tinaed can be expressed as

follows:
d; <1;, Vi € Q2 (3.4)

For each task i@1, the algorithm tries to minimize its risk, theredoit's very
important to distinguish between the actual catedlaxpected task finish time;, and
the virtual task finish timed; ..., that will be used to allocate the final air-tiplan for

those vehicles. The actual expected task finisk fonQ1 members should always be:
d; <l;—A,, VieQl (3.5)

where A, is an extra time called Backup Time, which can Beduto transmit the
remaining data in case the task couldn’t be firdshetimed;. The algorithm calculates
the virtual task finish timef; ,,.,-, for each member @1 andQ2 as follows:

di + Abt' Vl € Q1

dipir = {di' Vi € 02 (3.6)

This means we need to allocate a transmission phlled Virtual Transmission

Plan,W; i, for @1 members assuming that the task will be finished; at A, instead
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of d;. Although, we know that the task will be finishetldg but we still reserve extra
time A,; so that the RSU can transmit the remaining dataréehe vehicle leaves the
RSU range in case the task was not finishet}.a@Eventually, vehicles i@1 will finish
their tasks or leave the RSU range, and the veh{dleembers of2) that become now
closer to leave the RSU region are removed f@gizrand added t@1. The A, (or part
of it in case it is partially used by tasksdm) will automatically be transferred to those
vehicles. This is a dynamic process that can béeqad in the example shown in Figure

3.2 (a) and (b)

Based on the above, the virtual transmission ptairafy Q1 member isW; ,,;, =
Ay + Zf;l w; jc, and the total allocated transmission plan foiQallmembers i$,; =
Y.ico1 Wivir- The transmission plan for aijj2 member isW; = Z?il w; jc, and the total

allocated transmission plan for af)2 members iy, = Yico2 W;. So, the total

transmission plail/;,;,; for K (K = Q1 U Q2) is:
Wiotar = Wo1 + Wo2 (3.7)

In our algorithm, the extra tim&,, is reserved and will dynamically be part of the
air-time transmission plan allocated to the velsitkaat are closer to leave the RSU range.
As soon as those vehicles finish their task ordelne RSU region, this extra time will
automatically be part of the air-time transmissmlan of the next vehicle to leave the

RSU region.

First, we explain our method using the example shimwFigure 3.2 (a) and (b), and

then we show the algorithm used to implement outhoee For simplicity, we show an
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example of aonelane road (Our algorithm can be implementednelanes road). The
example assumes departures every cycle (in reatiépartures of the same lane depend
on theSD that can be between 1.5-3 sec.). Initially,entered the RSU range first and is
allocated a plan, and ther2 entered the RSU range and assigned a transmigsien.
that, V3 arrived and squeezed into the total allocated. gtagure 3.2 (a) shows the state
of the system after admittin@®. Figure 3.2 (a) shows the state of the system for
cyclesj,j+1,j + 2, and j + 3. Sincevl is the first one to leave the RSU range, then
it's a Q1 member. Therefore, our algorithm allocates a alrttansmission plad,,; .
(dy1pir = dy1 + Ape) for vl (the green color forl shown in Figure 3.2 (a)). Vehicles
v2 andv3 have their expected task finish tindlg andd; equal to their virtual task finish
time d,, i and d,3,; respectively, and this time is very close to theave timel,

andl;. Each vehicle is assigned a time shasg, in cyclej such thapi2, w,; < 1,

J-1 j J+1 J+2 J+3
| | d, di,vir I I |
VLWl | W - l | |
I > | ds | I
V2| [ Wy | | L wy | [ w, ] | I
— > /2 |
' R ' \ d; |
vl [ [ws ] [ “ [ ws | [ ws T ws | ) |
v I :‘ g 1 1 # 3
@
J-1 i AT J+2 J+3
| | di/ | | |
(V|2 [ |wi // | I I
I Iy > I d2__dyir I |
V2| [ w2 ] [ we ] [ I | I
I I | v | d; |
V3| [ [ ws | [ [ ws | [ ws | W3 | | |
. 1 1 > 3
(b)

Figure 3.2llustrative example
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m = 3is the total number of tasks. The figure also shtvestime shares assigned for
each task in each cycle. Note that the time slarelfin j + 1 includes the extra backup
time A,; (althoughvl will finish its task atd,,;). If v1 is able to finish its task by, (or
anytime beforel,, ,,;;), then the remaining part of its share (the etitraeA,;) can be
used (in addition to its original time shawg; ;,,) by v2 to download more data during
j + 1thus bringing its task finish timé,, earlier as shown in Figure 3.2 (b). Since our
algorithm re-evaluates the transmission plan fahdask every cycle, then, in the next
cyclej + 2, v2 becomes the closer one to leave the RSU, therefbee,algorithm
allocates a virtual transmission plan i (the green color shows the gap betwdghn

andd,; ,;» ). The same procedure will be repeated for therddsks.

In case the transmission plan is very tight (trek tinish time is very close to the
deadline) and the backup time is partially use@bymembers, then allocatiny,; in the
next cycle for each neWp1 member means reducing time share of other ta@Rs (
members). In this case, those tasks will be riskede their finish time might exceed
their deadlines. Therefore, the proposed algoritinsh tries to allocate resources for in-
session tasks and then admit new tasks if therenaigh room. Before discussing
algorithm operation in details, we first explairetprinciple of resource compensation

when the system is highly overloaded and the trna@smission plan is very tight.

3.1.4 Time Shares Compensation
As mentioned earlier, once data flow starts, tis& taill be allocated a time share in
each cycle until it's finished. Each cycle can barsd by multiple tasks and based on

this we introduce the following definitions:
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Definition-1: Tasks A and B form a compensation pair if bodk$ahave time shares in

one or more cycles.

For a continuous flow of tasks admitted by the R8iére will be a cycleg;, at
which a new admitted task is scheduled to starh ¢shat no other early admitted tasks

sharing the cycles, ¢, , C;1,.... And based on this we introduce the second dedimiti

Definition-2: A new transmission pla,,;,;(with a new backup time) is created only
when a new task, subsequent tasks as well, is tdhdind scheduled to start getting

service at cycle; such that no other already in-session tasks shénia cycles;, ¢;., ,

The main goal of the algorithm is to guarantee gbevice for the in-session tasks
before admitting new nodes. Therefore, if the bactkime (or part of it) is used b@1
members, then allocating backup time for the neskgawill be at the expense QR
members’ shares (by reducing their shares), arldeiftransmission plan is very tight,
thenQ@2 members might fail (their task finish tinak will exceed their deadlindg). Let
q be the number of tasks that are allocated backog o be used during cyot® and
6 be the portion of the backup time used by thoskstathen § = A,; — §) is always
given to the next task®@ members) during’; to help them transfer more data to bring
their finish time as early as possible. Since tiger&ghm relies on Equations 3.1 through
3.11 (Equations 3.10 through 3.11 are shown ini@e&.1.4) to determin®/;,:,;, then
reducing the share of the admitted tagk® ihembers) to compensate the used part of the
backup time will make the solution of these equetidnfeasible 4; will exceed

[; because reducing the time share will delay the fmégh time). To avoid risking all
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Q2tasks and at the same time guaranteeing with higibapility the successful
completion of all tasks belonging to the satg,,;, the proposed algorithm tries to
identify one task withinW,,.,; and reduces its share to compensgat&he algorithm
selects the task whosg is the latest (maximum) among all tasks belongimghe

samelV,,.q1; this task is the last one that started the semuchin W ;.-

Reducing the time share of the selected task vellay its finish time and more
reduction makes the task finish time exceed itdlil®a (section 3.1.4 shows how the
algorithm handles this case). Hfrepresents the task whose time share is reduced, t
the amount by which the time share of the taskdsiced i) (n < §), and the amount of

data,S, the task would have received durings:

S=nx*1;(1—=pn;) (3.8)

wherer;, ; andpy, ; are the transmission rate and the failure proltpluf taskh during
cycle j respectively. The task whose share is reducedldhmntinue receiving the
service. But, id, > 1, then this will violate the rules of generatiiig,.,; using the
algorithm. Therefore, to avoid violating the rulasd make the algorithm be able to
generatdV,,.,;, the algorithm, temporarily, assumes that the meimg data DR, , of
task h is reduced by. The algorithm continues generating the total dnaission plan
Wiota Using the new temporarily assume®;,,, , value. The temporary remaining

data,DRypy . is calculated by:

DRiympn = DRy =S 9B
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The algorithm tries to allocate the transmissioanpfor task: based OonDR,;,
instead of DRy, (USiNgDRy,y, , Makesd, < l,). Every time the share of taskis reduced
byn, theDR,, » is also reduced hy. The algorithm keeps monitoring takkand tries

to increase its share if channel conditions impdoaed there is extra time to use.

Eventually, task will be aQ1 member and will be eligible for extra time allocati
As long asS can be compensated once tasBecomes &1 member, the algorithm will
continue providing it with the required service.eTalgorithm allocates the whole extra
backup time for task to compensatg (remembeu,, is the latest among all members in
the current W,,:,; and all other tasks that started the service Aftbelong to
differentW;,:,:). The algorithm keeps checking whetl§ecan be compensated or not. If
S can’t be compensated using the extra time, therigthgn will immediately drop task
from service, and will use the time that is supplasebe reserved for tagkto admit new
tasks. The algorithm tries to identify the taskattmight fail with high probability and
attempts to drop them early to reduce the costcased with waste of resources. Early
dropping of the task that has consumed less amwiurgsources will reduce the cost
associated with resources’ wastage. Moreover,tdsk requires more resources in the
future and if the task keeps using them, thenhabé resources is a waste. Therefore,

early dropping allows us to use the resourcesieffity.

3.1.4 Algorithm Description
The transmission plan is generated using lineagrmaraming technique as shown in

Algorithms 1 and 2 of figures 3.3 and 3.4 respeatyivThe algorithm generates a list of
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task finish time for admitted tasks by iterativedglving Equation (3.3) and Equation

(3.10) through (3.11).

r* Ay, Vi€ Q1

diir _
I wijc(1— p;) 2DR+e, €= {O, Vi € Q2 (3.10)
Yicoio2Wi < 1, for cyclej (3.11)

In equation (3.10)¢ is used to reservd,; for Q1 members; the equation implies that
the task should be completed dy,;,- cycles and this schedule should inclulg as part

of it. Equation (3.11) means the total shares ohegcle should not exceed 1.

At the beginning of the algorithm, we try to cheekether the resources are
sufficient for the in-session tasks by checking thee or not the solution of the
Equations is feasible. If the solution is feasilblesn the algorithm continues pushing the
task finish time backward otherwise share reductlgorithm is called. The algorithm
keeps pushing the task finish time by decrementipg, by At until the equations are
violated. Then , the algorithm fixek ;. for all Q1 members and enters the inner loop,
and repeats the same procedure @@rmembers starting from the vehicle whose task
finish time is the min (those tasks have beenmgtervice for long time and are about to
leave the transmission range) as shown in line fl&lgorithm 1. The algorithm keeps
decrementing until all;'s of Q2 members are fixed. The output of the algorithrthis

total time plan consisting of the virtual time pliam Q1 andQ2 members.

If the solution is not feasible from the first iion (lines 3 and 4 of algorithm 1),
then share reduction algorithm is called. If nktags selected for share reduction, then

the algorithm picks the task with mag; (most likely this task started late and has not
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consumed much of the bandwidth). The algorithm ukessame task for future share
reduction. This task will be allocated the wholdraxime once it becomes i1 to

compensate the share that was reduced.

Algorithm 1: Time Plan Determination
1: K=Q1UQ2
2: di,vir = li, Vl € Q1,Q2
3. test feasibility of eq. (3.2) (3.3) (3.18)11)Vi € Q1,Q2
4: if notfeasible then
5. Perform share reduction (Algorithm 2)
6
7
8

. else
dipir = dipir —AT,ViEK
test feasibility of eq. (3.2) (3.3) (3)48.11)Vi € Q1,Q2
9: if eq. are feasiblthen
10: repeat steps 7 through 8
11: else
12: di,vir = di,vir + AT,V(: EK
13:  fixd; ;- Vi € Q1

14: Q2 « @
15: whileQ2 # ¢
16: [ « argminieg,d;

17: di,vir = di,vir - AT, Vi € Q2
18: test feasibility (Q1, Q2)

19: if not feasible then
20: di,vir = di,vir + AT,Vi € Q2
21: Q2=Q2uUQ2
22: retur@?2

23: else

24 Q2 =Q2—-{i}
25: Q2=Q2u{i}
26: end if

27 end while

28  fixd; ;i Vi € Q2

29: endif

30:end if

Figure 3.3time plan allocation
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Algorithm 2: Share Reduction
h:is the task whose share is reduced

1:if h has not been determined

2. h < argmaxpegz dp,  1* h should be withiW,,.q; */

3. DRyewn =DR,—S [*Sis calculated using eq. 3.8 */
4: else

5! DRyuewn = DRpewn —S

6: end if

5: while eqg. (3.2) (3.3) (3.10) (3.11) not feasible

6: DRuyewn = DRpewn — B * B is smaller thas™*/

7. end while

Figure 3.4task share reduction

3.1.5 Allocation and Distribution of Time Shares

Sending more data to the vehicles that are in gagdal quality is an efficient
technique that has been widely used in the wiralessorking [34] [11] (e.qg., vehicle3
andC in Figure 3.4 has high signal strength, while el#sA andD have weaker signal
strength). Since; ; is determined based on the distance between theaR8 the vehicle,
andp; ; can be derived from experiments, then the timeeshgy is the parameter that
can be used to control the amount of data to besnéted. The objective is to maximize

the time share of the vehicles with high signarsith [11]. Therefore, for cycje

f =max w;; (3.12)
Subject to
Sty rjwic(1— py) 2 DR, Vi€K (3.13)

riwij(1— py;) =M™, (for all ) (3.14)
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Ape ] ]
. Vi € Q1, only for the last
(@i + Xiexwi) <1, q ={c Q y J

(3.15)
0, Vi € Q2

a; < 1, andc is the length of the cycle. Equation (3.15) megpsshould be part of the

cycle at which the task @1 member is expected to finish.

Figure 3.5vehicles’ positions with respect to the RSU

3.2 Media Access Technique for Cluster-based Vehiew Ad hoc

Networks

3.2.1 System Description

The proposed protocol is a hybrid method that ssesduled-based and contention-
based approaches for Intra-Cluster and Inter-Qlustenmunications respectively. The
design of our protocol is motivated by the facttti®SRC interface uses 7 non-
overlapping 10 MHz channels. While the communicatiange of the control channel is
1000 or more meters, it is in the range of 30 tO dfketers for the service channels.

Similar to [22], our proposed protocol takes adagetof the variation of communication



46

ranges of service and control channels such thatcontrol channel, CRL, will be used
to deliver safety data and advertisements acrogghlmering clusters, and a service
channel, called SRV, will be used to exchange gaded non- safety data within the
cluster (Figure 3.6). Unlike [22] where each vehitd assumed to have two DSRC
interfaces, we think vehicles are very unlikelynave more than one DSRC interface.
Therefore, we assume that each vehicle is equiptbda single DSRC interface and a
GPS device. But, with one DSRC interface installde@, protocol must be designed to
challenge the fact that DSRC interfaces demodubaie channel at a time [8]. This
means, even though the DSRC interface has 7 clgnibatan’t use more than one
channel at the same time. To solve this probleminiveduce the so called system cycle,
which is divided into Scheduled-Based (SBP) andt@aion-Based (CBP) sub-periods
and repeat every millisecond. Using this cycle, the proposed metluash support

numerous data delivery types having different rezquents.

—_
direction of motion

Cluster Member — Cluster Inter-cluster communication

Member communication
using any service channel

using any service channel

Cluster m Cluster n

P
) :ClusterH S~ 7 . .°~______-" Cluster Head — Cluster

Cluster Head - Inter-cluster communication - L
Member communication

S : Cluster Forwarder using CRL channel using SRV channel only

Figure 3.6inter/intra-cluster communication links
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3.2.2 Cluster Formation and Cluster Members Functioality
Once the cluster is formed, the cluster-head istetk the cluster-head utilizes SRV
channel and takes over the responsibility of atentntra-cluster management. The

cluster-head takes the responsibility of accompighhe following tasks:

1. Assigning time slots to all cluster members.

2. Processing and disseminating all received safegsages and advertisements.

3. Electing the Cluster Forwarder (CF) node.

The Cluster Forwarder is a cluster member that el assigned the task of
Forwarding all safety messages and advertisemesaard to the nearby clusters via

the CRL channel.

3.2.3 The Cluster System Cycle

The proposed protocol assumes a single system tlyateis shared between the
SRV channel, the remaining service channels, aadCRL channel. As shown in Figure
3.7, the SRV channel consists of Cluster Memberm&¢CMP) and Cluster-head Period
(CHP). CMP is divided into time slots. Each timetstan be owned by only one cluster
member. The end of the CHP period is followed t&y@BP period during which CRL is

used by only CF and CH.

At the beginning of each cycle, all vehicles switohSRV channel. Each system
cycle starts with a frame sent by the cluster-hedidd the Start Frame (SF). This frame
specifies the number of time slots before the SB#@ next cycle. All cluster members

receive the frame and become synchronized witlcltrster-head. During the CMP
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LN Cycle i1 LI ]

D CBP —_—p
Service Channel [

« — CcMP - »

sf | Node | Node |..,| Node [ Processing collected | Delivery of safety messages
1 2 n messages and Advertisements

CFP . Contention Free Period CMP . Cluster Members sub-period

CBP: Contention Based Period CHP :  Cluster Head sub-period

SF : Start Frame

Figure 3.7cluster system cycle

period each cluster member uses its time slot tml $&s status, safety messages and
advertisement.

The CHP period follows theCMP period and is allocated to the cluster-head to
process all collected messages. During @#P period, the cluster-head processes the
received messages and responds to all cluster memitsguests. Vehicles remain
listening to the SRV channel until the end of t&PJeriod. After that, they have the
option to stay on the same channel, or switch toather channel. By default, vehicles
switch to the CRL channel. The cluster-head andchhster forwarder must jump to the
CRL channel at the beginning of the CBP period. imrthis period, the cluster
forwarder competes for the media to send messagbie the cluster-head keeps
receiving safety messages from neighboring clusiwote that, concurrently during CBP
cluster members can exchange data with one anatitealso with neighboring clusters
via service channels, which have been dynamicalheduled by the cluster-head to

specific cluster members during the CHP period.
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3.2.4 Delay Analysis
The delay parameter is very crucial for the deljvef safety messages. All safety
messages generated by cluster memdsensropagated to their destination via three steps

as follows:

* Message transmission via the SRV channel withircthster.

* Message delivery to neighboring clusters via thé. CRannel.

» Message dissemination in the receiving clustetheaSRV channel.
The delay of the safety message, while transmititedthe SRV channel, is
deterministic and subject to the upper bound ofSB® period. The length of the
SBP,tszp, Can be expressed by:

tsgp = MTs + tepp (3.16)

Whereasrt; is the time slot reserved for each cluster menfdepending on the data
transfer rate and the size of the safety messagg),is the time needed by tldéf to

process the collected messages, Mnthn be defined using the following equation:

=2 (3.17)

T GVl

V'l is the average length of the vehictg;is the average gap between two consecutive
vehicles;l is the number of lanes per road, ands the radius of the cluster. But, the
delay of the safety message is nondeterministitewt's on the CRL channel, because of
the IEEE 802.11 Distributed Coordination FunctiddC§) [39] that depends on the
Contention-Based method to get access to the m8dijan order to study the impact of

the competition based method on safety messagg, detaneed to take into account the
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following types of nodes contribute to the delaytte# safety message, while on the CRL

channel:

* The CF and CH nodes belonging to different neahbsters.
* The nearby individual nodes in a non-clusterecestat
If we denote the maximum tolerable delay of a safeessage b§g;fz,,, and the
length of the system cycle period Bythen, in order to deliver safety messages on,time
the following condition must be satisfied:

T < Sgafety (3.18)
The time at which a cluster member generates figtysmessage is very important to

determine the maximum delivery time to notify ckrshodes, and to notify neighboring

cluster nodes. As shown in Figure 3.8, the clustember might generate the safety
message either during the SBP sub-period or dihed_BP sub-period. But it can only
send it during the SBP period.

» If a safety message is generated and sent by asyecimember durin@MP sub-
period, all cluster members and neighboring clustembers must be notified on
time. Therefore,

o The max delay, denoted W}y, to notify cluster members i87}7%., <
tspp-
0 The max delay, denoted 7, to notify neighboring cluster
members is:dygighpor < T + tspp.

» If the vehicle generates safety message durin@Bie sub-period, it can send it only

during SBP of the next cycle. Therefore, the maxmuelay to inform all cluster
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< Cycle i ——
‘ SRV
Channel
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Message transmission
L J

e
Message generation

Figure 3.8message generation and transmission during a siggle

members and neighboring cluster members afteratetysmessage generation is:

o The max delay to notify cluster membersdg ., < T.

o The max delay to notify neighboring cluster memb&rayi7, 50, < 2T.
Assuming that the cluster forwarder is able to st safety message over the CRL
channel at least once every cycle. Note that, agioreed earlier, if some vehicles in the
receiving cluster listen to the control channel lehihe CF node is sending safety

messages, they can receive safety messages withimeahat is less thatiz, 0., OF

even is less thaf.

Before discussing the impact of IEEE 802.11 Com@rBased technique [39] on
the delivery of the safety messages, we need t@ ®etsed on Equation (6). Since, the
value of T depends on the maximum tolerable timeSgf;.,, we have to define this
time first. Therefore, we refer to [58] where thatheors demonstrated four types of
Vehicular Safety Communication (VSC) applicatioB$op/Slow Vehicles Ahead (SVA)

Advisor, Emergency Electronic Brake Light (EEBL)Asor, Forward Collision warning
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Table I: Application range and tolerance time wiwdor different VSC applications

VSC Applications Application Range Tolerance Time Vihdow

SVA 300m 0.5-3.0sec
EEBL 250m 0.3-2.0sec
FCW 150m 0.3 - 1.0sec
LCA 100m 0.3-2.0sec

(FCW), and Lane Change (& Blind Spot) Advisor (LCAhe application range for the
safety messages and the time to receive these gessgashown in Table 1. Based on

these results we s %z, = 300 msec., and the length df = 90 msec.

3.2.5 The Impact of IEEE 802.11 Distributed Coordiated Function (DCF) on the
Delay of the Safety Message

The IEEE 802.11 DCF is employed to transmit messageross neighboring
clusters. When the CF node has a packet to transimsenses the channel at the
beginning of the CBP. If the channel is sensedfalleé duration called Distributed Inter-
Frame Space (DIFS), the node waits for a randomogher time called Back-off interval.
If the channel remains idle, the node transmitpa@sket with probability one when the
back-off counter reaches zero. If the channel isypihe node freezes its back-off
counter. In addition, the random back-off intemaaige is doubled after subsequent failed
transmission attempt according to Binary Exponésck-off (BEB) [39].

Many studies have been published analyzing theopeence of the IEEE 802.11
DCF and the impact of this method on the importativork metrics like throughput,
delay, and fairness. In this dissertation, we usalgtion to study the impact of the

IEEE802.11 on the delivery of the safety messag@ssmitted over the CRL channel
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among neighboring nodes.

3.3 A Novel Algorithm to Form Stable Clusters in Véicular Ad hoc
Networks

An efficient cluster formation algorithm is propdster VANET environment with
the aim of enhancing the stability of the netwagdlogy. This technique takes the speed
difference as a parameter to create relativelyiesteloster structure. A new multi-metric
algorithm for cluster-head election is also progoSéhe cluster formation algorithm runs
in three phases, the cluster initiation followedthg cluster-head determination phase,
and finally, the cluster finalizing phase. A suitiy function is used by each node to
determine its eligibility to become a cluster-head.

3.3.1 System Overview and Assumptions

The degree of the speed difference among neighdperhicles is the key criterion
for constructing relatively stable clustering sture. Neighboring vehicles cooperate
with each other to form clusters. In general, vigsicbuild their neighborhood
relationship using the position data embeddedernptriodic messages. Usually, vehicles
broadcast their current state to all other nodethimitheir transmission range
Therefore, two vehicles are consideredeighborsif the distance between them is less
than or equal .

Clusters are formed by vehicles traveling in thaaairection (one way). Therefore,
all r-neighboring nodes used in our analysis are limitethose vehicles traveling in the
same direction. However, the speed levels among-tieghborsvary and this variation

might be very high; thus, not atineighborsare suitable to be included in one cluster,
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and therefore, they are not good Candidate Clidembers (CCM). In order to build
relatively stable clustering structure, vehicleswdt consider only-neighborsthat are
good CCM. Therefore, in this work, vehicles areuieed to classify their-neighbors
into Stable Neighbors (SN) and Non-Stable Neighb®veo vehicles are considered
stable neighborsf their relative speed is less than some preeédfithresholdt+Av,,.
Hence, only stable neighbors of the vehicle ini@tthe cluster formation request
participate in the cluster formation process.

To show how the degree of the speed differencesesl un our technique, we first
introduce the statistical distributions of the \a$’ velocity. According to [59] [60]
[61], the velocity can be modeled using the normistribution with meany, and
variancepg?, and its probability density functiaipdf) is given by:

-(v-p)?

p(v) = —=e 2o’ (3.19)

The speed differencAy, between a vehicle and its-neighbors follows normal

distribution withpdf given as:

—(Av—ppy)?

1
Pav(Av) = —r—e 2w (3.20)

Where Av = v1 — v2, pp, = pl —p2, and of, = 62 + 7. The probability that the
speed difference between tweneighborsfalls within the thresholdv can be obtained

by:

—(Av—ppp)?

2w dAv (3.21)

Avth

1
Pav(—Avey < Av < Avy,) = mf_m,th
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Note that, in (3.21), for a givetw,,, thep,, value decreases &g, increases. Thus, the
expected number of stable neighbors (SN) will v&g, in order to avoid having high
variation of this number, the threshold can bease& function of the standard deviation,
e.g.,Av,, = Bo. Thus, the threshold is a dynamic parameter wHegends on the speed

characteristics of the vehicles within the vicinity

The stable neighbors of a given vehicle might netstable with respect to each
others; thus they can't belong to the same cludteerefore, in order to partition the
network into minimum number of clusters, such thatluster members are stable with
respect to each other (fast moving vehicles in @aster and slower moving vehicles in
another cluster), not all vehicles are alloweditidte the cluster formation process even
though each vehicle can determine its stable neighldn the following section, we
discuss which vehicle is a preferable one to itatthe clustering process.

3.3.2 Clustering Process and Protocol Structure

The Inter-Vehicle Communication (IVC) operates e t5.9 GHz band to support
safety and non-safety applications. The DedicaterttSRange Communications (DSRC)
uses 75 MHz bandwidth (5.850-5.925 GHz) which i8d#id into 7 channels. One of the
channels is called the control channel, and theai@img six are called service channels
[8]. Vehicles are assumed to utilize the contrcdraiel to exchange periodic messages
and gather information about their neighborhood| ase one service channel to define
the cluster radius and perform all intra-clustemoaunication tasks. According to the
DSRC specifications [8], the data link layer caovide a transmission range of up to
1000 meters for a channel. VANET applications cae a longer rangér) for the

control channel so that a cluster-head can commatsiwith neighboring cluster heads
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for safety message disseminations, and a shomege @) for a service channel that is

used for intra-cluster managements. Using the obolrannel, vehicles can gather status
information of other neighboring vehicles and tleam build a complete picture about
their neighbors which can even go beyond the aldsiandaries.

Since in our technique, slower vehicles will beoive cluster and faster vehicles will
be in a different cluster, we can start the cluBienation process either from the slowest
or fastest vehicle. For example, if we start witle tslowest vehicle, then all the
neighboring vehicles of this slowest vehicle thatisdy the speed threshold will be in the
first cluster. The remaining vehicles will then gwough the same cluster formation
process to create other clusters. By extracting/éhecity data embedded in the periodic
messages, any vehicle can determine whether itHeaslowest velocityamong all its
neighbors withinR communications range. The slowest vehicle, in othod, is
supposed to initiate the cluster formation prodgssending a cluster formation request
andonly its stable neighbors participate in this proc@$e neighboring vehicles whose
relative velocity, with respect to the slowest i is greater than the threshaldy,,,,
will not be grouped in the same cluster.

3.3.3 Neighborhood Relationship

The neighborhood term is directly associated withttansmission zone of the node.
But, the DSRC is a multi-channel interface withfeliént transmission ranges. Therefore,
the neighborhood term needs to be re-defined acwptd the channel being used for the

communications. To illustrate this, consider FigBr@, in which three vehiclédsm andn
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Figure 3.9neighborhood relationship of a given vehicle

are located within geographical area. For npdeden is considered a neighbor from
the perspective view of the control channel, butanneighbor from the perspective view
of the service channel because the distdntte from n is greater tham which is the
maximum range of the service channel. Nodeis considered a neighbor from the
perspective view of both service and control chéngs nodes exchange their status
information via the control channel, it would besgdor nodel to identify that noder is
within 2r distance. Although neighborhood is built using tleatrol channel, it will be
represented using-neighbors terminology. For example, nodés called a2r-neighbor

because it's withir2r distance.

3.3.4 Cluster-Head Election Parameters

The mobility information(velocity, location node degreeand direction) of the
nodes is exchanged via the control channel whogerage ared, is larger than that of
the service channel;, used to define the cluster boundary (radius). Tinability
information of the2r-stable neighborss needed for the vehicle to initiate the cluster
formation request, while cluster-head election imfation for any node is limited to the

nodes that are within distance from the node itself.
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The priority of a node to become a cluster-heatktermined by its suitability value
that is computed based on the mobility informatadnts neighborhood. We denote the
suitability value of the node hy, the speed by, the position by, and the stable nodal
degree (the number of stableneighborg byd. Thus, the suitability = f(d,v,p) is a
function defined according to the following criteri

* The suitability value of the vehicle is calculatbg considering the mobility

information of its stable neighbors only.

* Nodes having higher number of stable neighborsntaaiing closer distances to
their stable neighbors, and having closer spe¢det@average speed of their stable
neighbors should have higher suitability value stthey are more qualified to be

elected as cluster heads.

To calculate the suitability value, each vehicls tafind how close its position is to
the mean position of all it$ stable neighbors. The vehicle also determines ¢lose its
velocity is to the mean velocity of all its stable neighbors. Since the distance of the
vehicle to the mean position of isstable neighbors can have large values, it's sacgs
to use the normalization technique to avoid havimg parameter dominate the results of
the calculation. The normalized mean distamgg,,,, of a node to itd stable neighbors
can be found by having each node calculate the rpeaition, 1,,, and the standard

deviation,a,,, of all itsd stable neighbors, thus, thg,,,, can be calculated by:

os
nPos -

Prorm = — &l (3 . 22)

Op
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pos
i

wheren;  is the position of the vehicle. The smaller thg,,, value, the closer the
position of the vehicle to the mean position ofsitable neighbors. The normalized mean
speedv,,» Can be calculated using the same way. The smiféer,,,,, value, the
closer the speed of the vehicle is to the meandsmdeits neighbors. Finally, the

suitability valueu, can be calculated as follows:

u=de v (3.23)

Wherew = |prorm| + |Vnorm| @and 0 < @ < 1 indicates the sensitivity ofu tow, the
higher u value the more qualified the node is to becomduater-head. Figure 3.10
shows the impact of the mobility parameters onsthigability. The Figure shows that the
suitability of the node to win the cluster-heacerdecreases as the distance and the speed

to d neighbors deviates very large from the mean.

Figure 3.10suitability value o=1
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3.3.5 Cluster Formation Algorithm

In order to execute the algorithm, each vehiclassumed to maintain and update a
set of stable neighbo&N(t)at timet, which contains the IDs of ath-stable neighbors
IDs are classified into two subsefhe I'(t) and theA(t), which contain the IDs of the
2r-stable neighboravhose velocity is greater than and less than #decity of the
current vehicle respectively. At any time, therewd be a vehicle whose speed is the
slowest among it@r-stable neighborsand as a result, the(t) list maintained by this
vehicle is empty. The pseudo codes of the algostliiigorithms 3-5) are shown in
Figures 3.11-3.13. The algorithm basically requited the slowest vehicle or the vehicle
whose A(t) members belong to other clusters originates thstet formation process.
This vehicle is called the Cluster Originating \@i(COV). Line 3 in Algorithms 3,
shows that COV sends thaitiateCluster(CIDtmp)with its ID as a temporary cluster ID
to all I'(t). Then, as shown in Algorithms 4, &I{t) non-clustered members react upon
receiving this message by setting their clustetdiporarily to be the ID of the COV as
shown in line 3. Vehicles start calculating thairtability to become a CH as shown in
line 4. Then, the vehicle calculates the waitingpelj T,,,;;, before announcing its
eligibility to become a cluster-head as shownme 5. The vehicle waits fdt,,;; that is

proportional to the suitability value of the veleicThe higher the suitability value, the

Algorithm 3 Initiating Clustering Process
1:if A(t)is empty)||(A(t) members € other clusters) then
2: ClDgpp < v;.id
3. sendInitiateCluster (CIDyyy)
4:end if

Figure 3.11clustering initiation process
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Algorithm 4 CH Competition and Determination

1. if v; € T'(¢) then

2:  On ReceivinginitiateCluster(CIDyp,,)

3:  1.CID « CIDgpy

4 v;. Suitability()

5: Vj. Tyair < vjDeferTime()
6: while v;. T,q;c > 0 do
7-
8
9

if FormCluster(CH;y) € T'(t) then
if received CH;; € T(t) then

_ QuitCompetition()

10: ProcessFormCluster(CHy,)
11: end if

12: else

13: Decrement(v;. Tyt )

14: end if

15:  end while

16:  v;.STATUS < CH

17:  CHyg < v;.id

18:  v;.CID « CHy,

19: SendormCluster(CH;4)
20: end if

Figure 3.1Zluster-head determination process

less the waiting time value. This can be seemieslié through 15. If the vehicle receives
a FormCluster(CHid)message from any other vehicle belong§ )y before its waiting
time, T, 4i¢ » €xpires, then the vehicle determines that theeeother vehicles belong to
I'(t) that are more suitable to win the CH role. Themfathe vehicle quits the
competition and processes the received message.isTehown in lines 7 through 11. If
the waiting time of the vehicle expires before aoyher vehicle sends the
FormCluster(CHid)message, then the current vehicle wins the chiigtad competition,
changes its state to a cluster-head, and setsusterciD to be its own ID. This is shown

in lines 16 through 18. Finally, the vehicle setiusFormCluster(CHid)message with
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Algorithm 5 Cluster Formation Finalization
1: if v, € T'(t) then
2. On ReceivingFormCluster(CH;;)
3 if v, € (I'(t) N v;.SN) then
4 V. STATUS « CM
5 Vg- CID « CHid
6: else
7
8
9
1

v;.CID « default
ReconstructI'(t)
X end if

0: end if

Figure 3.13inalizing clustering process

its own ID as the new cluster ID as shown in li®e 1

Algorithm 5 shows the final stage of the clusterprgcess. All vehicles in thi(t)
of the COV receive thd&ormCluster(CHid)as shown in line 2. But, only-stable
neighborsof the winner (since the cluster boundary is defibyr), which belong to the
I'(t) of the COV change their state to a Cluster-Men(B8&) and change their temporary
cluster ID to be the new cluster ID embedded in rdeeivedFormCluster(CHid)as
shown in lines 4 and 5. After that, the vehicle drees a cluster member of the
corresponding cluster. Vehicles that belong'(d of the COV and couldn’t associate
with the cluster being formed, set their tempom@ungter ID to the default (their own D),
modify theirI'(t) and start the cluster formation process agais, ithshown in lines 7

through 8.

According to the proposed algorithm, vehicles wait a period of time before
accessing the media to announce their eligibilitypé a cluster-head. Media access is

controlled by the Distributed Coordination Functi®@CF) on the Media Access Control
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(MAC) layer [39]. Usually, vehicles use the minim@ontention WindowW,,;,,) size
value before accessing the media, and they doubte dize for each unsuccessful
transmission until they reach the max Contentiomdbw size ¢W,,;,,)- In this work,
vehicles wait for a period of time that is proponl to their suitability value before

announcing their suitability to be a cluster-headadows:
Nmax—U
Twait = lm * (CWmax - CWmin) + CWminJ (324)

whereasN,, ., iS the total number of vehicles If(t), u is the suitability value of the
vehicle, andCW,,,,, andCW,,;,, are the maximum and the minimum contention window
sizes respectively [39]. When there is more tham wehicle having the sanig,,;;, they
will send theFormCluster(CHid)to announce their eligibility to become a CH a& th
same time. As a result, a collision occurs and radrttem wins the competition. In this
case, only those collided vehicles start new itenat of competition until one of them
wins or the maximum number of iterations is congdetThe length of th&,,;; in
iterationi is calculated as follows:

Tywait = llOi (M) - llOi (%)J * (CWinax — CWipin) + CWminJ (3.25)

Nmax max

If the maximum number of iterations is used andesostill collide, then each node
picks a uniformly distributed random number betw8ern9 and the one with the smaller
value wins the competition. If the random numbews the same, then the nodes will
generate another pair and so on. kdbe the probability that a node will be able to
announce its eligibility first time it generatesandom number. The probability that a

node will be able to announce its eligibility dugithe second time given the fact that it
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failed to announce during the time(ils— s)s. Similarly, the probability that a node will

be successful during the third time given the fhat it failed during the first and second
times is(1 — s)(1 — s)s and so on. The node has to generate random nu%lh)ianes

before it can announce its eligibility. Thereforethe node went through iterations

using equation (3.25) before it started generataimglom numbers, the average number of

trials for eligibility announcement i$ + % .

3.3.6 Analysis of Cluster-Head Election

During the cluster formation process, vehicles cetmpo win the cluster-head role.
To find the average number of nodes that a velfigithin the 2r neighbor$ competes
with during the cluster-head election, we first cheée find the average number of the
stable neighbors of the COV node witlin communication range. So, if the COV node
hasN neighbors, then the probability that the COV nbdsK stable neighbors out of

follows the binomial distribution and can be caétal using:

P (K) = () PAS(1 = Py )" (3.26)

whereP,,, can be found using (9). Now, assume that vehicseone of thek nodes and
let s be the average number of thestable neighbors of vehicle Let P ,(s) be the
probability that a vehicle that is units (usually meters) away from the COV Bas-
stable neighbors out oK. To calculaté’,(s), we analyze it with a simplified
assumptions by considering the part of the roacrevalll’(t) of the COV are found, as a

one dimensional problem as shown in Figure 3.14T(as simplified assumption is true
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Figure 3.14 vehicles’ location with respect to @@V node

since the roadway width is very small comparechettansmission range and thus it can
be neglected. Figure 3.14 (a) shows the part ofdhd as a one dimensional line. This
line represents the area covered byzhéransmission range of the COV node. As shown
in the figure, the COV node is located at the aeotehe line that islr long. Here, we
are concerned about the number of thetable neighbors of any vehicle that can be
placed anywhere on this line. If we randomly selegtticlei on this line that i units
away from COV, and randomly select another vehjotm this line and try to find the
probability that vehiclg is within r distance from vehiclé (the probability that both
vehicles are- -neighbors). Then, depending on where the seleaéditles are located
with respect to the center of this line (COV), wavé to deal with only two cases. 1) The
first case is whenr < r as shown in Figure 3.14 (b), in this case, vehidke within r

distance from the COV node (the center), thus, gtebability that vehiclg is ar-
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neighbor of vehicle i is 1/2. 2) The second casehsnr < x < 2r as shown in Figure
3.14 (c), in this case, the probability that vehicis r-neighbor of vehiclée is 32—;". To

generalize, we write the probability, that two stable nodes in tBe transmission range

of the COV are neighbors as:

> ifx<r
" 3r4_x, ifr<x<2r (3:27)
Now, we can calculatg ,(s) as follows:
Pas) = (F TN g - g 28)
The Probability Distribution Function (PDF) is:
Pi(s <8) =2 (* T Hea - g (3.29)
The expected valué(S), is:
ES) =3t (U T e - g (3.30)

Figure 3.15 shows the PDF of the vehicles thatcareits away from the COV node. The
transmission range is set to 200 units and 800 stable neighbors ef @OV are
uniformly distributed in thelr radius. From the figure, it's obvious that vehsctbat are
closer to the COV have higher numbersof-stable neighbors out of the total stable

neighbors of the COV.
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3.3.7 Cluster Maintenance
Due to the high dynamic nature of the VANET, vebsckeep joining and leaving

clusters frequently, thus, causing extra mainteeawverhead. The events that trigger the

maintenance procedure can be summarized as follows:

* Joining a clusterwhen a standalone (non-clustered) vehicle com#snaw
distance from a nearby cluster-head, the clustadtend the vehicle check
whether their relative speeds is within the thré$Ha\v,,. If the speed
difference is withintAv,,, then the cluster-head will accept the vehicle and
will add it to the cluster members list. If theme anore than one cluster-heads
in the vicinity that can be joined, the vehicleatdhtes the period of time,
called the Residual TimeR(), it will remain in the transmission rangeof

these cluster-heads. The vehicle joins the clustad where it will stay for
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the longest period of time. The RT could be comgdtem the information
about the relative speed, current location, andtthesmission range as

follows:

o If the standalone vehicle is following the cluskerad and its velocity

at timet is less than that of the cluster-head, then

r —dis(n,CH)
Av

RT(t) =

whereAv is the speed difference, adds(n, CH) is the distance between
the standalone vehicle,, and the cluster-head, CH. The above formula
can also be used when the standalone vehicle leved by the cluster-

head but its velocity is greater.

o If the standalone vehicle is following the cluskerad and its velocity
at timet is greater than that of the cluster-head, then

r + dis(n,CH)

RT(t) = v

this formula can also be used when the standalehgle is followed by

the cluster-head but its velocity is less.

Leaving a clusterwhen a cluster member moves out of the clusigiusa it
loses the contact with the cluster-head over thacechannelr. As a result,
this vehicle is removed from the cluster membess ihaintained by the

cluster-head. The vehicle changes its state taralatone if there is no nearby
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cluster to join or there is no other nearby stamdalvehicle to form a new

cluster according to our cluster formation algarith

Cluster mergingwhen two cluster-heads come within each othestrassion
ranges and their relative speed is within the gmede threshold\v,, the
cluster merging process takes place. The clustad-lwehicle that has less
number of members gives up its cluster-head rokk lmcomes a cluster-
member in the new cluster. The other cluster mesmfmen that neighboring
cluster if they are within the cluster-head’s trarssion range and the speed is
within the threshold. If there is any other neardysters, then vehicles
calculate their RT and join the cluster where tloay stay for the longest
period of time. Finally, vehicles that can’'t mengeh the cluster nor can join
a nearby cluster, start clustering process to farmew cluster according to

our algorithm.
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CHAPTER 4: SSMULATION AND PERFORMANCE
EVALUATION

In this chapter, we show the performance analysid the comparison of our

proposed methods with other existing techniques.

4.1 Performance Analysis of the Channel Allocatiofor RSU Based on

Virtual Task Finish Time

The performance analysis of our method was evaluatgng simulation. The
simulation environment and the evaluation criteaie explained in the following

sections.

4.1.1 Simulation Environment

We developed a simulator using C++ with graphicdkerface to evaluate the
performance of our method. The simulator is comgadefour models, the mobility and
the data network models that are simulator spedi the mobility and the channel

prediction models specific to the task virtual $imitime algorithm.

A two-lane per direction road was simulated usingrQvith graphical interface. In
the simulation, the RSU was installed in the midolea 1 Km road with a maximum
transmission range of 250m. Vehicles arrive atRISJ region according to the Poisson
process. Vehicles move on both directions of tteel nwith a maximum speed that can’t
exceed the speed limit of that particular lane. Bpeed of the vehicles follows the
normal distribution with meamn, = 70Km , and standard deviatien= 21Km . Vehicles

can change their current lane if there is a roorthenext lane, and if the vehicle can



71

maintain a safe-distance (1.6-2.2 sec) with thackelahead in the new lane. The safe-
distance is also maintained between the lane chgngghicle and the vehicle behind it
on the new lane. If the vehicle can’'t change ldahen it should decelerate and slowdown
so that its speed matches the speed of the veahittee front. Once the vehicle changes

its lane, it will adapt its speed to the averageesipand speed limits of the new lane.

For the task virtual finish time algorithm implenetion, we used a very simple
distance prediction model that calculates the &utlistance based on the current mobility
information. The algorithm uses coasting to prethet future position of the vehicle as
follows: pos’ = pos® + St, wherepos/ andpos® are the future and current positions of
the vehicle,S is the current speed of the vehicle, and the time interval. For channel
prediction model (setting the transmission rate twedransmission error probability), we
adopted the results of the field tests present¢doj We evaluated our proposed method
by settingA,; to different values. Tha,; was set to 15msec and 25msec for each
Q1 member. Each simulation run last for 600 sec. (@W% sec. were considered to

derive the final results). The results are an aye@ 10 runs of each scenario.

For comparison purposes, we adopted a method thatates the air-time

transmission plan based on the average transmisaten For each arrival task, the

DR

method basically usesg,,gg = to find the average rate that is considered the

Tawell

minimum requirement guarantee to finish the tadke R is the remaining data, and
Tawen 1S the estimated dwell time. If the task is adeditthen the algorithm tries to
assign a time share to get the actual transmissitenfor each admitted task such that

TinWinC(1 = pin) = raygr andy2, w; < 1 for cyclesn = 1,2, ...
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4.1.2 Metrics for evaluation
To evaluate and compare the performance of bothadst we used two metrics: the

task failure rateR;, and the percent of the effective usage of théegg, -

« The task failure rat&; rate can be defined as

N
Ry = N—f (4.1)

where Ny represents the number of failed tasks, &hdrepresents the total

number of admitted tasks by the RSU.

« The fraction of the effective usage of the cy@lg; represents the percent of the
useful time (including the time used to retransiailted packets of the successful
tasks) of the cycle with respect to the lengthhef tycle. In general, the fraction
of the cycle that is used by the failed tasks issttered a waste. Therefore, we

use the waste percent per cydg, to calculate’,s¢ as follows:

Cosr=1-C, (4.2)
The percent of the waste per cydlg, can be defined as the time used by all
failed tasks divided by the simulation time. ToccddteC,,, we tracked each
admitted task during the simulation run, and themmmed the portions of time
shares of each failed task. Finally, we calculatexlwaste percent per cycle as

follows:



N
3 SE  wine

C
w Tc

whereN; is defined in (4.1)w;, is the time share of tagkduring cyclec, E is the
effective number of cycles the failed task usecet®ive data from the RSW,is

the total number of cycles in the simulation rumg a is the length of the cycle in

73

seconds (the cycle length is one second).

We first show the average number of admitted tassminute for both methods.
Figure 4.1 shows that both methods, the AvgR-basetthe Virtual Time (VT) based
that uses the backup time, have almost the samésidm rate for different loads. As

shown in the figure, the admission rate of bothhod$ decreases as the size of the load

increases.
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In figure 4.1 both methods have almost the samebeumf admitted nodes, but the
most important part is whether the admitted tasklma finished successfully. Figure 4.2
shows the task failure rate for both methods. A@ashin the figure, as the load size
increases, the failure rate of the AvgR-based ntkihcreases because it doesn't evaluate
the risk of the vehicles, and pushes the tasksHitime to the edges. However, the task
failure rate remains very low when the VT-basedhodtis used because it always

evaluates and reduces the risk of the vehicles.

Figure 4.3 shows how efficient both methods utitize resources. The figure shows
that our method uses the resources more efficighiyp the AvgR-based method. The
figure shows that as the load size increases ouhadeoutperforms the AvgR-based

method. The wastage of resources is higher whewy UsigR-based method because it
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doesn't allocate resources efficiently, which regsithe task to use more resources to
complete and if the task fails, then the whole ueses allocated to the task is actually a

waste.

4.2 Performance Analysis of the Media Access Teclauie for Cluster-

based Vehicular Ad hoc Networks

4.2.1 Simulation Description

The protocol performance was evaluated via sinaratising C++ with graphical
interface. Vehicles are generated based on theaasadistributions among vehicles. The
arrival rate of the vehicles was modeled using $stwisdistribution. For each generated

vehicle, an average speed and acceleration isgaserated using normal distribution
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with meanp and standard deviatian Vehicles move on the road and if the speed of the
leading vehicle is slower than that of the follog/imehicle, the following vehicle changes
the lane if there is a spot in the next lanes, rettse it reduces its speed to match the
speed of the leading vehicle. Vehicles move on rtheed and form non-overlapping

clusters.

To evaluate the proposed protocol, and to comperg@éerformance of this protocol
with the classical clustering techniques, we gdedralifferent clusters with different
densities by varying the mean headway (the time lgapveen successive vehicle
arrivals). We varied the distance between two coutsee clusters and we also varied the
average speed of different clusters, so the clistethe back move faster. Eventually,
clusters in the back enter the CRL channel trarsionisarea of the CF node of the cluster
in the front. Vehicles keep joining and leaving testers as long as they move on the

road. Table 4.2 shows different Simulation paramset

Table Il: Simulation parameters

Road, Vehicles and Clusters’

Safety message parameters IEEE 802.11 parameters
parameters
SRV range = 200 m S=200 bytes DIFS = 64 us
CRL range =800 m T =90 msec aSlotTime = 16 us

Average vehicle’s length =5 m Max. contention window = 31

tCHP =10 msec

Number of Lanes = 4 S&,= 300 msec. Number of retries = 7

4.2.2 Metrics and Results
Before discussing the performance metrics usedvéduate the proposed protocol
and for the convenience, we refer to our protosaCB-Basedprotocol, because cluster

forwarder is used to relay safety messages backwartiwe refer to protocols relying on
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the cluster-head to send safety message<ldsased protocol. To evaluate the
performance of the proposed protocol, the dataeeldetrics were considered as

follows:

0 The earliest notification, which shows how earlytime CF-based protocols

can forward safety messages compared to the CHilpastocols.

0 The delay of the safety messages. This metric shiogvsnpact of the contention-
based technique on the delivery of safety messdgdhkis metric, we show the
worst case scenario, and for this purpose, we asee the transmission range of
the CRL channel, so more CF nodes compete to attoessedia. In addition, we
force every vehicle to send safety messages ditgrtigne slot. At once, all safety

messages are collected and sent in one package.

In Figure 4.4 x-axis shows the average speed difference betwesndnsecutive
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Figure 4.4 earliest notifications
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clusters, and the y-axis represents the average difference for notification between
CF-based and CH-based protocols. When the clustdrel back is 5 meters/sec faster
than the cluster in the front, CF-based protocal patify the approaching cluster 28
seconds, on average, earlier than CH- based pitofdae to the close proximity of the
CF node to the approaching cluster, an early watitn time is achievable. Therefore,

our model performs more efficiently as comparetheoCH-based model.

Figure 4.5 shows the delay of safety messagedffereht data transfer rates. The x-
axis is similar to Figure 4.4 and the y-axis repras the delay of safety messages in
msec. This figure demonstrates the worst case soenghere the current CF node
competes with three CF nodes from neighboring elgsto access the media. Safety

messages collected and simultaneously broadcastediagle package (without

18

6 Mbps
| 9 Mbps
o 12 Mbps
o
E ) 7
<
8 12
g
8 -
:
¢ 10+ 7
2
@
T 8 7
i
G
g o 7
©
@)
| |
2 ‘ ‘
1 : | 2.5

The following distance gap within a cluster in sec.

Figure 4.5 average safety messages delay caussahipetition-based technique
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compression) from all four clusters. From the feggwve note the density and delay are
directly proportional. A decrease in cluster densiesults in a decrease in the number of

messages being sent, which therefore, resultsleteease in the delay.

4.3 Simulation and Performance Evaluation of ClusteFormation
Algorithm

An extensive simulation study was conducted to uatal the performance of our
protocol. The C++ was used to develop the simutatio our simulation, we consider

different road traffic and different network dat@ameters.

4.3.1 Simulation Setup

The highway traffic model used in this paper wasthased on the car following
model. The model is used to simulate the behaviothe vehicles on a 5-lane per
direction highway. In the simulation, we monitor04@ehicles on a highway of 15Km
length for 650 sec. The arrival rate of the velscltellows the Poison process. We
simulated three types of vehicles’ speed taken fstatistical measurements [59-61]. The
speed of the vehicles on a given lane can’t extleeanaximum speed limit of that lane.
The speed assigned to the vehicles follows the alodistribution with average and
standard deviatiom as shown in Table 3. In our simulation, we congdea major
safety requirement that the vehicles should kesafe-distance with the vehicles ahead.
This will give any vehicle the ability to decelezaio avoid collision with the vehicle
ahead if it can’'t change the lane. Another safetyuirement is considered when a lane
change takes place. Vehicles can change theirrduiage if there is room in the next

lane and if the vehicle, the lane changing vehicés maintain a safe-distance with the
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vehicle ahead in the new lane. Also the safe-digtas kept between the vehicle, lane
changing vehicle, and the vehicle behind it onrtee lane. If the vehicle can’t change its
current lane, then the safe-distance gives theckeetlthe ability to decelerate and

slowdown so that its speed matches the speed ofethiele in the front. The density of

the vehicles varies between (13 to 21 vehicle/Km#)adepending on the speed being
used. For all simulation scenarios, the, = o , e.g., foru = 70Km/h ands = 21Km/h,

theAv,, = 21. The performance of differeat,;, values can be found in [62].

We used different network parameters in the simadatThe data rate is set to 6
Mbps and the periodic messages are sent every Ha@.nthe size of the message
including the mobility information is 100 bytes. RS standard supports data rate in the
range 6 to 27 Mbps [39]. However, various membdrghe Vehicle Infrastructure
Integration (VII) Consortium use 6 Mbps data rai8][ [64] for road testing. Thus, we
also decided to use 6 Mbps data rate. To studypdréormance of the clustering
techniques for different cluster sizes, we usetedsht transmission ranges forandR.
The transmission range ferwas varied between 150 and 300 meters, whilddtsveen
800 and 1000 meters f&:. For media access, we used the IEEE802.11 stafi@jrdVe
set theCW,,;, = 15, CW,p;, = 1023, aSlotTime = 16us, SIFS = 32us, and DIFS =

64us.

Table Ill: The average and the standard deviatfdhespeed

p(Km/h) o(Km/h)

70 21
90 27
110 33
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4.3.2 Evaluation Criteria

To show the performance of our proposed ThreshalseB (TB) technique, we
compare it with the Weight-Based (WB) and the RaisiBased (PB) methods proposed
in [22] and [49] respectively. Originally, the WBetihod for MANET was proposed in
[65], [66] and revised by Chatterjee, et al. [6%] introducing the combined weight
metric. The algorithm assigns node weights basethenrsuitability of a node being a
cluster-head. This algorithm basically takes intmsideration the nodal degree, the
transmission power, mobility, and battery poweth& mobile nodes. Each one of these
parameters is assigned a weight; the sum of thesghtg is 1. Then, the value of each
parameter is multiplied by its weight and all thedues are finally summed to produce the
combined weight. The node with the lower combinesight is more suitable to become
a cluster-head. The same algorithm was adoptedAYBA clustering techniques [22],
but without considering the battery power factancsi it is not a crucial problem in
VANET. In the simulation, we assigned all WB methmakameters equal weights. For
the PB method, the priority of the node is caledabased on the eligibility function. A
Node having longer travel time has higher eligibilvalue, and this value decreases as
the velocity of the node deviates largely from #werage speed. We compare the three
methods under the same environment variables. Emchlation run was repeated 10

times with different random seeds and the colledtsd was averaged over those runs

4.3.2.1 Cluster Stability
A clustering structure should be stable with respedhe nodes’ motion, i.e., the
cluster configuration should not change too muclienthe topology changes. In a high

dynamic VANET, vehicles keep joining and leavingsters along their travel route, and
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the Number of Cluster ChangeBlGC) of the vehicle will vary depending on the
clustering algorithms being used. Good clusterifgprithms should be designed to
minimize the number of cluster changes of the Jelg minimizing vehicle transitions
between clusters. THECC of the vehicle during its lifetime can be useckct@luate the
cluster stability. To find thé&dCC of the vehicle, we first introduce the basic tiaos

events the vehicle encounters during its lifetime:

« el — A vehicle leaves its cluster and forms a new one.

+ e2 — A vehicle leaves its cluster and joins a nearligtelr.

+ e3 — A cluster head merges with a nearby cluster.

For each vehicle, the sum of all transition evéals e2, ande3) defines theNCC of the
vehicles over its lifetime. We compare the averdd@€ of the vehicles for the TB, WB,
and PB methods when different speeds and differansmission ranges are used. In
Figure 4.6 (a) (b) (c), the x-axis represents tamdmission range, while the y-axis
represents the average NCC of the vehicle. Fromar€ig.6 (a) (b) (c), we can see that
the averag®CC produced by our TB technique is smaller compaoeithat produced by
the WB and PB methods. This means our techniquesesaless number of cluster
transitions for all different velocities and diféet transmission ranges. The figure shows
that the averag’CC of a vehicle is reduced by 34% to 46% compardt¢dNB and PB
methods. We can see that the TB method performs eneh better when the average
speed becomes higher. Note also that the averagel spcrease has little impact on the
number of clusters changed per vehicle when thenEBod is used. This is because the

threshold is a function of the speed deviationiisdlways proportional to the speed
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Figure 4.6 average cluster changes per vehicle

regardless of its average value. The figures sh@at the average NCC of the vehicle
decreases as the transmission range increasess Ti@sause increasing the transmission
ranger, increases the probability that a vehicle stayneated with its cluster-head. The
cluster stability can also influence the signalingerhead. A frequently changing
clustering structure results in an increase in teagnce messages and thus increasing
the load on nodes. From the figure, we can concthde the TB method reduces the
signaling overhead and the traffic load since uses less number of transition between
the clusters. We can also calculate d@lrerage transition raté\;, meqn, between clusters

as follows:
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K NCC;
=1 N gire

(4.4)

1
)\tr,mean = EE

Where, N; ;¢. is the lifetime of vehiclé, NCC; is the number of clusters vehicle

changes during its lifetime, arilis the total number of vehicles.

4.3.2.2 Average Cluster Lifetime

The average cluster lifetime is an important metrat shows the performance of the
clustering algorithm. The cluster lifetime is ditlgcarelated to the lifetime of its cluster-
head. The cluster-head lifetime is defined as time period from the moment when a

vehicle becomes a cluster-head to the time whismiterged with a nearby cluster.

The average cluster lifetime produced by the TR, WiB and the PB methods is
compared in different speed scenarios with diffetesnsmission ranges. Figure 4.7 (a)
(b) (c) show that the average cluster lifetimenisreased by 20% to 48% when the TB
method is used compared to the WB and PB methdds.ig due to the high variation of
the speed difference among cluster members of tie and the PB methods. This
deviation leads to the following: first, in both theds, the probability that two cluster
heads come into direct communication range is lgich results in cluster merging.
But, in the TB method, the cluster merging can’'t ggformed unless the difference
between the average speed of the cluster headsttotlusters are within the predefined
threshold; second, the probability that the clusteembers and the cluster-head get
separated soon due to high mobility; especially wtiee cluster is composed of few

nodes.
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Figure 4.7 average cluster lifetime

4.3.2.3 Number of Clusters

Due to high dynamics of the VANET, clusters areated (new clusters added to the
system) and vanished over time, and the total nummbelusters created over a period of
time defines the cluster formation rate. Good @risg algorithms should be designed to
reduce the rate at which clusters are created ddedato the system due to the mobility
of the nodes. And this can be achieved by produfegively stable clusters and by the
ability of clustering method to maintain the cutretuster structure stable as much as
possible. In this paper, we compare the averagebauwf clusters added to the system,

we start counting each new cluster added to theesyafter the algorithm is executed by
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all nodes and the clusters are formed (e.g., wiogles leave their current clusters due to
mobility and form a new cluster, or when two neighbg clusters merge to produce a

new cluster). To evaluate this metric, the totainber of clusters created and added is
calculated for each run, then, tagerage number of the total number of the created

clusters Cg?,f,“’, of all methods is taken over all runs for differ&ransmission ranges.

Figure 4.8 (a) (b) (c) show the average number h& total number of the
clustersCio5k*, added to the system over all simulation runsdifierent speeds and
different transmission ranges. The figure shows tha cgggal produced by the TB
method is always smaller compared to that prodibgettie WB and the PB methods and
this number decreases as the transmission rangeases. This is because the TB method

uses the speed difference among vehicles as a pemato create the clusters. Thus, the
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clusters are more stable and have longer lifetime.

4.3.2.4 Overhead for Clustering
All clustering algorithms incur some additional r&ifjing overhead to form and
maintain their cluster structures. The clusterimgrbead consists of: HELLO packets

overhead, cluster setup overhead and cluster mainte overhead.

Overhead due to HELLO packetstELLO packets are broadcast by vehicles every
TyeLLo Period. These packets carry local mobility infotima used to compute local

variability, which will be used in cluster formatiaand cluster-head election. Each node
sends one HELLO packet evely;;, period to maintain up-to-date neighborhood

information. Thus, this overhead is the same for WB and PB clustering techniques.

Overhead due to cluster setupccording to the TB cluster formation algorithitine
COV node sends one message to initiate clusterafiwmprocesslijitiateCluste). After
receiving this message, the node that wins theteshiiead competition broadcasts a
cluster formation messagédrmcCluste) to its neighbors with its ID embedded in the
message. So for the cluster formation process,m@ssages are sent: one by the COV
and the other one by the cluster-head winner n&deh non-clustered neighbor that
satisfies the speed threshold joins this clusterseyding a message. So in the TB
algorithm, if the average number of nodes in atelus K;z, then the total number of
messages to setup a cluster2is- K;5. For the PB algorithm, when a new node is
powered up and none of its neighbors belong torathssters, it announces itself as a
cluster-nead and sends a message to inform ithlmeig about its new role. Neighbors

that are in the registration phase (non-clusteged this cluster by sending a join
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message. So in the PB algorithm, the total numlben@ssages to setup a cluster is
1+ Kpg, WhereKpg is the average number of members per PB clustethé WB
algorithm, a node that claims to be a cluster-resadis a CH-HELLO message. All non-
clustered neighbors join this cluster by sendingessage. So in the WB algorithm, the
total number of messages to setup a clustér+s,, 5, whereKy,, sz, is the average
number of members per WB cluster. In the TB tecaithe average number of nodes
per cluster is less than that of the other twonegpkes. So if a TB cluster has at least two
less members than the other two types of clusteesy the cluster setup overhead per

cluster is less in TB technique than in other témpines.

Overhead due to cluster maintenan€duster maintenance is done periodically by all
clustering methods. The three types of eventsttiggfer topology change in VANET can
be defined as follows: a node joins the netwonkpde leaves the cluster, and two cluster
heads come into direct communication range. It node, that joins the network, has
non-clustered neighbors, then those nodes will farmew cluster according to the rules
used by each clustering method. The overhead eferlfiormation was explained earlier.
However, if the new node has a neighbor that iister-head, then it will try to join the
cluster by sending a join message to the clustad;h&nd this cluster joining overhead is
same for all three methods (TB, PB and WB). Whem twighboring clusters merge, the
cluster-head with less number of members will lidseole and join the other cluster and
become a cluster member. The losing node sendmessage in one period to inform its
members about its decision. If the losing nodedhaster members, then the members are
subject to cluster reorganization. The cluster memnleither join any nearby clusters or

form a new cluster if they couldn’t find a clusterjoin. Overhead for joining any nearby
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clusters is the same for all three methods, anavweehead for cluster formation (cluster
setup) is already presented before. The upper bamthe number of messages for
cluster merging is equal to the average number ehbers per cluster, which &5,

Ky 5 andKpg for TB, WB and PB techniques respectively.



93

CHAPTER 5: CONCLUSION

In this work, we proposed channel allocation andlion@ access organization for
V2R and V2V communications respectively. We maifdgused on channel allocation
for RSU access. The objective of the proposed ndeithto give the tasks that have been
using wireless channel for long period of time ttteance to complete, otherwise the
resources allocated to those tasks is a wastepidposed algorithm allocates a virtual
transmission plan for vehicles that are closer thdmers to leave the RSU range. The
basic idea is to calculate the expected task fiiek and then allocate extra time as part
of the transmission plan of the vehicle. This exinae can be used in case the vehicle
couldn’t finish its task on time. However, this extime can be assigned to the next
vehicle to leave the RSU in case the leading vehi@ds able to finish the task on time.
The algorithm reduces the risk of the vehicle ggaigresses and moves toward the edge
of the RSU transmission range. The performancéefalgorithm was evaluated using
simulation. The results show that the algorithm esduce the task failure rate compared
to other existing methods. The results also shaw tte proposed algorithm can use the

resources efficiently and increases the througbptlite system.

We also proposed a hybrid media access method ltstec-based vehicular
networks. This method integrates the centralizasipproach of cluster management and
the universal way of forwarding data, where théhest vehicle forwards data in an effort
to maximize the opportunity of advanced notificatidhis method leverages contention-
free and contention-based Media Access Controlufpart different requirements of
safety and non-safety messages. This method m@hidbke cluster-head for intra-cluster

management and on the cluster-forwarder for safegssage dissemination. The
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performance of the proposed method was evaluatedimulation program. The results
show that, our method provides an early notificatompared to the other methods that

rely on cluster-head to send warning messages.

We also proposed a new VANET cluster formation atgm that tends to group
vehicles showing similar mobility patterns in onkister. This algorithm takes into
account the speed difference among vehicles as agethe position and the direction
during the cluster formation process. After conthgrta simulation experiment, we
observe that our technique groups fast moving Vehion the fast speed lanes in one
cluster, while slow moving vehicles in another tdusThe simulation results show that
our proposed algorithm increases the cluster iifetiand reduces vehicle transitions
between clusters. The results show that our tedensignificantly increases the stability

of the global network topology by reducing the ratt@vhich clusters are created.
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CHAPTER 6: FUTURE WORK

Intelligent transportation systems will rely on 2V and V2R communications to
increase drivers’ and passengers’ safety and confberefore, it's very important to
develop new methods for medium access and chahoehi@on to support these types of
applications. Since the mobility patterns of thehigkes are predictable, then new
scheduling and channel allocation algorithms shotédke advantage of these
characteristics to enhance their functionalitiehe Tcoexistence of different types of
traffic (i.e., real-time and non real-time dataatthave different requirements should also
be considered. Channel allocation and admissiotraoalgorithms used by the RSU
should react fast to the conditions and should lle & re-calculate the transmission

plans in an optimal way to increase system throughp
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ABSTRACT

EFFICIENT CHANNEL ALLOCATION AND MEDIUM ACCESS
ORGANIZATION ALGORITHMS FOR VEHICULAR
NETWORKING

by
ZAYDOUN RAWASHDEH

August 2011

Advisor: Dr. Syed Masud Mahmud

Major : Computer Engineering

Degree Doctor of Philosophy

Due to the limited bandwidth available for Vehiauked-hoc Networks (VANETS),
organizing the wireless channel access to effiiarge the bandwidth is one of the main
challenges in VANET. In this dissertation, we foaus channel allocation and media
access organization for Vehicle-to-Roadside Un8R) and Vehicle-to-Vehicle (V2V)
communications. An efficient channel allocation aalthm for Roadside Unit (RSU)
access is proposed. The goal of the algorithm isntoease system throughput by
admitting more tasks (vehicles) and at the same taduce the risk of the admitted tasks.
The algorithm admits the new requests only wheir teguirements can be fulfilled and
all in-session tasks’ requirements are also gueeaht The algorithm calculates the
expected task finish time for the tasks, but allesa virtual transmission plan for the
tasks as they progress toward the edges of ther&&y¢. For V2V mode, we propose an
efficient medium access organization method basedANETS’ clustering schemes. In
order to make this method efficient in rapid togpichange environment like VANET,
it's important to make the network topology lessamwyic by forming local strongly
connected clustering structure, which leads toaalstnetwork topology on the global

scale. We propose an efficient cluster formatiaypathm that takes vehicles’ mobility
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into account for cluster formation. The resultstloé proposed methods show that the
wireless channel utilization and the network stgbilare significantly improved

compared to the existing methods.



107

AUTOBIOGRAPHICAL STATEMENT

Zaydoun Rawashdeh received the B.Sc. and M.Scedgegn Electrical and Computer
Engineering from Saint Petersburg State Electrbrieal University, Russia. He
received his second M.Sc. degree in Computer Ergmg from the University of
Michigan, USA. From 1999 to 2004 he worked as a fuater Network Engineer at the
University of Jordan. From 2007 to 2011, Rawashdetked as a Teaching Assistant in
the ECE department at Wayne State University. @tisrehe works as a Wireless
Research Engineer at the Crash Avoidance Metricné&ahip (CAMP) Vehicle Safety
Communications 3 (VSC3) Consortium. He receivedQistanding Teaching Assistant
Award at Wayne State University in 2009. Rawash@ekived the Student Paper Award
in the 2010 ITS-Michigan Annual Meeting. He is amieer of IEEE and Tau Beta Pi.
His main research field is the Vehicular Ad hoc Watks. His other research interests
include MANET and Embedded Systems. His recentipaiibns:

1. Zaydoun Yahya. Rawashdeh and Syed Masud Mahmudd¥eNAlgorithm to
Form Stable Clusters in Vehicular Ad hoc NetworksHighways” submitted to
the EURASIP Journal on Wireless Communicationsetvorking.

2. Zaydoun Yahya. Rawashdeh and Syed Masud Mahmud”igsiion Control for
Roadside Units Based on Virtual Air-time Transnossi,” to appear in the
Proceedings of the IEEE Global Communication Canfee 2011.

3. Zaydoun Yahya. Rawashdeh and Syed Masud Mahmud”’n@orcations in
Vehicular Networks,” inTheory and Applications of Ad Hoc NetwaqrksTech,
Zieglergasse 14, 1070 Vienna, Austria, 2010.

4. Zaydoun Yahya. Rawashdeh and Syed Masud Mahmudwdiib Strongly
Connected Clustering Structure in Vehicular Ad INetworks,” Proceedings of
the 2009 IEEE 70th Vehicular Technology Conferend&rC2009-Fall,
September 20-23, 2009, Anchorage, Alaska, USA.

5. Zaydoun Y. Rawashdeh and Syed M. Mahmud, “TeacRiea-Time Embedded
Systems Networking and Assessment of Student legyriProceedings of the
2009 ASEE Annual Conference, Austin, Texus, June 14, 20009.

6. Zaydoun Yahya Rawashdeh and Syed Masud Mahmud, idMédcess
Technique for Cluster-Based Vehicular Ad Hoc Neksgr Proceedings of the
IEEE 68th Vehicular Technology Conference: VTC2@®a8; Calgary, Canada,
September 21 - 22, 2008.

7. Zaydoun Yahya Rawashdeh and Syed Masud Mahmudrskttion Collision
Avoidance System Architecture,” Proceedings of it IEEE Consumer
Communications and Networking Conference, Las Ved@g January 10-12,
2008, Paper Number: FA1-S6-6.

8. Zaydoun Yahya Rawashdeh and Syed Masud Mahmudeciasféness of Using
Periodic Messages for Disseminating Warning Infdromain Vehicular Ad Hoc
Networks," Proceedings of the 5th IEEE Consumer @amnications and
Networking Conference, Las Vegas, NV, January 102108, Paper Number:
FA2-S7-6



	Wayne State University
	1-1-2011
	Efficient channel allocation and medium access organization algorithms for vehicular networking
	Zaydoun Yahya Rawashdeh
	Recommended Citation


	

