
Wayne State University

Wayne State University Dissertations

1-1-2011

Electronic excitations in branched conjugated
oligomers: A quasiparticle view and tight-binding
models
Hao Li
Wayne State University,

Follow this and additional works at: http://digitalcommons.wayne.edu/oa_dissertations

Part of the Physical Chemistry Commons

This Open Access Dissertation is brought to you for free and open access by DigitalCommons@WayneState. It has been accepted for inclusion in
Wayne State University Dissertations by an authorized administrator of DigitalCommons@WayneState.

Recommended Citation
Li, Hao, "Electronic excitations in branched conjugated oligomers: A quasiparticle view and tight-binding models" (2011). Wayne State
University Dissertations. Paper 282.

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Digital Commons@Wayne State University

https://core.ac.uk/display/56687296?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://digitalcommons.wayne.edu/?utm_source=digitalcommons.wayne.edu%2Foa_dissertations%2F282&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.wayne.edu/?utm_source=digitalcommons.wayne.edu%2Foa_dissertations%2F282&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.wayne.edu/oa_dissertations?utm_source=digitalcommons.wayne.edu%2Foa_dissertations%2F282&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.wayne.edu/oa_dissertations?utm_source=digitalcommons.wayne.edu%2Foa_dissertations%2F282&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/139?utm_source=digitalcommons.wayne.edu%2Foa_dissertations%2F282&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.wayne.edu/oa_dissertations/282?utm_source=digitalcommons.wayne.edu%2Foa_dissertations%2F282&utm_medium=PDF&utm_campaign=PDFCoverPages


ELECTRONIC EXCITATIONS IN BRANCHED
CONJUGATED OLIGOMERS: A QUASIPARTICLE VIEW

AND TIGHT-BINDING MODELS

by

HAO LI

DISSERTATION

Submitted to the Graduate School

of Wayne State University,

Detroit, Michigan

in partial fulfillment of the requirements

for the degree of

DOCTOR OF PHILOSOPHY

2011

MAJOR: CHEMISTRY (Physical)

Approved by:

Advisor Date



DEDICATION

This dissertation is dedicated to my daughter Katherine

ii



ACKNOWLEDGEMENTS

This dissertation could hardly have been possible without the support and assistance of

many people. It is my pleasure to take this opportunity to thank all those people who have

contributed to this dissertation and encouraged me throughout the research.

First, I would like to express my profound gratitude to my research supervisor Professor

Vladimir Chernyak, for all of his invaluable guidance, assistance and inspiration throughout

my graduate study at Wayne State University. I am amazingly fortunate to have an advisor

who provides a well-rounded experience consistent with my long-term academic career as

well as academic guidance. His talent and enthusiasm in science made this dissertation

happened.

I am deeply grateful to Dr. Sergei Tretiak for the useful discussions and contributions

throughout this work. It is my great pleasure and cherished experience to be a summer

graduate student with him during the past two years. I am also thankful to him for teaching

me all the techniques of computation chemistry as well as insights on scientific research in

general.

My thanks also go to the current and superior members of Chernyak research group for

their assistance and friendship. Especially, I would like to thank Dr. Sergey Malinin for his

assistance in both the theoretical work and all technical details of this research. His help in

improving my writing and presentations is highly appreciated. The friendship of Dr. Chao

Wu is much appreciated and has led to many interesting and spirited discussions relating to

this research.

Most calculations were performed using the resources of the Grid of Wayne State Univer-

sity and Center for Integrated Nanotechnologies of Los Alamos National Laboratory, which

are gratefully acknowledged.

iii



Finally, I would like to thank my wife Xiaobin Zhu for her love, understanding, support

and sacrifices during the past ten years. My parents Yunqi Li and Fenglan Ji receive my

deepest gratitude for their dedication and many years of support. The unwavering love and

faith from my wife and my parents is what has shaped me to be the person I am today.

Thank you for everything.

iv



TABLE OF CONTENTS

Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Chapter 2 Transition dipoles and optical spectra of conjugated molecules . 6

2.1 Transition dipoles within the ES approach . . . . . . . . . . . . . . . . . . . 7

2.1.1 Generalized ES approach . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.2 Calculation of the transition dipoles in the ES approach . . . . . . . 10

2.2 Extraction of the transition charge and dipole parameters from quantum-

chemical calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2.1 Quantum-chemical computations . . . . . . . . . . . . . . . . . . . . 12

2.2.2 Transition charge and dipole ES parameters of repeat units . . . . . . 13

2.2.3 Transition charge and dipole ES parameters of scattering centers . . . 15

2.3 Accuracy of the ES model for transition dipoles . . . . . . . . . . . . . . . . 20

v



Chapter 3 Electronic excitations in donor and acceptor substituted conju-

gated oligomers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.1 Conjugation effect and reflection phases of donor and acceptor substituted

termini . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2 Calculation of the transition dipoles for donor and acceptor substituted molecules 30

Chapter 4 Exciton scattering on symmetric branching centers in conju-

gated molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.1 Library of molecular building blocks . . . . . . . . . . . . . . . . . . . . . . . 34

4.2 Retrieving the scattering matrices for V-, Y- and X-joints . . . . . . . . . . . 35

4.2.1 Symmetry analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.2.2 Numerical procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.2.3 Frequency dependence of the scattering phases . . . . . . . . . . . . . 41

4.3 Topological properties of scattering phases and their physical interpretation . 44

4.3.1 Analytical properties of the scattering phases and topological invariants 45

4.3.2 Topological analysis of the X-joints and ortho-joints . . . . . . . . . . 51

4.3.3 Topological properties of the scattering matrices and the lattice-model

description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

Chapter 5 Effective tight-binding models for electronic excitations in con-

jugated molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5.1 Effective tight-binding model representation of the exciton states . . . . . . . 56

5.2 The simplest tight-binding model based on the ES approach . . . . . . . . . 60

5.3 The tight-binding models for the localized excitons . . . . . . . . . . . . . . 62

5.4 The tight-binding models for the delocalized excitons . . . . . . . . . . . . . 65

5.4.1 The lattice models describe electron donor and acceptor substituted

molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.4.2 The lattice models for molecules contain symmetric V-, Y- and X-joints 68

vi



5.4.3 The lattice models for perylene substituted molecules . . . . . . . . . 74

Chapter 6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

Autobiographical Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

vii



LIST OF TABLES

Table 5.1 The bound states in perylene terminated molecules predicted by the
tight-binding models and the quantum-chemical method. The energy
distance to the nearest band edge is listed. Negative value corresponds
to a bound state below the exciton band. . . . . . . . . . . . . . . . . 77

viii



LIST OF FIGURES

Figure 2.1 Building blocks of phenylacetylene-based molecules: (a) repeat unit, (b)
molecular terminus, (c) meta- and (d) ortho-conjugated linkages (joints).
The atoms in the region marked with“(+)” should be considered as part
of the vertex, whereas those in the region marked with “(-)” should be
“deducted” from the joint due to the overlap of the attached repeat units.
(e) the coordinate system for the transition dipole in the vertices shown
here. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Figure 2.2 Ratios Q(x)/ψ̃(x) of the repeat unit’s transition charges and values of the
dual exciton wave function for the first mode at all repeat units (see Fig.
1a) along linear molecules of different lengths (the molecular structure is
shown in the inset). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

Figure 2.3 Dipole parameters q and d of the repeat units (solid lines) and real coef-
ficients q(T ) and d(T ) (dashed lines) that parameterize the dipole param-
eters of the molecular termini (see Fig. 2.1). . . . . . . . . . . . . . . . 16

Figure 2.4 Real coefficients q(V ), d
(V )
x and d

(V )
y that parameterize the dipole ES pa-

rameters of the meta (V =M) and ortho (V = O) joints. . . . . . . . 20

Figure 2.5 Relative deviations of the transition dipoles in linear molecules (shown
in the inset) calculated using the ES approach compared to CEO com-
putations. The mth mode in the molecule Pn is denoted by n/m. . . . 21

Figure 2.6 Deviations between the ES and CEO transition dipoles relative to the
transition dipoles of the brightest states in meta- and ortho-conjugated
molecules (shown in the insets). . . . . . . . . . . . . . . . . . . . . . . 22

Figure 2.7 The transition dipoles of zigzag isomers (shown in the inset) computed
by the ES approach. The excitation energies are identical for isomers. . 23

Figure 2.8 The deviations between the ES and CEO transition dipoles relative to
the transition dipoles of the brightest state in zigzag isomers. . . . . . 24

Figure 2.9 The transition dipoles of triangular molecules T6 and T7 (shown in the
inset) computed by the ES approach. . . . . . . . . . . . . . . . . . . . 25

ix



Figure 2.10 The deviation between the ES and CEO transition dipoles of doubly
degenerate modes relative to the transition dipoles of the brightest state
in triangular molecules T6 and T7. . . . . . . . . . . . . . . . . . . . . 26

Figure 3.1 The reflection phases ϕX of the modified molecular termini and the re-
flection phase ϕH of the neutral (H-terminated) molecular end. Inset:
linear PA oligomers with a substituent X (X= -NH2, -NO2 and -CF3) on
one end, which are used to extract and tabulate the reflection phases. [1] 29

Figure 3.2 The transition charge q(X)(ω) (top panel) and dipole d(X)(ω) (bottom
panel) parameters of donor/acceptor modified (-NH2, -NO2 and -CF3)
and neutral (-H) termini. . . . . . . . . . . . . . . . . . . . . . . . . . 31

Figure 3.3 Accuracy of the ES method: comparison of optical spectra obtained with
the CEO quantum-chemical technique (top panel) and the ES approach
(bottom panel) for selected molecules. . . . . . . . . . . . . . . . . . . . 32

Figure 3.4 Deviations between the ES and CEO transition dipoles relative to the
transition dipoles of the brightest states in donor and/or acceptor termi-
nated molecules (structures are shown in the insets of Fig. 3.3). . . . . 33

Figure 4.1 Possible phenylacetylene (PA) vertices. . . . . . . . . . . . . . . . . . . 35

Figure 4.2 The symmetric quadruple joint (X-joint). The arm order (1, 2, 3, 4) and
the symmetry axes (A and B) are defined. . . . . . . . . . . . . . . . . 38

Figure 4.3 The scattering phases of the meta(M)- and ortho(O)-joints and the ter-
minus. The scattering phases ϕM

0,1 and ϕ
O
0,1 of the double joints are defined

according to the symmetry, similarly to the phases of the X-joint in sec-
tion 4.2.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

Figure 4.4 The scattering phases of the Y-joint. . . . . . . . . . . . . . . . . . . . 43

Figure 4.5 The scattering phases of the X-joint. . . . . . . . . . . . . . . . . . . . 43

Figure 4.6 Phase ϕ10 of the X-joint and phase ϕ0 of the ortho-joint in the vicinity
of the kinks. Data points used for fitting are shown together with the
fitting curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

x



Figure 4.7 Graphical solution of Eq. (4.13) is represented as finding intersections of
two closed curves on the torus. The fundamental polygons of the torus are
shown for the A0B0 states in symmetric X molecules with arm lengths of
two (top) and seven (bottom) repeat units. Circles and diamonds denote
formal solutions (intersections): physical solutions in the first Brillouin
half-zone (filled circles), their counterparts in the second half-zone (open
circles), and unphysical solutions k = 0 and k = π (diamonds). The
symbols are red and blue for positive and negative individual intersection
indices, respectively. The number of states in the band is represented by
the number of filled circles. . . . . . . . . . . . . . . . . . . . . . . . . . 48

Figure 5.1 The extracted exciton dispersion from TDHF (CEO) energies fitted with
one and three cosines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

Figure 5.2 An example of a conjugated molecule and a graph for a possible tight-
binding model. Different colors of sites and links represent different on-
site energies and hopping constants. . . . . . . . . . . . . . . . . . . . . 58

Figure 5.3 The simplest lattice model for linear molecule. . . . . . . . . . . . . . . 61

Figure 5.4 Possible shapes of the reflection phase at the terminus characterized by
one on-site energy with the nearest neighbor hopping in the chain, for
four values of g: -0.3 (red), 0.3 (blue), 1.5 (green), and -1.5 (black). The
topological charge Q = 0 when |g| < 1, Q = −1 when |g| > 1. . . . . . . 62

Figure 5.5 The dispersion (gray dots) of localized exciton fitted with one cosine
(red curve). The bound state energies of the NO2 and NH2 substituted
molecules are 3.3030 eV and 3.4077 eV, respectively. . . . . . . . . . . . 63

Figure 5.6 Reflection phases of localized exciton at the four terminals: (from top to
bottom) regular benzene ring, NO2, NH2, and CF3. Blue dots are from
exciton scattering analysis on quantum chemical results, and red curves
are the best fits using the lattice model. There are bound states for NH2

and NO2 substituted molecules. . . . . . . . . . . . . . . . . . . . . . . 64

Figure 5.7 Reflection phases of delocalized exciton at the four terminals: (from bot-
tom to top) regular benzene ring, CF3, NO2, and NH2. Dots are from
exciton scattering analysis on quantum chemical results, and the curves
are the best fits using the third-neighbor-hopping lattice model. . . . . 66

Figure 5.8 The nearest-neighbor-hopping lattice model for linear molecules. Exciton
behavior at the terminus is parameterized by K1, ω1 and ω2. . . . . . . 67

Figure 5.9 Reflection phases of delocalized exciton at the four terminals: (from bot-
tom to top) regular benzene ring, CF3, NO2, and NH2. Dots are from
exciton scattering analysis on quantum chemical results, and the curves
are the best fits using the nearest-neighbor-hopping lattice model. . . . 68

xi



Figure 5.10 The scattering phases of the meta(M)-joint. Subscript 0/1 denotes sym-
metric/antisymmetric scattering. . . . . . . . . . . . . . . . . . . . . . 69

Figure 5.11 The lattice model describe the meta(M)-joint. Dashed line represents
weak coupling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Figure 5.12 The scattering phases of the ortho(O)-joint. Subscript 0/1 denotes sym-
metric/antisymmetric scattering. . . . . . . . . . . . . . . . . . . . . . . 70

Figure 5.13 The lattice model describe the ortho(O)-joint. The joint is represented
by the lattice site with on-site energy ωo. Dashed line represents weak
coupling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

Figure 5.14 The scattering phases of the triple (Y-) joint. Subscript S denotes the
states where the angular momentum m = 0, whereas P denotes the
double degeneracy of the m = ±1 modes. . . . . . . . . . . . . . . . . . 72

Figure 5.15 The scattering phases of the quadruple (X-) joint. Subscripts of the phase
denotes the symmetry of scattering, which is defined in Section 4.2. . . 73

Figure 5.16 The lattice model describe the X-joint. The joint is represented by the
lattice site in the middle with on-site energy ωx. Dashed line represents
weak coupling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

Figure 5.17 Perylene terminated linear phenylacetylene molecules and the relevant
lattice model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

Figure 5.18 The reflection phase of the perylene substituted terminus in phenylacety-
lene molecules. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

Figure 5.19 The excitation energies of the linear molecule with 10 repeat units and
one end terminated by perylene. . . . . . . . . . . . . . . . . . . . . . 77

xii



1

Chapter 1

Introduction

Understanding and simulation of the excited-state electronic structure of organic molecules

are important tasks in physical chemistry and material science because light absorption,

emission, and photoinduced energy transfer are all determined by the structure of the elec-

tronic excitations. Besides improving the microscopic insights into photophysics and photo-

chemisty, these studies play important roles in developing new electro-optical materials.

Carbon-rich molecular structures may exhibit remarkable electronic and optical proper-

ties [2–12] due to the high degree of π−conjugation. Such conjugated molecules have been in-

tensively studied for their interesting photophysical and carrier transport properties, as well

as technological advantages over traditional semiconductors [13–15]. Therefore, branched

conjugated molecules have an increasing number of applications as organic photovoltaic ma-

terials, e.g. organic light-emitting diodes [16], single-molecule switches [17], organic solar

cells [18], transistors [19–21], and imaging devices [21–23]. In the past three decades, a

number of branched conjugated polymers and networks with various building blocks have

been synthesized, including structures based on phenylacetylene, thiophene, phenyleneviny-

lene, phenylbutadiyne, etc., that can also be decorated with side groups and attached to

nanoparticles [24–34]. The geometry of branched conjugated molecules is a key factor for

their optical applications. The efficiency of light absorption can be improved by a high

concentration of peripheral chromophores in the branched structures. Selective light ab-

sorption and directed energy transport can be achieved using different molecular geometries,
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purposing proper transition dipole moments and energetic gradients [10, 35–37]. Therefore,

understanding the excited-state electronic structure in conjugated molecules and underlying

structure-property relations is a nontrivial task and important for the design of novel organic

photovoltaic materials.

The complicated electronic structure of conjugated molecules has been attributed to the

quasi-one-dimensional system of delocalized π−electrons subject to strong Coulomb electron-

electron correlations and electron-phonon couplings [13, 14, 36]. Therefore, large conjugated

molecules are very difficult to study theoretically with both satisfactory efficiency and ac-

curacy, especially when the properties involve excited electronic states. The latter typically

correspond to tightly bound electron-hole pairs (excitons) due to the low-dimensionality and

a low dielectric constant in these materials. Using general quantum chemistry methods, the

numerical cost [which scales as O(N2) - O(N5), N being the number of orbitals] makes com-

putations for large molecules with hundreds and thousands of atoms prohibitively expensive

[38]. Fortunately, the excited-state computation can be simplified by a quasiparticle (exci-

ton) description, the exciton scattering (ES) approach [36, 39], prompted by the context of

electron energy loss spectroscopy [40, 41].

The ES approach has been developed for numerically efficient calculations of optical

spectra in large branched conjugated molecules [36, 42], where electronic excitations are

represented by excitons. This approach is based on the following simple and physically

intuitive picture: electronic molecular excitations are viewed as states of a quantum particle

on the graph whose edges and vertices represent linear segments and vertices of the molecule.

Therefore, finding transition energies and exciton wave functions is similar to a much simpler

and computationally inexpensive problem of finding the eigenstates of a quantum particle

on the graph (a “particle in a box” problem): one needs to solve a set of homogeneous wave

equations (ES equations) describing quantum scattering at the vertices and propagation

along linear segments. The ES approach was put on a firm theoretical basis [42] as an

approximation that becomes asymptotically exact in the limit when the linear segments are
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much longer than the exciton size. In the infinite linear chain the exciton quasimomentum

k is conserved, and the dispersion relation ω(k) (dependence of the transition energy ω

on k) characterizes the polymer backbone. Molecular vertices locally violate the discrete

translational symmetry and cause exciton scattering described by ω-dependent scattering

matrices Γ(n)(ω) (a unitary symmetric n × n matrix characterizes a vertex of degree n);

the exciton wave function is a standing wave at distances larger than the exciton size. All

these ES parameters can be obtained from the reference quantum-chemical computations

(from the transition energies, by solving an inverse scattering problem, or by extracting

standing-wave envelopes from the transition density matrices) in molecules of moderate

size and tabulated for further applications. In Refs. [39, 43] a strategy for retrieving the

scattering matrices have been developed: first, the exciton dispersion together with the

scattering amplitude at the molecular termini, and next, the 2 × 2 scattering matrices for

double joints from quantum-chemical results. This strategy was implemented for both the

time-dependent density functional [39] and time-dependent Hartree-Fock [43] methods using

an example of phenylacetylene (PA, or poly phenylene ethynylene, PPE) systems [7, 8]

including unmodified chain termini, as well as ortho- and meta-joints. The accuracy of the

ES approach has been checked by comparing the excitation energies obtained via solving the

ES equations, using the retrieved ES parameters, with the quantum-chemical calculations

in a variety of test molecules. For all PA-based molecules studied thus far, the ES approach

produced impressively accurate results [39, 44].

For large branched conjugated molecules, finding numerical solutions of the ES equations

is much more efficient than application of the reference quantum-chemical method. Indeed,

such a large molecule typically contains large numbers but only several types of building

blocks; using the same ES parameters for the same building blocks effectively accounts

for this symmetry. The ES approach can efficiently calculate transition frequencies for all

possible branched conjugated molecules composed of characterized building blocks as well

as the reference quantum chemistry would do if it were not for limitations imposed by
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computational expense. Ultimately, the quasiparticle description of the ES approach can

serve as a foundation for treating effects of disorder and exciton-phonon interactions, which

is necessary for efficient modeling of energy transfer in conjugated systems.

This dissertation further extends the ES approach to allow for numerically efficient calcu-

lations of optical spectra and vibrational dynamics in large molecular systems. In Chapter 2,

we extend the ES approach to the calculation of the transition dipole moments. The for-

malism for this extension is presented based on the generalized ES approach. The dipole

properties of building blocks are fully characterized by several energy-dependent ES param-

eters. These dipole ingredients have been retrieved from the quantum-chemical calculations

of the excited states in simple molecular fragments. Using these extracted parameters, one

can then effortlessly calculate the oscillator strengths and optical spectra of various large

molecular structures. We illustrate the application of this extended ES approach using an

example of phenylacetylene-based molecules. Absorption spectra predicted by the ES ap-

proach have been compared with the results of the reference quantum-chemical calculations

to check the accuracy.

In Chapter 3, the ES methodology is extended to analyze the excited-state electronic

structure of donor and acceptor substituted conjugated oligomers, which provide an impor-

tant approach to modify the optical properties of the backbone structures. The extracted

ES parameters (including the scattering phases, the transition charge and dipole ingredi-

ents) of the modified termini are used to quantify the influence of the substitution on the

molecular electronic and optical spectra. In particular, intuitive relationships between the

substituent’s electron withdrawing or donating ability and the exciton scattering parameters

are discussed. Good agreement of the absorption spectra between the ES approach and the

reference quantum-chemical computations demonstrates that the ES approach is qualified

for such conjugated push-pull molecular systems.

In Chapter 4 the capability of the ES approach is extended to include symmetric triple and

quadruple joints that connect linear segments based on the phenylacetylene backbone. This
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allows us to extend the ES methodology to a much broader variety of branched conjugated

molecules and molecular networks that consist of the characterized building blocks. The

symmetric double joints have been restudied in terms of the symmetry. Then we present

initial studies of the analytical properties of the scattering matrices Γ(ω) and, in particular,

relate some simple topological invariants, associated with Γ(ω), to the number of electronic

excitations in the conjugated molecules that contain the corresponding joints. The obtained

features of the scattering phases are analyzed in terms of the observed excited-state electronic

structure. The topological approach is very useful in counting the exciton states inside the

exciton band.

In Chapter 5, we introduced an efficient description of electronic excitations in terms of

effective tight-binding (lattice) models whose parameters are determined from the behavior

of the ES parameters. Application is illustrated by constructing lattice models for two types

of excitons in linear phenylacetylene oligomers on the basis of the time-dependent Hartree-

Fock computations. In particular, using the analytical continuation of the expression for

the effective terminal reflection amplitude, we are able to accurately predict the energies

of the bound states localized at the molecular vertices including the acceptor- and donor-

substituted chain termini, symmetric quadruple joint, and perylene substituted terminus. In

addition, the lattice models can be useful to determine the exciton-phonon coupling and the

effect of disorder on electronic excitations in large branched conjugated molecules.

Finally the main conclusions of this dissertation are summarized in Chapter 6.
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Chapter 2

Transition dipoles and optical spectra
of conjugated molecules

The energies of electronic excitations constitute an important piece of information for

describing optical properties of materials, because they indicate the positions of the absorp-

tion peaks. However, the optical properties also depend on the transition dipole moments

of excited states. These quantities determine whether respective electronic transitions carry

oscillator strengths that define the intensities of the corresponding peaks in the optical

spectra[45]. In this chapter, we generalize the formalism of the exciton scattering (ES)

approach for electronic excitations in branched conjugated molecules and extend it to the

calculation of transition dipole moments. Together with the original ES approach developed

previously [36, 39, 42–44], this extension allows one to calculate efficiently optical spec-

tra in large conjugated molecules using previously tabulated ES parameters obtained from

quantum-chemical calculations of basic molecular building blocks.

In the context of the ES approach, the wave function for a stationary state of the “particle

in a box” problem, which has a standing-wave form, should be interpreted as a distribution

of the excitation amplitudes on the linear segments. The idea behind the calculation of

transition dipoles within the ES approach is that the contribution of a building block to

the total dipole is proportional to the local excitation amplitude. Specifically, transition

charges and dipoles of building blocks can be determined using a small number of energy-

dependent parameters. These dipole and charge parameters can also be extracted from the
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reference quantum-chemical computations in molecules of moderate sizes and tabulated in

addition to the scattering parameters for the excitation energies. Consequently, the transition

dipole moment magnitudes can be computed efficiently for any molecule that consists of

characterized building blocks, similarly to computation of excitation energies within the ES

approach. Excitation energies and transition dipole moments allow us to calculate optical

spectra. On several examples of phenylacetylene π-conjugated molecular structures [8, 46–

50], we found that the absorption spectra predicted by our extended ES approach accurately

reproduce the results of the respective direct quantum-chemical calculations.

2.1 Transition dipoles within the ES approach

2.1.1 Generalized ES approach

In this section we review and generalize the exciton scattering (ES) approach. In con-

jugated molecules, the electronic excitations are tightly bound spatially localized excitons.

Within the ES approach, an excitation in a conjugated molecule is viewed as a quantum

particle (exciton) on the corresponding graph that represents the molecule (the molecular

vertices and linear segments are represented by the vertices and edges of the graph). We

assume that the properties of the molecular building blocks (repeat units and molecular

vertices) depend only on the energy. In an infinite linear segment, the common motion of

an electron and a hole that form the exciton, is described by a plane wave parameterized by

the exciton quasimomentum. The spatial distribution of delocalized electronic excitation in

a complex branched conjugated molecule can be characterized by the exciton wave function

given by a set of standing waves on molecular linear segments α:

ψα(xα) = aα exp(ikxα) + bα exp(−ikxα) , (2.1)

where the wavenumber k is related to the excitation energy ω through the dispersion relation

ω(k), and the wave function is defined at integer points xα. Note that the excited state has

a standing-wave structure only sufficiently far from the molecular vertices (in comparison
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with the exciton size), which implies that the ES approach can be justified only if molecular

linear segments are long compared to the typical distance between the electron and the hole

in the exciton (exciton size).

In the following, to simplify the description, we assume that at a given energy there

is only one exciton type. We choose to formulate the ES approach using the standing

wave associated with the transition dipole distribution in real space, which has substantial

intuitive advantage: as for a quantum particle, for the first excitation in the linear molecule

this exciton wave function is symmetric and has no nodes, whereas for the second excitation

it is antisymmetric (with one node), etc. This choice implies that the exciton wave function

should be defined as a vector that can be represented by a unit vector nα in the direction of

the repeat unit’s axis and a projection ψα(xα) on that axis:

ψα(xα) = ψα(xα)nα . (2.2)

The first version of the ES approach[42] was formulated in terms of the projections of the

wave function ψ. However, this approach, when applied to complex structures with loops,

requires inverting signs of some elements of scattering matrices for certain positions of vertices

in the graph. The reason for this complication was possible conflicts in structures with loops

between orientations that were necessarily included in definitions of scattering matrices based

on projections. The representation (2.2) is especially useful when the repeat units can be

viewed as straight but nα can slowly vary from repeat unit to repeat unit, whereas the local

projection ψα(xα) of the wave function is not affected by this weak deformation.

Within the ES approach, the excitation amplitude can be found by solving simple wave

equations describing propagation along linear segments and scattering at vertices. These

equations, referred to as ES equations, can be formulated in terms of the incoming and

outgoing waves ψ
(±)
αb defined as the values of two plane-wave components of the asymptotic

standing wave continued to the vertex. In this notation incoming (+) and outgoing (-) waves

are specified in the linear segment α at the vertex b. Propagation along the segment α of
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length lα between the vertices b and c is expressed by the equation

ψ
(−)
αb = nαb(nαc,ψ

(+)
αc ) exp (iklα) , (2.3)

where we introduced unit vectors corresponding to the directions of the segment’s ends (we

define these unit vectors as the unit vectors of the first and last repeat units), and (·, ·)

stands for the scalar product.

Scattering matrices Γ(ω) quantify scattering at the molecular vertices:

ψ
(+)
αb = nαb

∑
β∋b

Γb,αβ(ω)(nβb,ψ
(−)
βb ) . (2.4)

We note that specifying directions on all segments connected to the vertex is necessary to

describe the scattering.

If the exciton dispersion ω(k) and the energy-dependent scattering matrices for all vertices

are known, from Eqs. (2.3) and (2.4) one can find the excitation energies and the exciton

wave function up to a normalization factor. We assume the following normalization condition

of the exciton wave function

∑
α∈M1

lα∑
xα=1

ψα(xα)ψ
∗
α(xα) = 1. (2.5)

The amplitudes of the exciton wave function ψα are directly related to the transition

density matrices obtained in quantum-chemical calculation[42], which reflect changes in the

single electron density matrix[51] due to optical excitation. The matrix elements of the

transition density matrix between the ground state |g⟩ and excited state |ν⟩ many-electron

wave functions are defined as

(ξν)nm = ⟨ν|c†ncm|g⟩ , (2.6)

where c†n (cm) are the Fermi creation (annihilation) operators for the n-th (m-th) basis

set orbital. In the time dependent density functional theory (TDDFT) [52, 53] or time-

dependent Hartree-Fock (TDHF)[54, 55] approximation the transition density matrices are

obtained as eigenvectors diagonalizing an appropriate Liouville operator. These eigenvectors
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in the orthonormal basis set are normalized with the condition

Tr
(
ρ̄[ξ†ν , ξν ]

)
= 1 , (2.7)

where ρ̄ represents the ground-state single-electron density matrix in the Hartree-Fock approximation[51,

56] or Kohn-Sham representation[57, 58]. This expression reduces to the usual scalar product

in the Tamm-Dancoff approximation[59]. Consequently, the normalization condition of the

exciton wave function (2.5) naturally follows from Eq. (2.7).

2.1.2 Calculation of the transition dipoles in the ES approach

To extend the ES approach to calculation of the transition dipole moments, we follow the

way how they are calculated from the transition density matrix given in the basis of atomic

orbitals, where the dipole matrices µ̂nm = ⟨n|µ̂(r)|m⟩ are local (here µ̂(r) is the dipole

operator)[56, 60]. After assuming for simplicity the orthogonality of the basis set orbitals,

the transition dipole moment for optical excitation to state ν is defined as

µν = Tr (µ̂ξν) . (2.8)

Eq. (2.8) basically involves a sum over all orbitals with the proper account of their

overlapping. We separate the molecule into building blocks (repeat units and vertices) that

occupy certain regions of space. Because the dipole matrices µ̂nm are local (i.e., they have

dominant block-diagonal structure with each block corresponding to the basis functions on

the same atom), we can identify the transition charge and dipole of individual molecular

units [42]. The building block’s dipole is defined with respect to a point “attached” to the

particular building block and chosen in the same way for all building blocks of this type.

For any wavenumber k, there are two linearly independent standing waves. One of them

is the exciton wave function. The second standing wave ψ̃(x), referred to as a dual wave

function, can be introduced as a formal derivative of the wave function ψ(x) by considering

its argument x as a continuous variable. The following definition of ψ̃(x) is invariant with
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respect to the choice of orientations on the linear segments:

ψ̃(x) =
1

k
divψ(x) ≡ 1

k

d(ψ(x),nx)

dx
, (2.9)

where nx is the unit vector in the positive x direction. The normalization of the dual wave

function is determined by the normalization of the wave function. The relation (2.9) and

the identification of the wave function with the transition dipole distribution imply the the

dual wave function is associated with the transition charge distribution.

The exciton wave function and dual exciton wave function are reduced characteristics of

the excitation strength that are linearly and locally related to the transition density matrix

in an infinite polymer[42]. Therefore, far from vertices, the transition dipoles and charges of

repeat units are proportional to the exciton wave function and dual exciton wave function,

respectively. If the deviations of the charges and dipoles of repeat units from standing waves

are localized near the vertices, and the linear segments are sufficiently long, we can include

all such deviations into vertex contributions. Thus, in the molecule with long linear segments

it is possible to take into account all contributions to the transition dipole.

The approach described above ensures that the charge and dipole of the building block is

independent of its position within the molecule and depends only on the local amplitude of

the excitation. For repeat units, the excitation strength is characterized by the exciton wave

function and dual exciton wave function. For a vertex of degree n, the excitation strength

can generally be determined by any n amplitudes of incoming or outgoing waves in the

wave function or dual wave function, because the amplitudes are related to each other with

the help of Eqs. (2.4) and (2.9). We choose to use the amplitudes of incoming waves in the

exciton wave function and dual exciton wave function for the transition dipole and charge, as

they have the corresponding symmetries. Symmetries of repeat units and vertices determine

how many parameters are necessary to describe their transition dipoles and charges.

Combining all contributions, we find the following general expression for the total tran-
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sition dipole of the excited state:

µ =
∑

α∈M1

∑lα
xα=1

(
q(ω)r

(α)
xα ψ̃α(xα) + d(ω)ψα(xα)

)
+
∑

b∈M0

∑
α∋b

(
qbα(ω)rbψ̃

(−)
αb + dbα(ω)ψ

(−)
αb

)
, (2.10)

where we introduced energy-dependent charge coefficients q(ω) and qbα(ω) as well as dipole

tensor parameters d(ω) and dbα(ω) for repeat units and vertices, respectively. M0 and M1

represent sets of molecular vertices and linear segments, respectively. The two terms in Eq.

(2.10) stand for contributions of repeat units and vertices, respectively. The dipole tensor

parameters represent the most general forms of linear transformations between vector wave

functions and vectors of transition dipoles. The positions r
(α)
xα and rb refer to the repeat unit

xα in the segment α and the vertex b, respectively. In the following, the parameters q(ω),

d(ω), qbα(ω), and dbα(ω) will collectively be referred to as dipole ES parameters.

2.2 Extraction of the transition charge and dipole pa-

rameters from quantum-chemical calculations

Within the ES approach, the transition charge and transition dipole parameters char-

acterizing different building blocks are necessary for the calculation of the total transition

dipole moment of the entire structure. In this section, we demonstrate how these dipole pa-

rameters can be retrieved from the quantum-chemical computations in conjugated molecules

of moderate sizes using an example of phenylacetylene molecules.

2.2.1 Quantum-chemical computations

We consider phenylacetylene-based molecules with four types of building blocks (see

Fig.2.1), including a repeat unit, a molecular terminal, and meta- and ortho-conjugated

linkages. The transition charge and dipole parameters of these building blocks are retrieved

from the quantum-chemical calculations performed in linear molecules as well as meta- and

ortho-conjugated molecules of different lengths[43]. The ground state geometries are op-

timized using the semiempirical Austin Model 1 (AM1) Hamiltonian[61], which adequately
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reproduces the molecular ground state geometries, particularly in π-conjugated hydrocarbon

compounds[43]. Gaussian 03 package[62] is used for the ground state optimizations.

(+)

(-)

(+)

(+)
(+)

(-)

(a) (b)

(c) (d)

y

x
(e)

Figure 2.1: Building blocks of phenylacetylene-based molecules: (a) repeat unit, (b) molec-
ular terminus, (c) meta- and (d) ortho-conjugated linkages (joints). The atoms in the region
marked with“(+)” should be considered as part of the vertex, whereas those in the region
marked with “(-)” should be “deducted” from the joint due to the overlap of the attached
repeat units. (e) the coordinate system for the transition dipole in the vertices shown here.

The collective electronic oscillator (CEO)[46, 63, 64] representation is used to compute

the excited states in all molecules. In this technique the Hartree-Fock (HF) ground state

density matrix and the INDO/S semiempirical Hamiltonian are employed in the TDHF

equation to compute the excitation energies and other molecular spectroscopic observables.

The computation cost per excited state is comparable to that of the ground state[46]. The

CEO approach has been successfully applied for computing the optical excitations of large

conjugated molecules. The excitation energies, oscillator strengths, the transition density

matrices in the molecular orbital space and atomic orbital space are obtained.

2.2.2 Transition charge and dipole ES parameters of repeat units

The transition charge q(ω) and dipole d(ω) parameters of a repeat unit are retrieved from

the quantum chemistry data of linear molecules. Because the ES approach is asymptotically

exact for molecules whose length is significantly larger than the exciton size[42] (2-3 repeat

units in phenylacetylenes), the molecules selected for the parameter extraction should not
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be too short. To obtain the parameters at low energy, the molecules should be as long as

possible. We computed the first 25 to 40 excitations in molecules between 10 and 59 repeat

units in length. We focus on the lowest excitonic band (2.83-4.1 eV), which appears as

a strong peak in the optical absorption spectra (band-gap transition). These delocalized

light excitons[43], which can be distinguished from other exciton types with the help of the

transition density matrices, are chosen for the detailed analysis. To determine the dipole

parameters with adequate accuracy in the large portion of the band (for the energies higher

than 2.9 eV), it is sufficient to perform quantum chemistry calculations in several molecules

shorter than 20 repeat units. We use several additional longer molecules to improve accuracy

at the lower energies.

In these linear molecules, for each excited state in the band of light excitons corresponding

to fundamental optically active excitonic band at the band-gap, we calculate the exciton

wave function and dual wave function from Eqs. (2.3), (2.4), (2.5) and (2.9) with the ES

parameters extracted previously[43]. Then we use the approach outlined in Section 2.1.2 to

compute the transition charges Q(x) and dipoles µ(x) of repeat units from the corresponding

transition density matrix. The charge parameter q(ω) can be found from the ratio Q(x)/ψ̃(x)

far from the molecular termini. For light excitons the transition dipoles are directed along

the repeat units. Therefore, the dipole tensor of the repeat unit is proportional to the unit

matrix. We can use the ratio µ(x)/ψ(x) of projections far from the molecular termini to

determine its only parameter d(ω) (we use the same notation for the tensor and the value of

its identical diagonal components).

At the repeat units close to the scattering centers, the profiles of the transition dipole

and charge distributions deviate from the standing waves (see Fig. 2.2). In general, the

deviations of the ratios Q(x)/ψ̃(x) and µ(x)/ψ(x) from the constants are localized within

several repeat units from the scattering center. To calculate the dipole parameters of the

repeat unit, we exclude results from three repeat units adjacent to the scattering center as

well as repeat units where the denominator in Q(x)/ψ̃(x) or µ(x)/ψ(x) is small and take the
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average over remaining repeat units. The extracted parameters for the repeat unit shown in

Fig. 2.3 are smooth functions of the energy.
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Figure 2.2: Ratios Q(x)/ψ̃(x) of the repeat unit’s transition charges and values of the dual
exciton wave function for the first mode at all repeat units (see Fig. 1a) along linear molecules
of different lengths (the molecular structure is shown in the inset).

2.2.3 Transition charge and dipole ES parameters of scattering
centers

Because molecular vertices violate discrete translational symmetry of the polymer, one

can expect that transition charges and dipoles of repeat units near vertices deviate from the

standing-wave forms of their distributions found far from vertices. Thus, there are two types

of contributions to the transition charge and dipole of a vertex: the internal contribution from

all of the atoms within the vertex, and the external contribution from the transition charge

and dipole deviations on the repeat units close to the vertex. The internal transition charge

and dipole can be directly calculated from the transition density matrix. The deviations on

the repeat unit xα of a linear segment α can be found as

∆Q(xα) = Q(xα)− q(ω)ψ̃α(xα), (2.11)
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Figure 2.3: Dipole parameters q and d of the repeat units (solid lines) and real coefficients
q(T ) and d(T ) (dashed lines) that parameterize the dipole parameters of the molecular termini
(see Fig. 2.1).

∆µ(xα) = µ(xα)− d(ω)ψα(xα), (2.12)

where Q(xα) and µ(xα) are the transition charge and dipole of the repeat unit xα. The ES

parameters of repeat unit q(ω) and d(ω) have been retrieved in Section 2.2.2. Because the

effect of the scattering center is typically localized within three repeat units, the external

contributions can be found as sums over three adjacent repeat units in each branch attached

to the vertex. The external contribution to the transition charge of the vertex b is a sum of

deviations in all repeat units in attached segments α: ∆Qb =
∑

xα
∆Q(xα). In the external

contribution to the transition dipole of a vertex, the transition dipole due to the transition

charge corrections within the attached linear segments have to be considered in addition to

the deviations of the transition dipoles: ∆µb =
∑

α,xα
∆µ(xα) +

∑
α,xα

(r
(α)
xα − rb)∆Q(xα).

The transition charge and dipole parameters of molecular termini are also extracted from

the quantum chemistry data of linear molecules. The internal transition charge and dipole

are attributed to the three carbon atoms and three hydrogen atoms of the terminus as shown

in Fig. 2.1(b). The external contribution is from the three repeat units close to the terminus.

In the transition dipole calculation [Eq. (2.10)], the ES parameters dTα(ω) and qTα(ω) of
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the molecular terminus are defined with respect to the incoming waves of the exciton wave

function and dual wave function, respectively. Note that the dipole parameter of the terminus

is represented by a diagonal matrix whose diagonal elements are all equal. We use the same

notation dTα for both the tensor and its diagonal components. Since the incoming wave is

linearly related to the full exciton wave function (which includes both incoming and outgoing

waves), the latter can be used instead to define real-valued charge and dipole parameters of

the terminus. Comparing its transition dipole and charge with the exciton wave function, we

obtain the real-valued parameters q(T )(ω) and d(T )(ω) shown in Fig. 2.3. They can be used

to parameterize the complex-valued dipole and charge parameters, dTα and qTα (which enter

the general expression (2.10) for the total transition dipole and are defined with respect to

incoming waves):

dTα =
(
1 + eiϕT

)
d(T ), (2.13)

qTα = −i
(
1 + eiϕT

)
q(T ). (2.14)

The extraction of the ES parameters of the double joints (represented by a meta- or

ortho-conjugated benzene ring) requires the quantum-chemical calculations in the two-arm

molecules, hereafter referred to as V-shape molecules. Several symmetric meta- and ortho-

conjugated molecules of moderate size are used to retrieve the transition charge and dipole

parameters for the joints.

In the benzene ring of the linkage, the part of the structure marked with “(-)” in Fig.

2.1 is counted twice due to the overlap between the joint and the attached repeat units.

Therefore, the contributions of the transition charge and dipole from the overlap region

should be subtracted from those from the region marked with “(+)” when computing the

internal contribution of the transition charge and dipole of the joint. The transition charge

and dipole deviations in the three repeat units on each side of the joint are considered as

the source of the external contribution to the joint.

For the planar molecules considered, the dipoles lie in the molecular plane and can be
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described by two components in the coordinate system shown in Fig. 2.1. In symmetric

two-segment molecules, the excitations can be either symmetric or antisymmetric, with the

symmetry being defined as the symmetry of the x projection of the transition dipole dis-

tribution. The transition charge distribution and the y projection of the transition dipole

distribution have the same symmetry that is opposite to the symmetry of the x projection

of the transition dipole distribution.

The number of parameters necessary for describing vertices can be generally determined

from their symmetry. The transition charge and dipole of a symmetric V joint (V being meta

(M) or ortho (O) joint) can be described by one and two real parameters, respectively. As

it has been done for the terminals, it is more convenient to deal with real-valued parameters

extracted from the transition charge and dipole distributions and afterwards relate them to

the parameters that appear in Eq. (2.10).

Two charge parameters for the segments are equal, and we can use a single real parameter

to express the charge through the values of the dual wave function. The real-valued charge

parameters of the double joints q(V )(ω) are obtained by dividing the transition charge by

the sum of the values of the dual wave functions on both sides of the joint. Therefore, the

transition charge parameters of a double joint, in terms of the incoming waves of the dual

wave functions, can be expressed as

qV α =
(
1 + iei(ϕV +θV )

)
q(V ), (2.15)

where ϕV and θV (V stands for M or O) represent the scattering phases at the symmetric joint

V which appear in the transformation between the incoming waves and full wave functions.

We observe that the transition dipoles of the double joints are directed along the x and

y axes for symmetric and antisymmetric modes, respectively. This indicates that the dipole

tensors dV α associated with two segments (α = 1, 2) attached to the double joint are equal,

with x and y being their principal axes. Real-valued dipole parameters of symmetric double

joints can be defined with respect to linear combinations of the exciton wave functions or

dual wave functions with the proper symmetry. In particular, we define d
(O)
x (ω) as a real
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parameter that relates the sum of projections (ψ1,n1) + (ψ2,n2) onto the corresponding

segments to the x component of the dipole of the ortho joint. Next, d
(M)
x (ω) relates the

difference of the dual wave functions ψ̃1 − ψ̃2 to the x component of the dipole of the meta

joint. The parameters d
(O)
x (ω) and d

(M)
x (ω) are defined differently to avoid numerical errors

that would appear because of the weakness of transmission through the meta joint. Finally,

we define d
(V )
y (ω) (where V = M or V = O) in the same way for both joints as a real

parameter that relates the sum of the dual wave functions ψ̃1 + ψ̃2 to the y component of

the dipole. Thus, for light excitons, the dipole contribution of each symmetric double joint

is determined by two real parameters, which are shown in Fig. 2.4. The complex parameters

used in Eq.(2.10) are expressed through the real parameters as

dMα,x = d(M)
x

(
i+ ei(ϕM−θM )

)
/ (nα,nx) , (2.16)

dOα,x = d(O)
x

(
1 + iei(ϕO−θO)

)
/ (nα,nx) , (2.17)

dV α,y = d(V )
y

(
i− ei(ϕV +θV )

)
/ (nα,ny) , (2.18)

where the last equation represents equations for both the meta (V =M) and ortho (M = O)

joints, and nα, nx and ny are the unit vectors in directions of attached linear segments α

and along x and y axes.

Geometry distortions due to steric interactions appear in planar orthoconjugated molecules.

First, for the optimized planar geometry, the angle between the segments attached to the

ortho joint is about 65 degrees (different from π/3). This angle, measured between triple

bonds adjacent to the ortho joint, appears to be the property of the joint independent of the

overall molecular structure, as we observe almost the same value in several types of molecules

with different lengths of linear segments. The external contribution to the dipole parameter

of the ortho joint depends on this angle. However, the dipoles of the vertices are usually

much smaller than the total dipole of the molecule (our approach is asymptotically exact

for long linear segments with many repeat units, whose dipoles are comparable to or larger

than dipoles of vertices). More important is the orientation and position of repeat units over
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the full length of the linear segments. The segments tend to be straight if their ends are not

constrained, such as in two-segment ortho molecules or in zigzag molecules considered below.

In fact, the direction of the triple bonds changes by less than a half degree between the ortho

joint and the end of the long segment attached to the joint, with the most change happening

within 2-3 repeat units from the joint. Thus, in the arms with free ends, the angle between

symmetric triple bonds starts at 65 degrees for repeat units adjacent to the ortho joint and

saturates at 65.73 ∼ 65.75 degrees. The situation is different if the arms are constrained as

in molecules with loops including triangles and parallelograms. In the equilateral triangle,

for example, the segments are bent outwards, and this distortion is not localized near the

ortho joints.
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Figure 2.4: Real coefficients q(V ), d
(V )
x and d

(V )
y that parameterize the dipole ES parameters

of the meta (V =M) and ortho (V = O) joints.

2.3 Accuracy of the ES model for transition dipoles

We recently demonstrated[43, 44] how the ES model can be applied to compute excitation

energies in branched conjugated molecules. In this section, we use the same types of molecules

to test how well the dipole extension of the ES approach works that allows us to predict

absorption spectra. Before the transition dipoles are calculated, the excitation energies and

exciton wave functions are found by applying the energetic ES approach with the previously
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extracted dispersion relation and scattering matrices.

First, in order to check the quality of the ES dipole and charge parameters for molecular

ends and repeat units, we compare ES estimates calculated from Eq. (2.10) and quantum-

chemical results in linear molecules. The ES approach delivers good accuracy of such cal-

culations as shown in Fig. 2.5. Although the ES approach is asymptotically exact for long

molecules [42], and the dipole parameters are extracted from the molecules longer than 10

repeat units, for short molecules the relative error of the calculation is acceptable (< 10%).

For molecules whose length is larger than the exciton size (>3 repeat units), the relative

error is less than 5%.
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Figure 2.5: Relative deviations of the transition dipoles in linear molecules (shown in the
inset) calculated using the ES approach compared to CEO computations. The mth mode in
the molecule Pn is denoted by n/m.

Next, we verify the accuracy of the transition charge and dipole parameters that describe

the meta- and ortho-conjugated joints by comparing the transition dipoles calculated within

the ES approach and by the quantum-chemical computations in V-shape molecules. For

selected molecules, the relative error of the transition dipole shown in Fig. 2.6 is calculated

by comparing the ES result with that of the brightest state from the quantum chemistry
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data.
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Figure 2.6: Deviations between the ES and CEO transition dipoles relative to the transition
dipoles of the brightest states in meta- and ortho-conjugated molecules (shown in the insets).

In the ES calculation of transition dipoles in molecules with ortho joints, taking into

account actual geometry turns out to be important. Although the linear segments connected

by the ortho joint can be considered straight, the angle between them is 65.75 degrees. We

use this geometry in all molecules with unconstrained ortho joints.

The scattering phases for the meta and ortho joints are close to the values that corre-

spond to total reflection and ideal transmission, respectively[43]. Consequently, the exci-

ton is more confined within the linear segments in a meta-conjugated molecule than in an

ortho-conjugated molecule. Because stronger reflection at vertices typically leads to larger

deviations of excitations from the plane-wave forms, the errors of the ES approach can be

expected to be larger in short meta-conjugated molecules than in ortho-conjugated molecules

of the same length. For example, we observe that the error of the brightest state (the second

mode) for 2M3 is larger than for 2O3 (see Fig. 2.6).

At this point, we can apply the ES approach to the spectroscopic calculation in complex

molecules that include the four types of building blocks shown in Fig. 2.1. As the next

example we consider three-segment zigzag molecules including meta and/or ortho joints.
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The notation l1V1l2V2l3 for the zigzag molecules shows the order in which the vertices V1 and

V2 connect linear segments with l1, l2, and l3 repeat units. Three-segment zigzag molecules

have two stereoisomers, cis and trans. Within the ES approach, the excitation energies

are determined by how the building blocks are locally connected to each other, which is

identical in both isomers. As a result, the ES excitation energies of the two isomers are

equal. Figure 2.7 shows the transition energies and dipoles of isomers of 5O7O3. Although

the excitation distribution in the linear segments of isomers are the same, they have different

transition dipoles because of different mutual orientation of the segments. For the molecule

trans-5O7O3, the strongest optical transition is the third excited state, while it is the second

excited state in cis-5O7O3. Compared with the quantum chemistry results, the deviation of

the transition dipole calculated by ES approach is less than 6% (see Fig. 2.8).
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Figure 2.7: The transition dipoles of zigzag isomers (shown in the inset) computed by the
ES approach. The excitation energies are identical for isomers.

For equilateral triangular molecules, we obtain similar accuracy as for zigzag molecules.

Fig. 2.9 shows transition dipoles of the two triangular molecules T6 and T7 (Tn denotes the

triangular molecule with the side of n repeat units) computed by using the ES approach.
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Figure 2.8: The deviations between the ES and CEO transition dipoles relative to the
transition dipoles of the brightest state in zigzag isomers.

In the actual optimized geometry the segments of the triangular molecules are slightly bent

outwards because the angle between them at the ortho joints is about 65 degrees. The

accuracy of the transition dipole calculation is not improved if orientations and positions of

repeat units are modified according to the actual geometry. Due to the symmetry, all modes

in the triangular molecules can be characterized by their angular momenta m = 0,±1[44].

For m = 0 states, the transition dipoles of the three sides are equal because of the rotational

symmetry. As a result, in the spectrum of a triangle molecule, all such states are dark

(shown with zero dipoles in Fig. 2.9), and only the doubly degenerate modes with m = ±1

are visible. The ES approach accurately reproduced the CEO results as shown in Fig.

2.10. The results for triangular molecules illustrate that the ES approach works well for the

electronic excitations with energy degeneracy.

The ES approach is designed to predict the results of the quantum chemistry that is

coupled to the ES model. In this regard, the ES approach complements the established

quantum-chemical methods, extending their capability while avoiding the difficulties char-
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Figure 2.9: The transition dipoles of triangular molecules T6 and T7 (shown in the inset)
computed by the ES approach.

acteristic of their use in large molecules with complex excitations. The transition dipole

extension of the ES approach allows calculation of oscillator strengths with sufficient accu-

racy. Qualitative features of optical spectra of branched conjugated molecules can also be

understood with the help of the ES approach. In particular, the effects of symmetry on the

spectra can be easily explained within the ES approach. One can also rationalize how small

modifications of the molecular geometry, which do not change excitation energies, affect the

intensities of spectral peaks.
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Figure 2.10: The deviation between the ES and CEO transition dipoles of doubly degenerate
modes relative to the transition dipoles of the brightest state in triangular molecules T6 and
T7.
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Chapter 3

Electronic excitations in donor and
acceptor substituted conjugated
oligomers

Previously we applied the ES methodology to phenylacetylene (PA) oligomers with ortho-

and meta-conjugated double joints using the time-dependent Hartree-Fock (TDHF) theory

[43, 44, 65] as a reference quantum chemistry. The results of the ES approach were quite

accurate. Thus far we have focused on application of the ES approach to pure hydrocarbon

systems, i.e., molecules without extraneous polar moieties that could noticeably perturb the

π-electron density distribution and possibly violate the electron-hole symmetry. Presence

of electron-donating and/or accepting groups in conjugated systems is known to substan-

tially modify their electronic and optical properties, which is important for various potential

applications [4–7, 66–75]. For example, linear conjugated molecules with donor and accep-

tor end-groups can show an increase of nonlinear optical response by orders of magnitude

[71, 72].

In this chapter, we illustrate the capability of the ES approach by considering pheny-

lacetylene (PA) oligomers with several common electron donor or acceptor end-groups. Qual-

itatively, such polar moieties modify the terminal potential experienced by a photoexcited

electron or hole. From the ES perspective, because the violation of the electron-hole symme-

try is expected to be localized near the modified termini [76], they can be characterized by
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the energy-dependent ES parameters—the reflection phase as well as the transition charge

and dipole parameters—which uniquely identify each substituent. Consequently, these ES

parameters can be used to quantify the effect of substitution on the electronic spectrum of

the molecule. Further, they can be added to the library of molecular building blocks, which

enables us to apply the ES approach to any system with characterized donor and acceptor

moieties.

3.1 Conjugation effect and reflection phases of donor

and acceptor substituted termini

As examples, we consider the molecular termini of PA oligomers with three polar sub-

stituents in para position: two electron acceptor (-CF3 and -NO2) and one donor (-NH2)

groups. To obtain the reflection phases of the modified ends from the quantum-chemical

calculations, we use linear molecules with only one substitution (see inset in Fig. 3.1). The

exciton reflection in such molecules is determined by two reflection phases ϕH and ϕX for

the terminus without substitution (i.e., hydrogen-terminated) and with the substituent X,

respectively. Excitations in the given exciton band satisfy a quantization condition that has

exactly the same form as for a “particle in a box” and can be rewritten as

ϕX = 2πn− 2kL− ϕH , (3.1)

where k is the wavenumber, L is the molecular length, and n is an integer. Since k(ω)

and ϕH(ω) (functions of excitation energy which describe the properties of the backbone

and the neutral terminus, respectively) [43] have been extracted previously, ϕX(ω) can be

readily found from the quantum-chemical transition energies. The reflection phases of studied

substituted termini have been extracted by Wu et al. [1]. Once both reflection phases at

the termini as well as the wavenumber are known functions of ω, one can solve Eq. (3.1) for

ω to calculate the excitation energies in the given exciton band in a linear molecule with an

arbitrary length, which is the simplest application of the ES approach [1].
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Figure 3.1: The reflection phases ϕX of the modified molecular termini and the reflection
phase ϕH of the neutral (H-terminated) molecular end. Inset: linear PA oligomers with a
substituent X (X= -NH2, -NO2 and -CF3) on one end, which are used to extract and tabulate
the reflection phases. [1]

The resulting reflection phases are shown in Fig. 3.1. As expected, the chemical structure

of the substituent and its electron withdrawing/donating capacity modify the functional

behavior of ϕX , which, in turn, alters the resulting optical spectra.

We observe that substitution decreases the excitation energies for a given oligomer length,

which corresponds to the increase of the reflection phase of the terminus. It is known that

any substitution with a donor or acceptor end-group extends the conjugation and increases

the amplitude of the zwitterionic resonant form responsible for a partial charge transfer

along the chain [77, 78], which in turn results in the red (bathochromic) shifts of the optical

spectra. These phenomena can be easily quantified within the ES picture, where the excited

states are associated with states of a quantum particle (exciton). The dependence of the

scattering phase on the excitation energy (or wavenumber) can be understood as a measure

of the conjugation length and strength. A higher value of the reflection phase ϕX corresponds

to a longer conjugation, which implies that the exciton experiences a softer potential at the

terminus.
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Because of the electron-hole symmetry, one cannot deduce from the reflection phase

energy dependence whether the substituent is a donor or an acceptor. Instead, the reflection

phase is determined by the effective conjugation. The strong π-acceptor (-NO2) and π-donor

(-NH2) groups similarly affect the conjugation, whereas for the weak π-acceptor (-CF3) the

reflection phase is closer to that of the unmodified end (see Fig. 3.1) [1].

The quality of the fitting functions representing the reflection phases of the donor and

acceptor modified termini had been verified by applying the ES approach to several types of

PA molecules [1]. The accuracy is similar to what have been observed for ES applications

to unsubstituted PA molecules [43].

3.2 Calculation of the transition dipoles for donor and

acceptor substituted molecules

Following the methodology developed in Ref. [65], we can also obtain the energy-

dependent parameters necessary to model the transition dipole moments of the substituted

oligomers. These charge and dipole parameters relate the transition charge and dipole of the

terminus to the local excitation amplitudes. We emphasize that any quantitatively accurate

approach for computing excited states, such as TDDFT, can be used as a reference quantum-

chemical method [39]. Here we rely on the homemade collective electronic oscillator (CEO)

technique [46, 63]. In principle, the electronic spectrum of only one long molecule is suffi-

cient to obtain the ES parameters of each substituent. To get more points within the exciton

band, we use a training set that consists of five linear molecules of different lengths. This

allows us to confirm the main assumption of the ES approach that the exciton properties

are local properties of the building blocks. For future application of the ES approach, we

tabulate the new ES parameters using piecewise polynomial fitting. For a given terminus,

these dipole parameters are calculated from the CEO transition density matrices between

the ground and excited states in five linear molecules with the lengths varying from 15 to 30

repeat units (see inset in Fig. 3.1). In addition to the contributions of the matrix elements
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corresponding to the terminal atoms, we take into account the deviations of the transition

charges and dipoles of the nearby repeat units from their asymptotic standing-wave forms.

The real-valued transition charge and dipole parameters of the termini are shown in Fig. 3.2.

They can be used to parameterize the complex-valued dipole and charge parameters that

are defined with respect to incoming waves from Eqs. (2.13). We note that the charge and

dipole parameters of -NO2 and -NH2 substituted termini are similar because of their similar

influence on π-conjugation, whereas they are quite different for a weaker acceptor -CF3.
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Figure 3.2: The transition charge q(X)(ω) (top panel) and dipole d(X)(ω) (bottom panel)
parameters of donor/acceptor modified (-NH2, -NO2 and -CF3) and neutral (-H) termini.

Together with the reflection phases, the transition charge and dipole parameters of the

donor and acceptor substituted termini can be used within the ES approach to calculate
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the absorption spectrum of any PA compound including these modified termini. We show

a comparison of the ES and CEO absorption spectra for three molecules in Fig. 3.3. The

relative differences of the ES and CEO transition dipoles with respect to that of the brightest

state in the given molecule are less than 5% (see Fig. 3.4).
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Figure 3.3: Accuracy of the ES method: comparison of optical spectra obtained with the
CEO quantum-chemical technique (top panel) and the ES approach (bottom panel) for
selected molecules.

Thus far, the effects of chemical substitutions with donor and acceptor moieties can be

naturally incorporated into the Exciton Scattering (ES) framework designed for multiscale

modeling of excited state structure and spectroscopy of large conjugated molecular systems

[39]. From the perspective of the ES approach, these chemical modifications modify the

reflection phases and dipole parameters of molecular termini. Thus, the donor or acceptor

ability of a substituent is uniquely imprinted in the functional form of the energy-dependent

ES parameters that characterize the particular group. Within the ES approach, these newly

characterized termini are merely additional molecular building blocks whose scattering pa-
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Figure 3.4: Deviations between the ES and CEO transition dipoles relative to the transition
dipoles of the brightest states in donor and/or acceptor terminated molecules (structures are
shown in the insets of Fig. 3.3).

rameters, combined with those previously extracted [39, 43, 65], can be used to treat a wide

variety of molecules with such substitutions.

The accuracy of the ES methodology for donor and acceptor substituted molecules is

similar to that previously observed for unmodified oligomers, namely a few meV for transition

energies and a few percent for transition dipole moments. Thus, the ES approach accurately

reproduces the reference quantum chemical calculations at a greatly reduced numerical cost,

which marks its usefulness for computing electronic spectra of giant molecular systems and/or

combinatorial “click chemistry” studies to achieve desired photophysical properties of organic

conjugated compounds.
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Chapter 4

Exciton scattering on symmetric
branching centers in conjugated
molecules

4.1 Library of molecular building blocks

A wide variety of chemical groups can be used as molecular building blocks to construct

conjugated systems [4–7, 79]. Therefore, exhaustive search of molecular structures with

desirable electronic and optical properties is time-consuming. The ES approach enables effi-

cient computation of the excited state properties of any molecule formed by any combination

of molecular building blocks from the library. Thus, the ES approach can provide a low-

cost analysis of the structures, initially constructed by chemical intuition, before the real

expensive synthesis and characterization take place.

In the synthesized PA-based molecules [5, 7, 8, 49], one can find only a short list of

molecular vertices (see Fig. 4.1; vertices (a), (b) and (c) have been studied within the ES

approach). Naturally, one direction of our work is to characterize the remaining PA joints.

In this chapter we extend the capability of the ES approach by retrieving the 2 × 2, 3 × 3

and 4 × 4 frequency-dependent scattering matrices that describe symmetric double, triple

and quadruple joints, respectively referred to as V-, Y- and X-joints (see Fig. 4.1 (b), (c),

(d) and (g)). The triple joint is a common building block of dendrimeric stars (nanostars)

[8]. Besides, complex molecular networks [2, 3, 6, 11] can be formed by combining previously
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characterized vertices with these two joints. This allows us to extend the ES methodology

to a much broader variety of branched conjugated molecules and molecular networks that

consist of the characterized building blocks. We also present initial studies of the analytical

properties of the scattering matrices Γ(ω) and, in particular, relate some simple topological

invariants, associated with Γ(ω), to the number of electronic excitations in the conjugated

molecules that contain the corresponding joints.

(a) (b) (c) (d) (e)

(f) (g) (h) (i)

Figure 4.1: Possible phenylacetylene (PA) vertices.

4.2 Retrieving the scattering matrices for V-, Y- and

X-joints

In this section we describe how the scattering matrices ΓV (ω), ΓY (ω) and ΓX(ω) for the

double V-, triple Y- and quadruple X-joints, respectively, can be retrieved using quantum-

chemical computations in molecules of moderate sizes. The scattering matrices, associated

with the double, triple and quadruple joints have dimensions of 2 × 2, 3 × 3 and 4 × 4,

respectively. Fortunately, we can take advantage of the high degree of symmetry of these

joints (it is the reason why they are referred to as symmetric joints) to simplify the matrix

parametrization. As shown below, due to their symmetry, the symmetric molecules can be

viewed as effective linear chains, and the same computational procedure as for linear and

two-arm molecules [39, 43, 80] can be employed to extract the scattering matrix elements.
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4.2.1 Symmetry analysis

The scattering matrix Γ(ω), associated with a degree-n vertex represents a unitary linear

transformation from the space V (−) of incoming to the space V (+) of outgoing waves at

frequency ω, the latter standing for the excitation energy. Generally, planar vertices can

remain invariant with respect to certain rotations and reflections that generate the vertex

symmetry group G. Elements g ∈ G of the symmetry group are naturally represented

in the spaces V (±) by unitary operators T (g), so that they act in the space of scattering

matrices as Γ 7→ T (g)−1ΓT (g). In the following we will use group representation theory [81]

to parameterize the scattering matrices.

First we consider the symmetric V-joints, which have been studied in terms of scatter-

ing probabilities θ(ω) and phases ϕ(ω) [43]. According to the mirror symmetry the 2 × 2

scattering matrix has been parametrized by

Γ
(2)
V (ω) =

 r t

t r

 =

 sin θ exp(iϕ) i cos θ exp(iϕ)

i cos θ exp(iϕ) sin θ exp(iϕ)

 . (4.1)

The symmetry group of the V-joint is the abelian group GV = C2v with four elements.

The unitarity of the scattering matrix ΓV indicates two one-dimensional irreducible rep-

resentations: symmetric and antisymmetric configurations hereafter denoted as A and B

respectively. Then, the unitary of the scattering matrix ΓV can be diagonalized in an ω-

independent basis:

Γ
(2)
V = UDU † , U =

1√
2

 1 1

1 −1

 , D =

 eiϕ0 0

0 eiϕ1

 . (4.2)

In each representation, the scattering matrix acts as a reflection amplitude with the unit

absolute value. Therefore, ΓV (ω) can be parameterized by only two real energy-dependent

scattering phases ϕ0(ω) and ϕ1(ω). The complex reflection and transmission amplitudes of

V-joint can be represented by:

r =
1

2

(
eiϕ0 + eiϕ1

)
, t =

1

2

(
eiϕ0 − eiϕ1

)
. (4.3)
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The scattering matrices of symmetric triple and quadruple joints have been preliminarily

studied in Wu’s work [1]. In this chapter, we reformulate the scattering matrices and refine

the scattering phases. New features have been observed and investigated.

For a symmetric Y-joint, its symmetry group GY = D3 (a dihedral non-abelian group

with six elements including the rotations by ±2π/3 and three reflections) determines a form

of the associated scattering matrix

Γ
(3)
Y (ω) =


r t t

t r t

t t r

 , (4.4)

with r(ω) and t(ω) being complex numbers that represent the reflection and transmission

amplitudes, respectively. The unitarity of the scattering matrix ΓY imposes two independent

(real) conditions on r and t, allowing ΓY to be parameterized by two real parameters. Indeed,

the group D3 has two irreducible representations: a one-dimensional trivial representation

and a two-dimensional representation. The former corresponds to the symmetric incoming

and outgoing waves, or, in other words, the zero angular momentum, m = 0. The space of

the second representation is spanned by two angular harmonics with m = ±1, interchanged

by reflections. Therefore, the matrix ΓY can be diagonalized in an ω-independent basis:

Γ
(3)
Y = UDU † , (4.5)

U =
1√
3


1 1 1

1 exp(2πi/3) exp(−2πi/3)

1 exp(−2πi/3) exp(2πi/3)

 ,

D =


exp(iϕS) 0 0

0 exp(iϕP ) 0

0 0 exp(iϕP )

 .

ΓY (ω) is parameterized by only two real energy-dependent scattering phases ϕS(ω) and

ϕP (ω). As follows from Eq. (4.4), the matrix elements of ΓY are related to the scattering
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phases by

r =
1

3
(exp(iϕS) + 2 exp(iϕP )) ,

t =
1

3
(exp(iϕS)− exp(iϕP )) . (4.6)

A

B

1

34

2

Figure 4.2: The symmetric quadruple joint (X-joint). The arm order (1, 2, 3, 4) and the
symmetry axes (A and B) are defined.

The symmetry group of the X-joint is the abelian group GX = D2 of order four generated

by two reflections (symmetry axes A and B in Fig. 4.2) which has four one-dimensional

irreducible representations. Therefore, the 4 × 4 scattering matrix ΓX of the X-joint can

be parameterized by four real phases ϕab corresponding to four symmetries AaBb where

a and b can assume values 0 and 1 for the symmetric and antisymmetric configurations,

or, equivalently even and odd parity, respectively. Thus, the matrix ΓX(ω) can be also

diagonalized in an ω-independent basis:

ΓX = UDU † , (4.7)

U =
1

2



1 1 1 1

1 1 −1 −1

1 −1 −1 1

1 −1 1 −1


,
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D =



exp(iϕ00) 0 0 0

0 exp(iϕ01) 0 0

0 0 exp(iϕ10) 0

0 0 0 exp(iϕ11)


.

Similar to the symmetric triple joint, each energy-dependent scattering phase represents the

reflection phase of an effective terminus that fully describes the X-joint for excitations of

a particular symmetry. The four scattering phases ϕab(ω) are generally different without

additional symmetries.

4.2.2 Numerical procedure

The numerical procedure for retrieving the scattering phases of the symmetric double,

triple and quadruple joints from quantum-chemical computations is substantially simplified

if we consider only symmetric (equal-arm) molecules with a V-, Y- or X-joint, i.e., the

molecules that preserve the symmetry of the corresponding joint. In such molecules the

excited states can be classified according to the irreducible representations of the vertex

symmetry groups GV , GY and GX , respectively. In other words, the incoming and outgoing

wave amplitudes form eigenvectors of the scattering matrices.

The parameterizations of the scattering matrices, presented above [Eqs. (4.2), (4.5) and

(4.7)], suggest the following approach to obtain the scattering phases. For a symmetric

molecule with the arms of identical length L we compute all excitation energies and transition

density matrices for a given exciton type. For a certain symmetry of the excited state

(determined from its transition density matrix), the scattering at the symmetric joint is

equivalent to the terminal scattering for the corresponding effective linear-segment model.

Consequently, the value of the corresponding scattering phase ϕ(ω) (which is any of the

phases ϕA, ϕB, ϕS, ϕP , ϕ00, ϕ01, ϕ10, and ϕ11) at the excitation energy ω can be found from

the quantization relation

ϕ = 2πn− 2kL− ϕT , (4.8)
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where n is an integer, whereas the values of the wavenumber k and the phase ϕT of the

chain terminus are found from the functions k = k(ω) and ϕT = ϕT (ω) tabulated previously.

In principle, one can use a dense electronic spectrum of only one sufficiently large molecule

to determine all features of all energy-dependent scattering phases of the Y- or X-joint.

However, in the CEO computations, where the numerical cost to find all O(N) excitons in

the band grows as O(N4) with the number of electrons N in the molecule, the cost per a

single excitation grows as O(N3). Thus, using several smaller molecules usually leads to a

more efficient extraction of the ES parameters, which remains sufficiently accurate as long

as the linear segments are long enough to avoid nonlocal influence of the molecular vertices.

In addition, using several molecular sizes to obtain the scattering phases gives us an idea

about the extent and strength of these nonlocal effects.

The quantum-chemical results for symmetric V-molecules with the arm length from 3 to

21 repeat units have been prepared for data analysis. We used symmetric Y- and X-molecules

with the arm lengths from 5 to 13 and from 4 to 13 repeat units, respectively. First, we

optimized the ground state geometries at the AM1 level in Gaussian03 package [62]. Then

for each molecule we applied the Collective Electronic Oscillator (CEO) method [46, 63],

based on the time-dependent Hartree-Fock (TDHF) theory combined with the semiempir-

ical INDO/S (intermediate neglect of differential overlap parameterized for spectroscopy)

Hamiltonian [82], to compute the vertical transition energies, transition dipoles, and transi-

tion density matrices for the first 40 excitations. By checking the transition density matrices,

we selected the lowest-energy exciton band [43] as we investigated in previous chapters; the

excitations were further divided into the sets according to their symmetries. Finally, each

scattering phase was calculated by using Eq. (4.8).

The QC reference method should adequately describe exciton properties including the

binding energy and the exciton size; the value of the latter determines how accurately the

ES approach is expected to work in molecules with shorter linear segments. These exciton

properties strongly depend on the amount of the Hartree-Fock orbital exchange in the density
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functional [15, 83]. For example, TDDFT based on the B3LYP functional with 20% of orbital

exchange results in an exciton size that is much too large and small binding energy; moreover,

it is prone to the charge transfer problem [84]. Consequently, one currently prefers to use

a functional with a modest amount of HF exchange (e.g., BHandH with 50% of orbital

exchange) or an asymptotically corrected functional (e.g., CAM-B3LYP or LC functionals).

The TDHF method based on an ab initio basis set overbinds excitons and results in a

very small exciton size. On the other hand, the TDHF or CIS approaches based on the

semiempirical methods can effectively reproduce excitonic properties in conjugated polymers

(a detailed investigation on this topic has been performed in Ref. [85]). Therefore, we believe

that our reference QC based on the semiempirical CEO method is adequate.

4.2.3 Frequency dependence of the scattering phases

The scattering phases of the ortho- and meta-joints are shown together with the reflection

phase of molecular terminus in Fig. 4.3. The scattering phases of the Y- and X-joints are

shown in Figs. 4.4 and 4.5 as functions of energy. The two scattering phases of the Y-joint

are similar to the phases of the meta-joint (see Fig. 4.3). These similarities have intu-

itive interpretation in terms of well-known trends in organic chemistry: meta-conjugation at

phenyl rings forms a serious obstacle for charge transfer, whereas charge is easily transferred

through the ortho- and para- connections. The described property has clear signatures in

chemical reactivity. It was argued in the context of experimentally obtained optical spectra

in phenylacetylene dendrimers [8] that the above charge transfer properties can be extended

to interpret optical properties of branched conjugated molecules. It was later shown theo-

retically [64] that optical excitations in branched molecules do not involve charge transfer

through meta-connections, and can be coupled only via the coherent energy transfer mech-

anism. Within the ES approach, scattering at the joints that involve meta-conjugation only

is attributed to effects of direct Coulomb interaction between the photoinduced charge den-

sities on the connected segments [36, 43]. Therefore, the scattering phases that describe
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the double meta-joint and the triple Y-joint, both containing meta-connections only, show

similar frequency dependence for the corresponding symmetries.
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Figure 4.3: The scattering phases of the meta(M)- and ortho(O)-joints and the terminus.
The scattering phases ϕM

0,1 and ϕ
O
0,1 of the double joints are defined according to the symmetry,

similarly to the phases of the X-joint in section 4.2.1.

The behavior of the scattering phases of the X-joint, which has all three connections–

ortho, meta, and para– is different from that of the Y-joint. In particular, we observe a

resonance-type behavior for one of the scattering phases (corresponding to the symmetry

A1B0) in the form of an almost-2π-kink. As shown in Fig. 4.6, the feature cannot be

dismissed as resulting from the outlying points, since several molecules of different sizes

contribute to the resonance shape in the phase. A similar feature is also observed for the

scattering phase ϕortho
0 (corresponding to the symmetric modes in ortho-molecules). The

other two phases associated with the X-joint, also possess a remarkable property: ϕ00 and

ϕ01 seem to decrease by 2π when k changes across the Brillouin zone. All of these features will

be analyzed in section 4.3.2 in terms of the topological properties of the scattering phases.

The accuracy of the retrieved scattering phases has been evaluated by applying the ES

approach to several test molecules with the V-, Y- and X- joints and comparing the results
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Figure 4.6: Phase ϕ10 of the X-joint and phase ϕ0 of the ortho-joint in the vicinity of the
kinks. Data points used for fitting are shown together with the fitting curve.

with the quantum chemistry computations for the corresponding test molecules, using the

same reference quantum chemistry method (in this study, CEO) as was used for obtaining

the ES parameters [1]. The agreement between the ES approach and the reference quantum-

chemical computations is quite impressive, and the deviations are similar to those for simpler

test molecules.

4.3 Topological properties of scattering phases and their

physical interpretation

As mentioned in subsection 4.2.3, the frequency dependence of the phases parameterizing

the scattering matrix ΓX(ω) of the X-joint has very interesting qualitative features, which are

unlike the behavior of the phases of all other studied PA vertices. In this section we present

an initial analysis of the analytical properties of the scattering matrices describing symmetric

joints, identify simple topological invariants, associated with the frequency dependence of the

corresponding phases, and determine the physical meaning of the aforementioned qualitative

features in terms of the invariants.
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4.3.1 Analytical properties of the scattering phases and topologi-
cal invariants

This subsection has two goals: (i) to introduce a set of integer-valued topological invari-

ants, referred to as the scattering degrees of a vertex (one per each independent scattering

phase), for a symmetric branching center, and (ii) relate the scattering degrees to the total

number of excitations in a given exciton band in a molecule that consists of the symmetric

branching center attached linear backbone segments of the same length.

We start with analyzing the analytical properties of the scattering matrices Γ(ω) that

describe symmetric joints in terms of the topological invariants of the corresponding phases.

As discussed in subsection 4.2.1, scattering at the symmetric vertices is factorized ac-

cording to irreducible representations of the corresponding symmetry groups. Each phase

can be interpreted as the reflection phase at a terminus of some effective linear chain, and

thus the scattering matrix can be efficiently analyzed in these much simpler terms.

The reflection amplitude r(ω) = eiϕ(ω) at a terminus of a linear chain is defined as the

ratio of the outgoing and incoming waves amplitudes. To identify the topological properties

of the scattering amplitude, we will consider it as a function r(k) of the exciton momentum,

related to the frequency via the exciton spectrum ω = ω(k), rather than the frequency itself.

Within the ES picture the wave function of an exciton, with the energy ω = ω(k) = ω(−k),

on a finite segment or semi-infinite linear chain, is a superposition of two plane waves with

the momenta ±k

ψ(y) = e−ik(y−x) + rx(k)e
ik(y−x), (4.9)

where y is an integer coordinate of a repeat unit, and x is a reference point that can be chosen

arbitrarily. Note that due to the time-reversal symmetry of all systems under consideration,

in addition to ω(k) = ω(−k), Eq. (4.9) implies r(−k) = r−1(k). Naturally, the reflection

phase depends in a prescribed way on a particular choice of the reference point x:

rx(k) = r0(k)e
2ikx, (4.10)
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and if the reference point x is chosen, the scattering phase is well defined. Therefore, a

notation r(k) means that the reference point is fixed in some way.

To identify a relevant topological invariant we start with noting that, since the trans-

lational symmetry of our problem is discrete, i.e, y, x ∈ Z in Eqs. (4.9) and (4.10), the

exciton momentum (strictly speaking, quasimomentum) is defined in a 1D Brillouin zone,

say, 0 ≤ k ≤ 2π, with the points k = 0 and k = 2π being equivalent. Therefore, introducing

a new variable z = eik makes sense, and the quasimomentum can be treated as residing in a

unit circle |z| = 1 in a complex plain C. By its definition the scattering amplitude r = eiϕ

also resides in a unit circle |r| = 1 of the complex plain.

Therefore, the scattering phase, as a function ϕ(ω) of the exciton frequency, or, equiv-

alently, as a function ϕ(k) of the exciton momentum, can be viewed as r(z), i.e., a map

S1 → S1 of a circle |z| = 1 to a circle |r| = 1. Such a map has a simple and very natural

integer topological invariant m ∈ Z, referred to as the degree of the map [86], that represents

the number of times r(z) = eiϕ(k) winds over the circle, while z = eik goes once over the

Brillouin zone. This winding number can be represented as

m =

∫ 2π

0

dk

2π

dϕ(k)

dk
(4.11)

=

∮
|z|=1

dz

2πi
r−1(z)

dr(z)

dz
. (4.12)

Summarizing, we have associated with any terminus a topological invariant mx, referred

to as the degree of the terminus (or the corresponding scattering phase), defined by Eq. (4.12)

in terms of the scattering amplitude rx(z), which depends in a prescribed way on a particular

choice of the reference point (i.e., mx changes by 2, when x changes by 1). Note that due to

the latter property [which immediately follows from Eq. (4.10)] the position of the reference

point x, that was initially restricted to integer values, can be extended also to half-integers,

if the latter choice makes the formalism more convenient.

The half-integer choice of x turns out to be convenient for the considered case of PA

oligomers: we define the scattering amplitude at positions x = 1/2 on the linear segments
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(shifted by −1/2 from the first repeat unit of the segment, when counted from the vertex)

to obtain a simple relation between the outgoing wave on one end of the segment and the

incoming wave on its other end [Eq. (2.3)], which leads to a quantization condition in the

form of Eq. (4.8).

Having introduced the scattering degrees associated with the relevant vertices, which

accomplishes the goal (i), we are now in a position to achieve the goal (ii), described at the

very beginning of this subsection. To that end we start with noting that in a linear segment

of length L (measured in repeat units) with two termini A and B described by the reflection

phases ϕA(k) and ϕB(k), the quantization condition

2kL+ ϕA(k) + ϕB(k) = 2πq, (4.13)

is satisfied with an integer q for a state that consists of two plane waves with the wavenumbers

±k. Therefore, the solutions of Eq. (4.13) that are labeled by the opposite values of k

correspond to the same physical state, and, counting the solutions of Eq. (4.13), we count

each physical state twice.

To count the solutions of Eq. (4.13) we consider a torus T 2 = S1 × S1 that consists of

the points (k, ζ) [or, to be more precise of (eik, eiζ)], and note that a solutions of Eq. (4.13)

can be represented as an intersection point on the torus T 2 of the closed curve C defined by

the equation

ζ = 2kL+ ϕA(k) + ϕB(k) (4.14)

with a simple circular curve C0 defined by ζ = 0 (an illustration is given in Fig. 4.7 in Section

4.3.2). We also note that, because the scattering phases satisfy the conditions ϕ(0) = π and

ϕ(π) = 0, there are two solutions (intersections) with k = 0 and k = π, respectively, which

do not correspond to physical excited states, being represented by zero wave functions.

The reason for relating the number of excited states to the number of intersection points

of two curves on a torus is to apply the concept of intersection index [86], denoted by C ∗C0.
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Figure 4.7: Graphical solution of Eq. (4.13) is represented as finding intersections of two
closed curves on the torus. The fundamental polygons of the torus are shown for the A0B0

states in symmetric X molecules with arm lengths of two (top) and seven (bottom) repeat
units. Circles and diamonds denote formal solutions (intersections): physical solutions in
the first Brillouin half-zone (filled circles), their counterparts in the second half-zone (open
circles), and unphysical solutions k = 0 and k = π (diamonds). The symbols are red and
blue for positive and negative individual intersection indices, respectively. The number of
states in the band is represented by the number of filled circles.

If the curves intersect transversally (i.e., their tangent vectors at any intersection point are

linearly independent), the intersection index is given by

C ∗ C0 =
∑

x∈C∩C0

indx, (4.15)

where the intersection index indx = ±1 of an individual intersection point is determined by

the relative orientation of the tangent vectors of the curves at the considered intersection

point and in our case is given by

ind(k,ζ) = sign (dζ(k)/dk) , (4.16)

where ζ(k) is given by Eq. (4.14).
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The intersection index can be used to count the number of intersections of two curves

by utilizing its property of being a topological invariant: C ∗C0 is invariant with respect to

continuous deformations of the curves, and is explicitly expressed in terms of the topological

invariants of the latter [86]. More specifically, we have

C ∗ C0 = n2(C)n1(C0)− n2(C0)n1(C), (4.17)

where for any curve C on the torus, n1(C) and n2(C) denote how many times the curve

winds along the first and second cyclic coordinates on the torus, k and ζ, respectively.

For our particular choice of the curves we have n1(C0) = 1, n2(C0) = 0, n1(C) = 1, and

n2(C) = 2L +mA +mB. The first three equalities are obvious, and the last is obtained by

calculating a winding number of ζ(k) similarly to Eq. (4.11). This results in

C ∗ C0 =
∑

x∈C∩C0

indx = 2L+mA +mB. (4.18)

Recalling our earlier statement on the relation between the number of physical states N

in the band to the total number of (unsigned) intersections between C and C0, we have

N = 1/2
∑

x∈C∩C0

|indx| − 1, (4.19)

where, in particular one unphysical state (that corresponds to two unphysical intersections)

is subtracted.

In a general situation the relation between the intersection index and the total number of

intersection points is complex. When the curves are deformed, the intersections can appear

and disappear, changing the total number of intersection points. However, the intersection

index remains unchanged, since the transverse intersections appear and disappear in pairs

with opposite individual intersection indices. Stated differently, the intersection index, being

a topological invariant, is easy to compute, whereas we are actually interested in the total

number of intersections.

The situation becomes simple when all individual intersection indices indx have the same

value. This happens for a sufficiently long linear segment, when dζ(k)/dk > 0 for all k, and
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Eqs. (4.19) and (4.18) result in a general relation

N = L+QA +QB (4.20)

that expresses the total number N of excitations in an exciton band in terms of the number L

of repeat units between the termini and the topological charges QA and QB of the reflection

phases, with a topological charge being explicitly expressed in terms of the scattering degree.

Q =
1

2
(m− 1) (4.21)

Note that Eq. (4.20) should and does hold regardless of particular choices of the reference

points x that affect the reflection amplitudes, according to Eq. (4.10). Indeed, a shift of the

reference point x by 1 repeat unit changes the corresponding scattering degree m by 2, which

results in the change of the topological charge Q by 1; the latter is compensated in Eq. (4.20)

by the corresponding change of the number L of repeat units by −1. Stated differently,

the definition of the scattering phase is consistent with the corresponding agreement on the

number of repeat units. Typically, with our definition of the reference point for the reflection

phase, the scattering degrees m are odd numbers, so that the corresponding topological

charges Q that enter Eq. (4.20) are integers.

For most scattering phases that we found in PA oligomers, Q = 0, i.e., the phase increases

by π when k changes from 0 to π, and the number of states in the exciton band is equal to

the number of repeat units. This is the case also for the states of certain symmetry in the

symmetric molecules with symmetric branching centers. In most cases we do not observe

strong negative slopes of the phase as a function of wavenumber, which means that the

number of states should equal the number of repeat units even in the shortest molecules.

Indeed, this is exactly what we observe in quantum-chemical computations in these typical

cases.
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4.3.2 Topological analysis of the X-joints and ortho-joints

At the end of section 4.2 we have briefly discussed some interesting features observed in

the energy (or, equivalently, wavenumber) dependence of the scattering phases characterizing

the ortho-joint and X-joint (see Figs. 4.3, 4.5 and 4.6). In this subsection we apply the

analysis of the number of exciton states inside the band, presented in subsection 4.3.1, to draw

parallels between the characteristic features of the scattering phases and quantum-chemical

results for equal-arm molecules with the ortho-joint or the X-joint. As noted in subsection

4.3.1, time-reversal symmetry implies ϕ(k) = −ϕ(−k) = −ϕ(2π − k), any scattering phase

is completely described by its behavior on half of the Brillouin zone, where 0 ≤ k ≤ π.

For phase ϕ0 of an ortho-joint (see Fig. 4.3 and 4.6), which corresponds to the symmetric

states, the 2π−kink in the each half Brillouin zone makes its topological charge Q = 1.

This feature indicates one additional state with the given symmetry inside the exciton band.

The conclusion is confirmed by the results of quantum-chemical computation: the number

of symmetric excitations in symmetric ortho-molecule with arm length L is equal to L + 1.

The 2π−kink of ϕ0 indicates that the additional state is a resonance around a certain energy

for any arm length. The width of such resonance is positively related to the strength of the

coupling between the state of the othor-joint and the excitations in the linear segments.

Although we do not have enough data for the phases of the X-joint at the band edges,

the overall behavior of the phases ϕ10 and ϕ01 indicates that they change by 3π and −π,

respectively, over the half of the Brillouin zone. The evidence in the case of the A0B0

symmetry is not as clear as for the first two cases. Nevertheless, the behavior of ϕ00 suggests

that it has Q = −1 and a fast decrease near k = π (we can expect ϕ00 to be equal to 0 at

k = π due to the observed slope and curvature, although we do not have sufficient data to

confirm this property). Finally, the phase ϕ11 seems to change by π over the half Brillouin

zone, i.e., by the same amount as all of the phases of the other PA vertices studied (see

Figs. 4.4 and 4.3 as well as Ref. [80]), including the reflection phase at the unmodified PA

terminus (phenyl ring).
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Thus, we find three distinct cases for the scattering phases of the X-joint: Q = 0 for ϕ11,

Q = 1 for ϕ10, and Q = −1 for ϕ01 and ϕ00. The following detailed analysis in the equal-arm

X molecules with free ends will also use that the unmodified PA terminus is characterized

by Q = 0.

For the phase ϕ10 with a 2π-kink in each half of the Brillouin zone, we have Q = 1,

which, according to Eq. (4.20), should result in one additional state inside the band. Indeed,

the number of A1B0 states in quantum-chemical computations in X molecules with the arm

length L is equal to L+1. Moreover, the abrupt change of ϕ10 implies that the additional state

is a resonance at almost the same energy for any arm length, as observed. Correspondingly,

in quantum-chemical transition density matrices, such states look like superpositions of a

state localized on the X-joint and standing waves with reduced amplitudes in the arms. The

width of the kink in ϕ10 can be interpreted as the strength of the coupling between the state

on the X-joint and the excitations in the linear segments; the small width points to weak

coupling. In other words, the kink in the scattering phase is a signature of the peak in the

density of states that would be found in the X molecule with semi-infinite arms.

The phase ϕ01 is characterized by a relatively uniform negative slope and topological

charge Q = −1, which, according to the analysis in the previous subsection, implies that for

all arm lengths there is one fewer state of the symmetry A0B1 in the exciton band. Indeed,

although in quantum chemistry results for X molecules with the identical arm length L there

are L states with the A0B1 symmetry, one of them is always bound with its energy below

the band. Thus, we see that such a gradual decrease of the scattering phase with Q = −1 is

associated with the conversion of one of the states of the band into a strongly bound state.

For a long enough arm length L, one should have L − 1 excitations with the A0B0

symmetry inside the band. In the molecules with an arm length L ≤ 5, quantum chemistry

provides L excitations with the A0B0 symmetry, and we do not have high-energy results for

bigger molecules due to computational limitations. Nevertheless, based on the data obtained

from the molecules where quantum-chemical computations are still possible, the resulting
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trend in the phase ϕ00 corresponds to an observation that the last excitation approaches

the band edge relatively fast as the arm length increases. In addition, according to our

preliminary results on analytic continuation of the scattering amplitudes to complex values

of k, the curvature in the dependence ϕ00(k) may correspond to the bound state above

the band, in contrast to the shape of ϕ01(k), for which the bound state is below the band.

Thus, our observations for the A0B0 symmetry, although incomplete, do not contradict the

general analysis presented in the previous subsection. We expect that in the X molecules

with longer arms one will find a weakly bound state above the band converted from the

state in the band. Alternatively, one can say that a state weakly bound at an end of a long

segment enters the band when the segment becomes so short that the scattering at its other

end sufficiently changes the state energy. In Fig. 4.7 we illustrate an application of the

analysis of subsection 4.3.1 to A0B0 states in symmetric X molecules: we first interpolate

ϕ00(k) and the reflection phase ϕT (k) of the terminus in the whole Brillouin zone and then

show the closed curve {(k, ζ)| ζ = ζ(k)} [see Eq. (4.14)] in the fundamental polygon (in this

case, a square) {(k, ζ)| k ∈ [0, 2π), ζ ∈ [−π, π)} of the torus. Solutions of ζ(k) = 2πq [Eq.

(4.13)] are shown as intersections on the torus for two molecules with different arm lengths.

The degrees of the scattering phases involved (ϕT and ϕ00) are mT = 1 and m00 = −1,

respectively. Therefore, according to Eq. (4.18), the total intersection index should be

C ∗C0 = 2L for the symmetric X molecules with the arms of length L. In the molecule with

L = 2, the upper panel of Fig. 4.7 shows two A0B0 states in the band (since the solution

k = π has a negative intersection index, the total number of solutions in the Brillouin zone

is C ∗C0 + 2 = 6, of which 2 are unphysical, which yields (6− 2)/2 = 2 states in the band).

In the molecule with L = 7, the lower panel of Fig. 4.7 shows six A0B0 states in the band

(L = 7 is big enough for all solutions to have positive intersection indices, and the total

number of solutions in the Brillouin zone is C ∗ C0 = 14, of which 2 are unphysical, which

yields (14− 2)/2 = 6 states in the band).

In conclusion, in relatively small symmetric molecules with the X-joint we observe one
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bound A0B1 state from the exciton band and introduces an additional A1B0 state inside

the band. In fact, for energies below and above the kink in ϕ10, the excitations of different

symmetries appear in the order determined by the decreasing phase values at a given energy

(A1B0, A1B1, A0B0, A0B1, A1B0, ..., see Fig. 4.5), while the inserted A0B1 state violates

the order in the region of the kink. Thus, the available data on the number of states and

their symmetries, obtained via quantum chemistry computations for symmetric X molecules,

are in complete agreement with the analysis presented in the previous subsection. Similar

comparison for other vertices, which all have Q = 0, also confirms the relation (4.20); those

simpler situations are not discussed here.

4.3.3 Topological properties of the scattering matrices and the
lattice-model description

Thus far, we have presented an initial analysis of the relations between the number of

the exciton states in the band, the number of repeat units, and characteristic features of

the scattering phases, as functions of the wavenumber. We observed that the phases of the

X-joint corresponding to different symmetries exhibit different types of behavior and found

that their features are in agreement with the quantum-mechanical results for symmetric X

molecules. These results provide another demonstration of the usefulness of the ES approach

for understanding electronic excitations in conjugated molecules.

We conclude with indicating several directions of our future research with the ultimate

goal of developing an efficient computational approach for description and analysis of elec-

tronic and optical properties of large branched conjugated molecules. We are following the

way common in condensed matter physics: first we identify and characterize free noninter-

acting particle-like excitations (excitons), and later intend to characterize their interactions

with phonons and static disorder. This will allow us to build efficient approaches for treat-

ing not only light absorption but also photoinduced dynamics, including energy transfer, in

realistic imperfect oligomers.
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As a way to actualize this program we have to reduce the number of parameters used for

description of electronic excitation and study their dependence on geometrical distortions.

We already observed [39, 43] that the exciton dispersion ω(k), extracted from the quantum-

chemical computations, can be adequately approximated by a small number of cosine har-

monics, which is exactly the form one finds in tight-binding lattice models with possible hop-

ping between close neighbors. We have reasons to believe that the frequency/wavenumber

dependence of the scattering matrices can also be represented by a few lattice model pa-

rameters. Thus, instead of high-dimensional parametrization of the full ES approach (which

involves fitting functions on several intervals), we will deal with a reasonably small number

of meaningful parameters, associated with the effective exciton lattice model, that will be

obtained from the reference quantum-chemical method via the ES methodology. In addition,

analytical expressions for the scattering matrices derived within a lattice model can be used

for analytic continuation, which will allow us, in particular, to deduce the positions of possi-

ble bound states from the scattering phases. Thus, the analysis of analytical and topological

properties of the scattering matrices initiated in this work will be completed with the help

of the lattice-model description to eventually serve as an important criterion for choosing an

appropriate lattice model.
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Chapter 5

Effective tight-binding models for
electronic excitations in conjugated
molecules

In this chapter, we introduce an efficient description of electronic excitations in terms

of effective tight-binding (lattice) models whose parameters and morphology are determined

from the ES parameters (exciton dispersion relation and energy-dependent scattering ma-

trices). The topological and analytical properties of the scattering matrices investigated in

Chapter 4 guarantee adequate representation of the corresponding molecular vertices within

the tight-binding models. Since the electronic excitations can be characterized by only a

small number of constants depending on the molecular geometry only, the approach of tight-

binding models can be used to investigate photoinduced dynamics in conjugated molecular

systems and constitutes a new level of the ES theory.

5.1 Effective tight-binding model representation of the

exciton states

According to previous investigation on exciton scattering in organic conjugated molecules,

we know that strong electron correlations result in the small size of exciton, which is about

1-3 repeat units in phenylacetylene (PA) based molecules. This fact is also confirmed by

the expansion of the exciton dispersion relation ω(k) using Fourier series in terms of quasi-
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momentum k (see Fig. 5.1). The ES picture holds for low-dimensional geometries and exci-

tons with tight binding energies. These knowledge implies that we can introduce effective

tight-binding models for the particular exciton type in which molecular vertices with local-

ized exciton effect could be described by the geometry-dependent tight-binding constants

(i.e., the on-site energies Ω and hopping constants J) instead of those energy-dependent ES

parameters.
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Figure 5.1: The extracted exciton dispersion from TDHF (CEO) energies fitted with one
and three cosines.

More specifically, a tight-binding model is defined on a graph (i.e., an irregular lattice)

as shown in Fig. 5.2. Repeat units that form the linear segments of the considered branched

molecule are represented by single sites, whereas the molecular vertices (i.e., termini with and

without substituent, meta-joint and symmetric quadruple joint) are generally represented by

combinations (subgraph) of linked sites.

In the simplest class of lattice models where each repeat unit corresponds to a lattice site,

the system without external optical field is described by the exciton Hamiltonian [87, 88]

H ≡
∑
m

ωmB
†
mBm +

n̸=m∑
m,n

JmnB
†
mBn, (5.1)

where B†
m and Bm are creation and annihilation operators of an exciton on lattice site m,
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R

Figure 5.2: An example of a conjugated molecule and a graph for a possible tight-binding
model. Different colors of sites and links represent different on-site energies and hopping
constants.

respectively. ωm represents the corresponding on-site energy. Jmn is the lattice hopping

constant, i.e. the exciton transfer matrix element between the two sites m and n.

The eigenstates can be found through the exciton Hamiltonian. The exciton wave func-

tion of eigenstate j is specified by the jth eigenvector with amplitude Ajn on lattice site

n

|Ψj⟩ =
∑
n

Ajn|n⟩ . (5.2)

In an infinite linear chain, the on-site energy is a constant ω0 due to the discrete transla-

tional symmetry. The hopping constants depend only on the distance between the two sites:

Jmn = Jnm. Then, the analogue of the Schrödinger equation of exciton is simplified as

∑
m

Jm(An−m + An+m) = (E − ω0)An, (5.3)

where the subscript m denotes the hopping distance and n is the index of lattice sites. In

an infinite chain Eq.(5.3) has a plane-wave solution ∝ eikx with the energy

E(k) = ω0 + 2
∑
m

Jm cosmk, (5.4)
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where k denotes the wavenumber. This equation describes the exciton dispersion relation

in the form of Fourier series and indicates the width of the exciton band is 2
∑

m |Jm| and

the center of the exciton band is ω0. Consequently the number of the significant cosine

harmonics in the Fourier series expansion tells us the allowed hopping distance m. If there

are other nonzero hopping constants beyond J1, equation (5.3) has wave solutions with

complex wavenumbers.

In a real molecule, molecular vertices violate the discrete translational symmetry of the

polymer chain and thus cause exciton scattering, which makes quasimomentum k quantized.

The solution of Eq. (5.3) is generally different from the standing wave. This effect can be

modeled by the variation of the on-site energies and hopping constants near the vertices,

or introducing additional lattice sites represent the vertex. By comparing the profile of the

exciton wave function extracted from the result of quantum chemical computation to the

standing wave form from the ES approach, one can tell that the effect of a scattering center

is typically localized within several repeat units [65], the molecular vertex only affects a

finite number of lattice sites. To find elements of the scattering matrix of a vertex within

the lattice model, one assumes that there is only one incoming wave that has a form ∝ e−ikx

far from the vertex and, by solving the set of wave equations (5.3), finds outgoing waves

in all linear branches attached to the vertex. Consequently the scattering amplitudes are

analytically obtained.

Furthermore, because the eigenstate is found from the wave equation (5.3) set, the di-

mension of the eigenvector, i.e. the number of excitations, is determined by the number of

lattice sites. This argument helps us build decent lattice model for different molecular sys-

tems. In Chapter 4 the relations between the number of the exciton states in the band, the

number of repeat units and the topological properties of the scattering phases are described

by Eq. (4.20), which indicates that the molecular vertices alter the number of excitations

in addition to the length of the molecule. In addition, the number of the states is equal to

the number of the lattice sites within a lattice model. Therefore, in the lattice models for
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phenylacetylene (PA) based molecules with respect to the previously studied exciton type,

each repeat unit in linear segment should be represented by one single lattice site, whereas

the number of the lattice sites describe a molecular vertex should be determined by the

topological and analytical properties of the corresponding scattering phases [Eq. (4.21)]. As

a result of the topological analysis on scattering phases, the structure of the lattice model

could be uniquely determined for a given molecule with all building blocks characterized.

Since any scattering with certain symmetry can be studied as an reflection using effective

linear segment model (see 4.2.1 and 4.2.2), we can start with the lattice models describe

linear chains. In these models regardless of the allowed hopping distance, the reflection

amplitude has a universal form

r(k) = −eikP (e
−ik)

P (eik)
, (5.5)

where P (z) (z = eik) is a polynomial with real coefficients, i.e. [P (z)]∗ = P (z∗). Zeros of

P (z) at |z| > 1 correspond to bound states. At k = 0 the reflection phase ϕT = π. When

k increases from 0 to π, the reflection phase increases to 2π if there are no bound states or

decreases by π+2π(n− 1) if there are n bound states. This argument agrees with the result

of the topological analysis of the scattering phases in 4.3.1.

5.2 The simplest tight-binding model based on the ES

approach

In this section we illustrate the application of tight-binding models using the simplest

model describes a linear molecule. Molecular terminus and nearby repeat units of the lattice

model is shown in Fig. 5.3. Here only the nearest neighbor hopping J1 is considered and

each lattice site represents one repeat unit. The simplified exciton dispersion relation ω(k) =

ω0 + 2J1 cos k indicates the exciton band is in between ω0 ± 2J1. The exciton wave function

is a standing wave

ψ(x) = r0(k)e
ikx + e−ikx, (5.6)
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where r0(k) is the reflection amplitude with respect to the reference point 0. The dependence

of the reflection phase on a particular choice of the reference point is described by Eq. (4.10).

Therefore the reflection amplitude r(k) within the ES approach defined at 1/2 can be found

from r(k) = r0(k) exp(ik).

Figure 5.3: The simplest lattice model for linear molecule.

In the simplest lattice model, since there is no lattice site represent the molecular termi-

nus, the terminal effect is parameterized by the variation of the on-site energy ω1 of the site

next to the terminus, i.e., the on-site energy of the furthest site from the molecular center.

Then, from the lattice equation 5.4 at the first site, the reflection amplitude can be found as

r(k) = −eik ge
−ik + 1

geik + 1
, (5.7)

where g = −(ω1−ω0)/J1. The bound state localized in the vicinity of the terminus indicates

zero reflection amplitude, the complex wavenumber, and |e−ik| < 1. The bound state exists if

|g| > 1, i.e., if the difference between energies exceeds the value of the hopping constant, i.e. a

quarter of the band width. For negative and positive g, the bound state can be either below

or above the exciton band, respectively. In other words, the tight-binding representation

of the reflection amplitude allows for analytic continuation of r(k) to complex values of k,

which correspond to the bound exciton states whose energies are outside of the exciton band.

Figure 5.4 shows possible shapes of the reflection phase when the terminus is characterized

by one varied on-site energy. The relation between the topological charge Q of the phase

and the parameter g has been clearly described.

This example demonstrates that even the simplest lattice model can describe the exciton
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Figure 5.4: Possible shapes of the reflection phase at the terminus characterized by one on-
site energy with the nearest neighbor hopping in the chain, for four values of g: -0.3 (red),
0.3 (blue), 1.5 (green), and -1.5 (black). The topological charge Q = 0 when |g| < 1, Q = −1
when |g| > 1.

scattering at molecular vertices qualitatively. The exciton dispersion ω(k) is parameterized

by two constants, the on-site energy ω0 and the nearest neighbor hopping constant J1. The

energy-dependent reflection phase ϕT in the ES approach is replaced by the lattice constant

ω1. In such way, the description of the excited states in conjugated molecules has been greatly

simplified. The study on geometry-dependent electronic excitations becomes possible.

5.3 The tight-binding models for the localized excitons

Like the exciton scattering analysis, the representation of tight-binding models can be

applied to any exciton band. By inspecting the transition density matrices obtained from

the quantum-chemical computation using CEO code [46, 47, 63, 64], we observed two exciton

bands at low energy [43]. The lowest exciton band with band width about 1 eV is referred

to as delocalized exciton or light exciton band, whereas the narrower exciton band (width of

0.1 eV) embedded in the delocalized band is referred to as localized or heavy exciton band

[43]. The dispersion relation of localized exciton is accurately described by the second order
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Fourier series expansion

ω(k) = ω0 + 2J1 cos k + 2J2 cos 2k, (5.8)

with ω0 = 3.35852 eV, J1 = −0.0228314 eV, and J2 = 0.0000542 eV. The lattice constants are

found by fitting the exciton dispersion using Eq. (5.8). Because |J1| ≫ |J2|, lattice models of

the nearest neighbor hopping are accurate enough to describe the exciton dispersion, which

is shown in Fig. 5.5.

-Π 0 Π
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Figure 5.5: The dispersion (gray dots) of localized exciton fitted with one cosine (red curve).
The bound state energies of the NO2 and NH2 substituted molecules are 3.3030 eV and
3.4077 eV, respectively.

We study the localized exciton using tight-binding models for two reasons: the exciton

dispersion is precisely described by a single cosine, and the bound states have been observed

in the quantum-chemical results of two donor/acceptor substituted molecules (see Fig. 5.5).

Same as Chapter 3, we consider linear PA molecules with molecular termini substituted

by -NH2, -CF3 and -NO2 in para position (see inset of Fig. 3.1). The dispersion relation

ω(k) and the reflection phase ϕT of the unmodified terminus have been extracted from the

quantum chemical results of several linear molecules, like we did for the delocalized excitons

[43]. Then the phases of the modified termini can be calculate from Eq. (3.1). All the

reflection phases of localized exciton at the four studied termini are shown in Fig. 5.6.
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Figure 5.6: Reflection phases of localized exciton at the four terminals: (from top to bottom)
regular benzene ring, NO2, NH2, and CF3. Blue dots are from exciton scattering analysis
on quantum chemical results, and red curves are the best fits using the lattice model. There
are bound states for NH2 and NO2 substituted molecules.

For the phases ϕT of unmodified terminus and ϕCF3 of -CF3 substituted terminus, the

topological charge Q = 0. This indicates the termini would not affect the number of the

excitations. The phases ϕNO2 and ϕNH2 are characterized by negative slope and the topo-

logical charge Q = −1. According to the qualitative results of the simplest lattice model

in Section 5.2, one can predict the presence of the bound state and tell its position relative

to the exciton band. In all the four types of studied molecules, the number of the localized

excited states, including bound state outside the band, are identical with the length of the

molecule L. Therefore, in the lattice models for such molecules with respect to localized

exciton, each lattice site represents one repeat unit. The number of the lattice parameters

describing the molecular vertex depends on the features of the corresponding phase. For ex-
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ample, the unmodified terminus can be characterized by only one varied on-site energy since

the profile of the phase is simple. However, at least two varied on-site energies are necessary

for electron donor and acceptor substituted termini because the corresponding phases are

more complicated.

The nearest neighbor hopping lattice model (characterized by on-site energy ω0 and

hopping constant J1) has been used n Fig. 5.6. The terminal effect is parameterized by three

varied on-site energies (ω1, ω2 and ω3), which correspond to the three lattice sites near the

terminus, and one varied hopping constant (K1) between the two sites near the terminus.

These four lattice parameters have been obtained from the best fits of the reflection phases.

Following this idea, the exciton behavior at a molecular vertex is characterized by a small

number of lattice constants. Analytic continuation of the reflection amplitude in the lattice

model allows one to identify the bound states in molecules with substituents of NH2 and

NO2. The obtained lattice constants lead to the bound state energies 3.4083 eV and 3.2946

eV in NH2 and NO2, respectively, which are close to the reference quantum chemical results,

3.4077 eV and 3.3030 eV.

5.4 The tight-binding models for the delocalized exci-

tons

5.4.1 The lattice models describe electron donor and acceptor
substituted molecules

In this section we investigate the lowest exciton band (delocalized exciton) using tight-

binding models. The dispersion relation of delocalized excitons requires at least three cosine

harmonics to be accurately characterized. This indicates the allowed couplings are the near-

est neighbor, next nearest neighbor and the third neighbor hopping, which are parameterized

by coupling strength J1, J2 and J3 respectively. The exciton dispersion is described by the

expression

ω(k) = ω0 + 2J1 cos k + 2J2 cos 2k + 2J3 cos 3k, (5.9)
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where ω0 = 3.49052 eV, J1 = −0.29303 eV, J2 = −0.00618 eV, and J3 = −0.01847 eV.

These values are obtained by fitting the dispersion from quantum-chemical results, as shown

in Fig. 5.1. For a given energy Eq. (5.9) has three solutions of k. Two of the solutions

correspond to the complex wavenumbers κa and κb. Therefore the wave function of such

lattice model has a general form

ψ(x) = r0(k)e
ikx + e−ikx + b1(k)e

−iκax + b2(k)e
iκbx, (5.10)

where the reflection amplitude r0(k), coefficients b1(k) and b2(k) can be found by solving the

lattice equantion (5.3) set.

First we apply such third-neighbor-hopping tight-binding model to the linear molecules

with NH2, NO2 and CF3 substituted termini (see inset of Fig. 3.1). Three on-site energies

and one nearest neighbor hopping constant in the vicinity of the terminus have been varied

for the terminal effect. The results of such lattice model are shown in Fig. 5.7.
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Figure 5.7: Reflection phases of delocalized exciton at the four terminals: (from bottom to
top) regular benzene ring, CF3, NO2, and NH2. Dots are from exciton scattering analysis on
quantum chemical results, and the curves are the best fits using the third-neighbor-hopping
lattice model.

Although considering the third neighbor hopping for delocalized exciton better approxi-

mates the dispersion relation, longer hopping range makes the tight-binding models difficult
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to process analytically. The wave function yields to a complex form Eq. (5.10), the de-

scription of the molecular vertex requires more lattice parameters as well. Consider that

the nearest neighbor hopping constant J1 is still greater than long range hopping constants

J2 and J3, we test the nearest-neighbor-hopping lattice models in delocalized exciton band.

The relevant lattice parameters J1 = −0.28783 eV and ω0 = 3.49207 eV are from the fit of

the dispersion using single cosine. Less number of parameters have been used for the four

studied termini: two varied nearby on-site energies and one varied hopping constant between

the first two sites. The sketch of the lattice model is shown in Fig. 5.8 while the results of

the lattice model is shown in Fig. 5.9. Such simple models also reproduce the ES phases very

well. From the lattice model we conclude there is no bound state of delocalized excitons,

which agrees with the quantum-chemical results.

Figure 5.8: The nearest-neighbor-hopping lattice model for linear molecules. Exciton behav-
ior at the terminus is parameterized by K1, ω1 and ω2.

Comparing Fig. 5.7 to Fig. 5.9, we observe that allowing longer hopping distance cannot

improve the description of exciton scattering, even it is necessary for accurate approximation

of the dispersion. The number of the tight-binding parameters describe molecular vertices

are more important especially for the vertex with complex phases. Therefore, we always

apply the nearest-neighbor-hopping models, as the first trial, to a new molecular system. To

improve the accuracy of lattice model, increasing the number of lattice parameters describe

the vertex takes priority over introducing longer hopping range. In the rest part of this

chapter, only the nearest neighbor hopping is considered.
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Figure 5.9: Reflection phases of delocalized exciton at the four terminals: (from bottom to
top) regular benzene ring, CF3, NO2, and NH2. Dots are from exciton scattering analysis on
quantum chemical results, and the curves are the best fits using the nearest-neighbor-hopping
lattice model.

5.4.2 The lattice models for molecules contain symmetric V-, Y-
and X-joints

At a symmetric molecular vertex, the scattering with certain symmetry can be treated

as an effective reflection in a linear chain [89]. Based on this argument, the lattice constants

characterize such symmetric joints can be determined easily. Since there are more than one

phase for symmetric double (V-), triple (Y-) and quadruple (X-) joints, the corresponding

lattice models may be complicated for the purpose of describing all scattering behaviors

simultaneously.

The structure of a lattice model (including sites and links) can be determined from the

molecular structure. Specifically, the number of the lattice sites is directly related to the

topological charges Q of the corresponding scattering phases. The scattering phases of meta

joint extracted from quantum chemistry results are shown in Fig. 5.10. The topological

charges QM
0 and QM

1 of both phases is zero, which indicates the number of lattice sites

N in such model is L + 2QT + QM
0 + QM

1 = L, where QT = 0 is the reflection phase of
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the unmodified terminus and L is the length of the molecule. In the lattice model for a

meta-conjugated molecule, as shown in Fig. 5.11, each lattice site represents one repeat unit.

The meta-conjugation is parameterized by two varied on-site energies, one varied nearest

neighbor hopping K1, and three couplings JM
aa , J

M
ab and JM

bb around the joint.
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Figure 5.10: The scattering phases of the meta(M)-joint. Subscript 0/1 denotes symmet-
ric/antisymmetric scattering.

aa

ab

bb

Figure 5.11: The lattice model describe the meta(M)-joint. Dashed line represents weak
coupling.

The coupling between the two repeat units connected by meta joint is measured by JM
aa ,

which is found as -0.01594 eV from the best fits of the ES phases. Compared to the hopping

constant in the chain J1 = −0.28783 eV, weak coupling cross the meta joint is concluded.

This result agrees with the impenetrable property of the meta-conjugation which has been
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proved in quantum chemistry and organic chemistry. The two couplings JM
ab and JM

bb across

the joint are necessary for the characterization of the scattering phases. Both couplings are

found to be weak and comparable to JM
aa . All of the three couplings across the joint are

attributed to the weak Coulomb interactions. Using such lattice model the scattering phases

of meta joint are characterized (see Fig. 5.10).

There is a resonance-type behavior in the scattering phase ϕO
0 of othor joint corresponds

to symmetric scattering (see Fig. 5.12). The topological charge QO
0 = 1 indicates that the

number of the exciton states in an ortho-conjugated molecule is L+ 1 where L denotes the

molecular length. Therefore, one additional lattice site should be used to represent the ortho

joint in the lattice model for such molecule, shown in Fig. 5.13. In this model, the effect of

ortho-conjugation is characterized by one extra lattice site (on-site energy ωo and neighbor

coupling Jo) in addition to two varied on-site energies several couplings around the joint.
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Figure 5.12: The scattering phases of the ortho(O)-joint. Subscript 0/1 denotes symmet-
ric/antisymmetric scattering.

Not like in the meta joint, the coupling across the ortho joint between the two linked

repeat unit JO
aa = −0.28036 eV is as strong as the coupling in the linear chain. This result

indicates that ortho-conjugation is almost as transparent as para-conjugation. We know the
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Figure 5.13: The lattice model describe the ortho(O)-joint. The joint is represented by the
lattice site with on-site energy ωo. Dashed line represents weak coupling.

abrupt resonance shape in phase ϕO
0 corresponds to the extra resonant state at almost the

same energy for any arm length [89]. This resonance can be interpreted as the coupling

between the state at the joint and the excitations in the linear chains. The position of

the resonant state is determined by the on-site energy ωo = 3.95661 eV. The width of the

resonance is determined by the strength of the coupling Jo = −0.02132 eV. In other words,

the sharp resonance feature of the phase within the ES approach is parameterized by the

on-site energy ωo the weak coupling constant Jo in the tight-binding models. Both scattering

phases have been precisely described within the tight-binding models (see Fig. 5.12).

Following the same methodology, symmetric triple (Y-) and quadruple (X-) joints have

been studied using the tight-binding models. No lattice site should be used for the Y- joint

since the corresponding topological charges are zero. In the lattice model, all the lattice

parameters are introduced or varied symmetrically. In each arm linked to the joint, the

on-site energies of the two nearby lattice sites and the coupling strength between them are

allowed to vary. The hopping whose distance is less than two repeat units is allowed between

any two different arms. The hopping constants are referred to as JY
aa, J

Y
ab and J

Y
bb , ordered by

the relevant hopping distance. The couplings between different arms are attributed to the

weak Coulomb interactions. Since the coupling between repeat units connected by the Y-
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joint actually characterizes the between the meta-positions of the phenyl ring, the strength

of coupling JY
aa = −0.01065 eV determined from the lattice model is comparable to that

across the meta joint JM
aa = −0.01594 eV.
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Figure 5.14: The scattering phases of the triple (Y-) joint. Subscript S denotes the states
where the angular momentum m = 0, whereas P denotes the double degeneracy of the
m = ±1 modes.

The exciton behavior at the X-joint is complicated because of the four distinct character-

istic scattering phases (see Fig.5.15): topological charge Q = 0 for ϕ11, Q = −1 for ϕ01 and

ϕ00, Q = 1 for ϕ10. The correspond notations of symmetry can be found in Section 4.2. The

scattering with the A1B0 symmetry results in one additional resonance state in the exciton

band, where as the phases with symmetry A0B1 and A0B0 are responsible for the two bound

states outside the band. Therefore, in the lattice model for a molecule with X-joint, the

joint is represented by an extra site whose on-site energy is denoted by ωx and the strength

of coupling to linked sites is Jx. In order to describe the four phases simultaneously, the

coupling across the X-joint is allowed only when the coupling distance is no longer than

three repeat units. Two on-site energies and one hopping constant of the molecular arm in

the vicinity of the joint are allowed to vary in the lattice model shown in Fig. 5.16.

The relevant lattice constants for the X-joint are obtained by fitting the scattering phases.
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Figure 5.15: The scattering phases of the quadruple (X-) joint. Subscripts of the phase
denotes the symmetry of scattering, which is defined in Section 4.2.

The sharp resonance shape of ϕ10 is attributed to the weak coupling between the X-joint and

the linked repeat units whose strength Jx = −0.02955 eV is weaker than the coupling strength

in the chain J1 = −0.28783 eV. The energy of the site represents the joint ωx = 3.46894

eV matches to the energy of the resonant states. The strengths of couplings across the X-

joint also agree with the results of meta- and ortho-conjugations, i.e., the hopping constant

between the two sites linked on the meta-positions of the joint is comparable to the hopping

constant JM
aa = −0.01594 eV, whereas the strength of couplings over ortho- and para-positions

are similar to the nearest neighbor hopping constant in the chain J1 = −0.28783 eV.

Using the lattice-model description of the scattering with symmetry A0B1 and A0B0,

the corresponding bound states have been predicted. Since the nearest neighbor hopping

cannot accurately describe the exciton dispersion, in such lattice models, it is reasonable to

compare with the quantum-chemical results using the distance between the bound state and

the exciton band edge, other than comparing the absolute position of the bound state. The

bound state with symmetry A0B1 predicted by the lattice model is 151 meV below the lower

band edge and the CEO result is 78 meV below. The bound state with symmetry A0B0



74

a

b

K1
J1

x

K1
a

b

J1

Joab

Jpab

Jmab

J x

Jmaa

Joaa

Jpaa

a

a

b b

J1J1

Figure 5.16: The lattice model describe the X-joint. The joint is represented by the lattice
site in the middle with on-site energy ωx. Dashed line represents weak coupling.

is predicted 5 meV above the exciton band whereas the bound state computed by CEO is

missing because of the computational limitation. According to the topological analysis of

the phase and the trend that the highest excitation approaches the upper band edge while

the arm length increases, we expect that there will be a bound state above the exciton

band in X-molecules with sufficiently long arms [89]. Therefore, such simple tight-binding

representation is capable to provide immediate analytic continuations of the scattering matrix

to complex values of k, which allows the prediction of the bound states, at least, qualitatively.

5.4.3 The lattice models for perylene substituted molecules

Perylene is a useful chemical structure which, as well as its derivatives, have applications

as fluorescent materials and organic photoconductors. Attributed to the fluorescent feature,

it is frequently used as energy traps in conjugated molecular systems such as the nanostar

dendrimer [8, 9, 90]. In this section, perylene terminated linear phenylacetylene (PA) chain

(see Fig. 5.17) have been studied as an example of perylene substituted molecules. Within

the ES approach, the perylene termini can be characterized by the relevant ES parameters

[80], including the scattering phase and transition dipole parameters. Based on the exciton

scattering analysis, proper tight-binding model can be developed.
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Figure 5.17: Perylene terminated linear phenylacetylene molecules and the relevant lattice
model.

From the quantum-chemical (CEO) results of a set of linear PA molecules with one end

substituted by perylene, we observed three bound exciton states localized in the vicinity of

the perylene: one state below the exciton band whereas the other two above the band. The

exciton wave function extracted from the transition density matrix can be described as an

exponential decay with complex wave numbers. Therefore the wave number could be found

from the exponential fit of the wave function.

We also observed four additional resonant states inside the exciton band which corre-

spond to the kink features of the reflection phase shown in Fig.5.18. The reflection phase is

calculated using Eq. (4.8). Since the resonant state can be interpreted as the superposition

of an excitation localized at perylene and the standing wave with reduced amplitudes in the

chain, the excited states of single perylene molecule have been computed to compare with

the later tight-binding model.

The complexity of the reflection phase of perylene makes it difficult to determine the

lattice structure from the profile of the phase because several bound states and resonance

states have been introduced simultaneously. However, once the phase is obtained as a func-

tion of exciton momentum k, analytic continuation can be technologically done to provide
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Figure 5.18: The reflection phase of the perylene substituted terminus in phenylacetylene
molecules.

information about the bound states. Combined with the topological charge Q directly from

the ϕ(k), the structure of the tight-binding model could be determined in principle. A quick

way to build the lattice structure for a molecular vertex is from the corresponding quantum-

chemical result. In our case, excitations of one linear molecule that covered the whole exciton

band should be calculated. Comparing the molecular length L to the number of the states

N with respect to the specific exciton type (including bound states and resonant states), the

number of lattice sites is known as N − L. The method will not increase the computational

cost since the ES approach needs the same quantum-chemical computation. In the lattice

models for perylene terminated molecules, seven lattice sites are used to represent the pery-

lene terminus as shown in Fig. 5.17. One varied on-site energy is used to characterize the

nearby terminal effect.

Using the lattice model the four features of resonance in the reflection phase have been

reproduced precisely, the three bound states have been predicted with respect to the exciton

band since the lattice model does not approximate the dispersion very well near the band

edges. The relative positions of the bound states are compared to the quantum-chemical
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bound state 1 bound state 2 bound state 3
QC method (CEO) -0.263 eV 0.035 eV 0.175 eV
tight-binding model -0.309 eV 0.025 eV 0.137 eV

Table 5.1: The bound states in perylene terminated molecules predicted by the tight-binding
models and the quantum-chemical method. The energy distance to the nearest band edge is
listed. Negative value corresponds to a bound state below the exciton band.

results in Table 5.1.

So far tight-binding model representation has been applied to all studied phenylacetylene

based molecular vertices. For any molecule consists of these vertices, the corresponding

lattice model can be constructed. The exciton Hamiltonian matrix can be parameterized

by the relevant lattice constants. All excitation energies can be found as the eigenvalues of

the Hamiltonian. Although the states near the band edges can not be predicted accurately

because of the inaccurate dispersion, the states in the middle part of the band are well

calculated by the tight-binding model (see the example in Fig. 5.19).

2.5 3.0 3.5 4.0

Ω HeVL

È - CEO È - Lattice Model

Figure 5.19: The excitation energies of the linear molecule with 10 repeat units and one end
terminated by perylene.

Since now the electronic excitations in PA-based molecules have been characterized by

only a small number of geometry-dependent constants, the tight-binding models can be

used to parameterize the effect of geometric distortions on the excitations, which control

the energy transfer timescales. The efficient tight-binding description of the exciton-phonon
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interactions makes it possible to treat the photoinduced dynamics.
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Chapter 6

Conclusions

Electronic excitations in branched conjugated molecules have been investigated from a

quasiparticle view and using effective tight-binding models. The spectroscopic computation

within the exciton scattering (ES) methodology can be performed in real-time with mini-

mum numerical cost. The tight-binding representation explicitly characterizes the electronic

excitations, and provides an applicable treatment of photoinduced dynamics following the

incorporation of exciton-phonon interactions.

The formalism of the (ES) approach [36, 39, 42–44] for electronic excitations in branched

conjugated molecules has been generalized and extended to calculation of oscillator strengths.

Together with the original ES approach, this extension allows one to calculate efficiently opti-

cal spectra in large conjugated molecules using previously tabulated ES parameters obtained

from quantum-chemical calculations of basic molecular building blocks. The ES approach

can be applied to conjugated molecules where electronic excitations are tightly bound spa-

tially localized excitons. In the ES model, they are viewed as quasiparticles on the graph

that represents the molecule (the molecular vertices and linear segments are represented by

the vertices and edges of the graph). Within the ES approach we assume that the properties

of the molecular building blocks (repeat units and molecular vertices) depend only on the

energy. The excited state energies and distributions of the excitation amplitude are found

within the ES approach by solving a generalized “particle in a box” problem on the graph

with the given exciton dispersion relation and scattering matrices. In addition, we intro-
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duce the transition charge and dipole parameters of the ES approach that characterize how

contributions of building blocks to the total transition dipole depend on the local excitation

amplitudes. The ES parameters of the building blocks can be extracted from the results of

quantum-chemical computations in relatively small molecular fragments.

The effects of chemical substitutions with donor and acceptor moieties can be naturally

incorporated into the ES framework. Within the ES approach, these chemical modifications

change the energy-dependent ES parameters of the substituents. The parameters, included

in the ES library, enable efficient computation of electronic spectra in a wide variety of

phenylacetylene-based molecules. In addition to accurate and less expensive numerical pre-

dictions, the ES model is useful for qualitative understanding of the excited-state electronic

structure.

The exciton scattering properties of the symmetric double, triple and quadruple joints,

referred to as V-, Y- and X-joints, respectively, have been characterized with the scatting

matrices according to their symmetries. The relevant phases parameterizing the matrices

have been retrieved from quantum chemistry calculations. The relations between the number

of the in-band excitations, the molecular length, and characteristic features of the scatter-

ing phases, have been formulated as functions of the quasi-momentum. This knowledge

guaranteed the adequate representation of molecular vertices within tight-binding models.

The effective tight-binding (lattice) models have been developed to simplify the descrip-

tion of the excitonic states in conjugated molecules. It allows one to do analytic continuations

of scattering matrices and predict the out-band bound exciton states. The lattice parameters

are retrieved from exciton scattering analysis and are only geometry-dependent. The effect of

geometric distortion can be treated by such lattice models. With the derived exciton-phonon

Hamiltonian the photoinduced dynamics in realistic structures can be studied.
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This dissertation focuses on the theoretical understanding and simulation of the excited

state electronic structures of organic conjugated molecules. The exciton scattering (ES)

approach has been extended for efficient calculation of optical spectra of large branched con-

jugated oligomers. The methodology of tight-binding (lattice) model, originally developed

in condensed matter theory, has been extended to the building block structure of conjugated

molecules for explicit description of the electronic excitations.

Within the ES approach, the electronic excitations in quasi-1D molecular structures are

attributed to standing waves that represent quantum quasiparticles (excitons) scattered at

the molecular vertices. Excitation energies can be found by solving a generalized “parti-

cle in the box” problem on the graph that represents the molecule. The transition dipoles

can be calculated by counting dipole contribution of each molecular building block, which is

proportional to the amplitude of the excitation. The ES methodology is also extended to an-

alyze the electronic excitations in oligomers with electron donor and acceptor substituents,

which are known to modify the electronic and optical properties. The energy-dependent

ES parameters that characterize the exciton properties on building blocks can be extracted

from quantum chemical computations in simple molecular segments and tabulated for fur-

ther applications. This methodology greatly simplifies the spectroscopic calculation for any
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branched conjugated molecule that consists of characterized building blocks. The optical

spectra predicted using the ES approach accurately reproduce the results of the correspond-

ing quantum chemistry.

We introduce effective tight-binding models to describe exciton scattering in the imper-

fect geometries where the translational symmetry is violated by conformational distortions.

The geometry-dependent parameters of lattice models including on-site energies and hopping

constants are determined from the exciton scattering analysis. The tight-binding represen-

tation provides immediate analytic continuations of the scattering matrix, allows for the

identification of the excitation, with complex wavenumbers, bound at the scattering center.

The approach of tight-binding models, which simplify the description of the excited state

electronic structure using a small number of constants, is useful to characterize the effect of

geometric distortions on the excitations.
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