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Chapter 1
Introduction

Research is finding that human and environmental phenomena exhiiporsd
variations from a steady state that are circadian in natisieg and falling over a 24 hour
period. The vast majority of processes in humans exhibit circalayaimmns, which are governed
by exogenous and endogenous pacemakers. The expression of the méjdmibyogical
activities, including gene transcription, protein synthesis, and hormametiea follows a
predictable circadian variation across the day. Multiple circattigthms align with one another
to create a synchronous system. The timing of hormone secretiomagtiether hormones and
behaviors, which in turn impact the initial hormones in a coordinatadedaf cellular, organ,
tissue, and organism activity. Phase relationships among rhytlensreated from timing of
individual rhythms and, if in proper alignment, may contribute to the aptiomctioning of the
organism.

Timing of circadian rhythms is governed by central and peripbsillators. Oscillators
work in concert with each other and environmental pacemakers toamaamtimal timing of
synthesis and secretion. The result of the optimal timing of maltgsicillators is health.
Temporal misalignment in oscillators may result in disruptionsei@th, ultimately leading to
illness. Temporal misalignment may contribute to a constellatiosyaiptoms known as
sickness behaviors.

“Sickness behaviors” is a term that refers to a constellafisymptoms that result from
the body’s adaptive response to acute infection. The symptoms, whiladenalterations in
affect, sleep quality, and energy level, serve an adaptive darictiacute illness. When sickness

behaviors become chronic, symptoms become maladaptive leading tomepiain health and



daily functioning (Jones, 2008). The symptom cluster of sickness behawianifests in

numerous chronic conditions including depression, cancer, autoimmune disordesdeemd
disorders. The hormones, cortisol and estradiol, play a significantimralamune function.

Cortisol and estradiol represent two important modulators in the hurganiem and exhibit
distinct circadian rhythms. Cortisol and estradiol are exanpfetwo hormones that may
become desynchronized in relation to each other. Misalignment ddaiatid estradiol rhythms
may contribute to sickness behaviors and immune disorders.

The phase angle difference (PAD) is a measure of theai&relationship between two
rhythms. An optimal PAD represents the temporal relationshiywoftiythms that may result in
health. A suboptimal PAD is one that is greater or smaller tharoptimal PAD and may be
associated with poorer health. A suboptimal PAD reflects aligimsnent between rhythms. A
suboptimal PAD between cortisol and estradiol may contribute to ttanic inflammatory
reaction, which results in sickness behaviors. This study proposea Huwddoptimal cortisol-
estradiol PAD manifests in disturbances in health, specificdibyurbed affect, poor sleep
quality and low energy level. A theory of PAD misalignmenli we used to examine the
relationship between the rhythms of cortisol and estradiol andt,afleep quality and energy
level.

Circadian Regulation

Biological rhythms are ubiquitous in the living world. Koukkari and Satl{2006) state,
“biological rhythms are inherent to life itself... Life movessynchrony...Rhythms are among
the common strands from which the web of life itself is spun”ljp A rhythm is defined as
“change that is repeated with a similar pattern, probability merebd” (Koukkari & Sothern,

2006, p. 20).



The circadian rhythm in humans, in theory, arises from the iti@nacof the central
Suprachiasmatic Nucleus (SCN) oscillator with multiple perighetogks located in tissues and
cells throughout the body. Early in circadian study, a single aswillocated in the SCN was
believed to be responsible for circadian timing. Further reseatahhe nature of the circadian
system challenged the single oscillator model (BaggsePD¢cTacchio, Panda, FitzGerald &
Hogenesch, 2009; Silver & LeSauter, 2008; Vujovic, Davidson, & Menaker, 2008)tidsola
studies demonstrated that individual circadian rhythms could be desgirgd with respect to
other rhythms. Under conditions of constant darkness, isolation studie#tgeroircadian
rhythms to run freely without the influence of major entrarsrch as light and dark cycles. In
isolation studies, participants expressed free running circadighmb. The free running
rhythms exhibited phase lengths (tau) that varied one from another.ti®eesome rhythms
became completely desynchronized. The differing taus refledtedattivity of different
circadian oscillators leading to theoretical models that ingbiveilltiple circadian oscillators.
Oscillators were found to be located in peripheral organs and tidsigeposited that peripheral
oscillators are coordinated by the SCN via behavioral, neuroendaamnch autonomic pathways
(Kalsbeek et al., 2006).

Within the central nervous system, multiple oscillators have igeerified. Studies from
animal models clarified the multioscillatory function of the SErmakian & Boivin, 2003;
Inouye & Shibata, 1994; Satinoff, 1998). As the master oscillator kb¢atthe brain, the SCN
consists of a circuit of tightly controlled oscillatory cellsugiers of these SCN cells oscillate in
different phases from other clusters in the network (Hastings, Oniel,\&btad, 2007). At least
four temporally differing cell clusters exist in the SCN. lEatuster is responsible for specific

circadian rhythms in the organism (Kalsbeek et al., 2006).



Communication between the SCN and peripheral oscillators followsugapathways,
including electrical, chemical, neural, and hormonal (Freeman, Wehl& Herzog, 2008). For
example, the SCN outputs necessary for proper functioning of carise multiple neuronal
projections. At least three main outputs are involved in endocrine dancficcording to
Kalsbeek and colleagues (2006), the SCN affects the production obtctrdia the adrenals via
intermediate neurons, endocrine neurons, and directly through connectibasitivénals via the
preautonomic neurons. In addition to the direct stimulation via neuoggtions, circadian
rhythm is further maintained through hormonal secretion.

Under natural environmental conditions, circadian rhythms are maatdao a 24-hour
period by strong and weak entrainers (Aschoff, 1983; Aschoff & Wé@#5). The most potent
environmental entrainer is believed to be light. The 24-hour day/nyght provides a strong
signal that coordinates the expression of many circadian rhythgig. acts upon the retina of
the eye by stimulating the production of melanopsin. Melanopsin is agtgoient in the
retinal ganglion cells of the eye that is believed to be respenfblthe effect of light on the
timing of the circadian clock. Numerous rhythms are believed tedaated by the timing of
the light and dark cycle (Do et al., 2009; Hannibal, 2006).

In addition to the effects of light on circadian rhythms, non-phdinouli entrain the
circadian system. Non-photic entrainers include exercise, yemaiml activity, and exogenous
melatonin or serotonergic activation (Halberg, Cornélissen, Otsekava®tzkopff, Halberg, &
Bakken, 2001; Eastman, Hoese, Youngstedt, & Liu, 1995; Mistlberger, 19913CMeeceives
non-photic input possibly through the expression of neuropeptide Y in othercdrédee brain
(Cermakian & Boivin, 2003). In animal studies, feeding times serva asong peripheral

pacemaker, shifting gene expression in peripheral organs by 1&&edaghile maintaining gene



expression in the SCN at the original phase (Prietner, 2003)dtiessed that the SCN entrains
rhythms through organizing the rest/activity clock, which in turremeines feeding schedules.
Glucocorticoids may also play a role in the rate and degreensitisgy of phase advancement
related to feeding entrainment.

Integration of individual circadian rhythms may rely on the tempoestionship
between photic and non-photic entrainers. Lack of coordination of photic anghoto
entrainers may contribute to misaligned phases among various ghythogenesh (2003)
suggests that phase desynchrony may be related to differentrebsese curves for individual
tissues in response to a signal or a set of different signals.

Misalignment may follow from disturbances in the central and/eipperal nervous
systems. The SCN influences endocrine function through activatidme adyimpathetic (SNS)
and parasympathetic (PNS) nervous system. Sympathetic andrppadisgtic innervations relay
the temporal information from the SCN to the target organs IlfKals et al., 2006). The
sympathetic nervous system controls the periods of activity whdleparasympathetic system
dominates during periods of rest. The SNS and PSN are controlled by independamg metire
SCN. An imbalance in timing of SNS and PSN responses may be sdspdior disorganized
temporal relationships among peripheral oscillators (Kalsbeek et al., 2006).

Another endogenous pathway by which the circadian rhythm is modulatetyes
production of genetic material. Oscillator speed is set byateeof transcription of clock genes.
Feedback loops of intracellular transcriptional-translational gepeession regulate rhythmic
protein production. Mutation in genes may result in phase lengtheningershgrt and

arrythmicity. The effects of the SCN are mediated indiydny transcription factors allowing for



peripheral oscillators to oscillate with different phases r{Bet, Gonze, Cajavec, Herzel, &
Kramer, 2007).

Timing of phase setting of circadian rhythms appears to loenalex activity modulated
by a number of mechanisms through numerous pathways. Environmental and endogenous
processes act in concert to maintain the temporal order oflieincahythms. The multiplicity
and complexity involved in the fine tuning of the circadian system pomthe importance of
maintaining synchronous relationships among rhythms. Healthy functioning ofgdn@sim may
depend on circadian rhythm synchrony. Research has yet to explorele¢hthat misaligned
circadian rhythms may play in functioning and health. Understarailiogdian rhythm function
and its relationship to human health and pathology potentially holds valireggnt into
etiology and treatment of health disorders, specifically sickness behaviors.

Rhythm Misalignment and Health

Healy and Williams (1988) argue that circadian organization isptiogluct of the
organism’s need to predict and respond to environmental changes. Qirdagtams assist the
organism to anticipate the environmental demands necessary for bamvivare an adaptive
interaction of the organism and the environment. According to Wehr and Godil@r4),
biological rhythms form the temporal anatomy of an organism, adtptihe organism to adapt to
a cyclically changing environment. Wehr et al. (1985) suggestddisoarising from circadian
dysfunction demonstrate similar characteristics. Firsthrhytlisorders affect multiple systems.
Second, rhythm disorders affect function as opposed to tissues andxipagssion in behavior
changes. Third, rhythm disorders underlie diseases that to date have obsgeti

Sickness behaviors, including altered affect, sleep alterationsremgyedisturbances,

satisfy the characteristics of circadian rhythm disorderfhanthey are functional disorders that



affect more than none system. In addition, sickness behaviors mm@oro to disorders of
obscure etiology such as depression, chronic fatigue, and autoimmundedis A fourth
characteristic of rhythm disorders may be that they exhibitpsyms expressing a diurnal
variation in level of severity. For example, affect demonstratediurnal pattern in many
individuals. Melancholic symptoms peak in the morning then decrease llorduthe day
resulting in better moods by evening. The underlying mechaamsounting for the diurnal
variation has eluded understanding (Wirz-Justice, 1995). Circaditmmbyn affect have been
shown to differ in individuals based on age, gender, stress and seasordei3, such as
depression and chronic fatigue where sickness behaviors are comroatiffalsamong groups
categorized by age, gender, stress level, and season.
Theories of Circadian Rhythm and Health

A number of theories explicating a circadian rhythm and heal#tioakhip have been
described. Wehr and Godwin (1974) proposed the Circadian Theory ofsBigpreand Mania
(CTDM). The CTDM is based on a multi-oscillator model. Isolatitidi®s suggest that the
circadian system is governed by at least two oscillatbas under normal environmental
conditions are coupled. The strong oscillator controls, inter aliahtftems of temperature and
the HPA axis. The weak oscillator controls cycles such as l&ep/a/ake cycle. The weak
oscillator responds to light produced by the day/night cycle. Témkwoscillator entrains the
strong oscillator. Stimuli from the environment maintain the coordinatf the circadian
oscillators to a period of 24 hours. The CTDM suggests that in individaddsdepression, the
endogenous, free-running circadian rhythm is longer than in non-depresbeduals. In
healthy states, the circadian rhythm runs approximately 25 hands entrains through

environmental stimuli to a 24-hour cycle. Longer free-running periodaientith late phase



positions relative to the day/night cycle. The phase of a rhythmelation to day/night

environmental phase is the individual’s intrinsic period. The intrinsiogas relatively stable

but can be advanced or delayed by environmental stimuli. Stimuli slhlowhase advance or
delay rhythms include light, drugs, hormones and estrogen (Webodwvin, 1974). Stronger
environmental stimuli may be needed to entrain a longer free-runpargpd. Under

experimental conditions, the strong and weak oscillators can becomepled: Psychological
and somatic complaints have been reported in individuals where thg atrdrweak oscillators
have become desynchronized. Kalsbeek et al. (2006) argue #gdiction in the activity of the
circadian system or a misalignment of endogenous with exogeraiassfanay contribute to the
development of disease.

Wever (1979) first proposed the Phase Shift Hypothesis (PSHi) &@anation for
affective disorders. Intrinsic periods greater than 24 hours muse #ft to a greater degree
than intrinsic periods that are close to the 24 hour solar cWéxer (1979) proposed that
stronger entraining stimuli may be needed to maintain the synchronizationaafiair rhythms.
Sickness Behaviors

As defined by Dantzer (2001), sickness behaviors refer to the datstel of
physiological and behavioral changes that accompany the infonynprocess. Symptoms of
sickness behaviors include: disturbances in affect, sleep qualtity energy level. Sickness
behaviors are a normal response to an acute infection and essentiaé fsurvival of the
organism. Infection instigates an adaptive response by the orgamisomserve energy for the
reparative process. Sickness behaviors protect the organism by blhetiplgysical and mental
activity, and reducing production of proteins and metabolism of lipmse&] 2008). Behavioral

changes include irritability and aggressiveness, which can leadom-confrontation and



isolation. Additionally, Jones (2008) argues that sickness behaviors intay alia, be a
sociological construct, protecting the community from the sick individual.

In chronic sickness behaviors, the symptoms may become debiligatthghal-adaptive
for the individual. Chronic sickness behaviors manifest from the indivalwadteptance as
permanent features of self those behaviors characteristic of inflamrpatagsses. Jones (2008)
proposes that the altered self becomes the basis for function. The allerefliests a movement
away from baseline stability. With chronic sickness behaviors, nonimmatimelli may be
eliciting a response or proinflammatory immune responses madyyper-stimulated due to
environmental or endogenous conditions. Peripheral inflammatory sigoatstiie body are
conducted to the brain via the vagus nerve. The areas of the braintedntoethe vagus nerve
include the central nucleus of the amygdala. From the amygdal&lPRAeaxis is activated to
respond to the inflammatory stimuli resulting in the behavidifaces. Corticotropin-releasing
hormone (CRH) is released in the central nervous system (@N&)peripheral tissues in
synchrony with behavioral, autonomic, and hormonal responses. Glucoicbdignaling has
been the subject of investigation in numerous studies of autoimmundetsd@dones, 2008).
Studies have focused on the difference in proinflammatory cytokinesedretgroups of
individuals exhibiting sickness behavior and healthy controls. Resaits these studies have
been inconsistent (Dantzer, 2001).

Prevalence of 11Inesses Exhibiting Chronic Sickness Behaviors

Mood disorders have been shown to greatly affect the health of e pargon of the
population world-wide (Millan, 2006), with a lifetime prevalence in veonof 10% to 20%
(Rowland & Odle, 2005). Depression is believed to affect 17 million peeath year in the

United States. Twenty-five percent of adult women report at least episode of severe
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depression over a lifetime. Women and men consistently exhibarelites in prevalence and
symptoms in mood disorders. Endogenous hormones may be complicit in the djéiedences
between men and women. According to data from the National ComorBuityey (Kessler,
2000), women have higher rates of depression than men, which is unrelaesspanse and
recall biases but may be related to sex hormones, genes, eregksdcial roles. Women have a
greater lifetime risk for specific mood disorders including unipaapression, depressive
subtypes of bipolar, and cyclic forms of affective disorders drapcling manic-depressive,
seasonal affective disorder). Affect changes have also Isseciated with reproductive cycle
factors, such as the use of oral contraceptives, the luteal pha#ee ahenstrual cycle,
postpartum, and menopause (Parry, 2000). Additionally, women are mosethkel men to
have atypical symptoms of depression (e.g., hypersomnia, hyperphagiadve co-morbid
anxiety disorders, and to attempt suicide (Gorman, 2006; Lewy et al., 1998).

The prevalence rate of sleep disruption in the general populatibought to be as high
as 38%, with more than 52% of the population reporting a history g leblems (Manfredi,
Vgontzas, & Kales, 1989). Almost 60% of the community-dwelling &ldeeport sleep
problems (Ohayon, 2002). Sleep disorders also differ between men amdnw(Soares &
Murray, 2006). Women are more likely to report insomnia than men in agergroup (Ford &
Cooper-Patrick, 2001). The ratio of women to men for insomnia is 114t@Phillips, Collop,
Drake, Consens, Vgontzas, & Weaver, 2008). It has been hypothesizelkepatiisturbances
may be related to hormonal fluctuations in some women (Shaver, 2002; Soaresa§,M066).
Disturbed sleep quality may result in day time sleepinesgufgtiand depression. Menstrual
factors have been shown to contribute to sleepiness, lethargy, gue fatiwomen (Armitage &

Hoffman, 2001, Driver & Baker, 1998).
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Disturbances in energy levels differ from disturbances in sleegityjuand are
characterized by fatigue and sleepiness. Disturbances in deeely are a common complaint
among all age groups and characteristic of many serious disofeesfifth of all patients
presenting for health care complain of fatigue (Viner & Chajs2005). Fatigue remains difficult
to treat adequately. Only 2 percent of patients who are chronfaiiyed report complete long-
term resolution of symptoms (Taylor, Jason, & Curie, 2002).

Alterations in affect, sleep quality, and energy compromises takhhef a significant
proportion of society. The challenges to the individual and the hemléhsystem in adequately
addressing sickness behaviors require substantial personal andidinasources. Lack of
effective treatment modalities follows from the lack of comgpl@hderstanding by science into
the processes involved in disorders that manifest with the symptorsgkofess behaviors.
Mechanisms by which chronic sickness behaviors occur have notshgsfactorily explored.
Research into the underlying mechanisms involved in the symptomsadhiibute to affect
disorders, sleep disorders, and disturbances in energy levels wouldepvaliable insight into
effective treatments. Possible causal explanations for sickeésyior may lie in the nature of
individual circadian rhythms in humans.

Alterationsin Affect, Sleep Quality and Energy Level in Women

Women consult health care providers most often with reports oftaltesan mood and
low energy levels (Redmond, 1997). Demographically, women are dispropbytiaffiected by
disorders that manifest with symptoms involving affect, sleep gquaid energy level. For
example, fibromyalgia belongs to a family of autoimmune disordack is characterized by
fatigue and poor sleep. Only 10% of all reported fiboromyalgisepttiare men (Yunus, 2002).

Studies suggest that women demonstrate higher levels of immutnateachen compared to
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men. Greater reactivity of the immune system places womdmghaer risk for autoimmune
disorders (Cannon & St. Pierre, 1997). Women experience more rheunrétoiiis asystemic
lupus erythematosus, and chronic fatigue syndrome than men (Allen, 2@88)s@in, 2001,
Lund & Lundenberg, 2008).

Depression affects more women than men and manifests very wliffeérewomen. The
prevalence of depression in women is double that of men (Hyde, Bl&#bramson, 2008).
Beginning in puberty, the rate of depression increases fastprls compared to boys. During
the childbearing years, women are especially susceptible tosdepreat times of elevated
hormonal fluctuations, such as the luteal phase of the menstrual @yelgnancy, and the
postpartum period. Postpartum depression affects approximately 13@nwnwDennis, Ross
& Herxheimer, 2008). Premenstrual syndrome (PMS) is a clussmgbitoms that occur during
the luteal phase of the menstrual cycle and resolve by the enénsfemr Symptoms include
altered mood, fatigue, and sleep disturbances. PMS places womeheat sk for developing
depression later in life (Wise, Felker, & Stahl, 2008).

Given the disproportionate number of women afflicted with alteratioreffect, sleep
quality, and energy, understanding the gender specific factdarsahtibute to the development
of autoimmune and depressive disorders is critical. The explanatitmefarcreased prevalence
of autoimmune and depressive disorders in women of childbearingigeamsiplex and multi-
causal. Physical, psychological, and socio-cultural factors plajeaPhysiologically, a major
difference between women and men lies in the products of theadiB(Ospecifically estradiol in
women. Much research in affect changes, sleep disturbancesnengyy ével in women have
focused around the life cycle changes of pregnancy, menstruationherghrly postpartum

period (Lee, 2001). Significant changes in reproductive hormones odtigsattimes. Estrogen
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has been shown to be effective in treating the symptoms oé@lteood, fatigue, and sleep
disturbances (Dennis, Ross, & Herxheimer, 2008; Greenstein, 2001; Parfbayld, 1998).
However, response rates of estrogen therapy have been disappointinge Admber of women
do not respond to any conventional pharmacological treatment (Halbreich, 2006).

Mood disorders are characterized by disturbances in affeep, sddd energy and have
been shown to greatly affect the health of a large portion of the piopuwaoridwide (Millan,
2006). Women and men consistently exhibit differences in prevalemteymptoms in mood
disorders. Endogenous hormones may be complicit in the gender diffelbmtaesen men and
women. According to data from the National Comorbidity Survey, womeea h@gher rates of
depression than men (Kessler, 2000), which is unrelated to responseahbfiases but may be
related to sex hormones, genes, or gendered social roles. Womendnasatealifetime risk for
specific mood disorders including unipolar depression, depressive subfyppslar, and cyclic
forms of affective disorders (rapid-cycling manic-depresseasonal affective disorder). Mood
changes have also been associated with reproductive cyttesfasuch as the use of oral
contraceptives, the luteal phase of the menstrual cycle, postpamadnmenopause (Parry,
2000). Women are more likely than men to have atypical symptoms oésdepr (e,g.,
hypersomnia, hyperphagia), to have co-morbid anxiety disorders, aradtetmpt suicide.
(Gorman, 2006; Lewy et al., 1998)

Sleep disorders also differ between men and women (Soares &yMR@@6). Women
are more likely to report insomnia than men in every age group &adoper-Patrick, 2001).
It has been hypothesized that sleep disturbances may be relatedhtinal fluctuations in some
women (Shaver, Johnston, Lentz, & Landis, 2002; Soares & Murray, 2006)trivériactors

have been shown to contribute to sleepiness, lethargy, and fatiguemenw(Armitage &
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Hoffman, 2001; Driver & Baker, 1998).
Cortisol

The HPA axis may play an important role in the modulation ofrtimeuine response and
the development of sickness behavior. Cortisol, the end-product of theakl®, demonstrates
anti-inflammatory properties. Cortisol is a steroid hormone prodbgethe adrenal glands
following a signaling cascade that begins in the hypothalamuseoforain. The SCN has
projections to the paraventricular nucleus (PVN), where corticotragheasing hormone
(CRH) is released. CRH activates the release of adrermmtoopin hormone (ACTH) from the
hypophyseal adrenocorticotrophs. ACTH stimulates the releaseontitol from the zona
fasciculata of the adrenal cortex. Cortisol exerts a negieaback directly on the pituitary and
also on the synthesis and secretion of CRH.

Physiologically, cortisol has both genomic and nongenomic effecsghout the body.
Glucocorticiod receptors (GRs) belong to the steroid super-familgagfptors. GRs are located
in all cells of the body accounting, in part, for the multi-sysédfacts of cortisol. Cortisol exerts
influence on metabolism by increasing proteolysis, gluconeoger@esl fatty acid metabolism,
and decreasing muscle protein synthesis. Cortisol exhibits ndlatinimatory effects by
inhibiting prostaglandin and leukotriene production. Inflammation is redincedgh inhibiting
bradykinin and serotonin effects and impairing cell-mediated imiynu@prtisol increases anti-
inflammatory cytokine production and decreases pro-inflammatory esgkioduction. Cortisol
modulates perception and emotion in the central nervous system (Molina, 2006).

Cortisol is expressed in the body in a circadian rhythm. In 90Bealthy adults, cortisol
peaks within 45 minutes of awakening, declines throughout the day and teegsesduring the

night hours (Minors & Waterhouse, 1981).
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Estradiol

Estradiol is the most potent of the estrogen family of sesoisls. Similar to cortisol,
estradiol is the end product of a cascade of hormones that betia hypothalamus with the
release of gonadotrophin-releasing hormone (GnRH). Estradioé iproduct of the activity of
enzymes located in the ovarian follicle. Through positive and neg@@dback mechanisms,
estradiol regulates the activity of GnRH from the hypothalaang lutenizing hormone (LH)
from the pituitary. Estradiol influences the activity of many yoadgans including the sex
organs, kidneys, intestinal mucosa, lungs, bones, brain, and endothdtigiMmina, 2006).
Estradiol contributes to the mediation of the inflammatory respoResearch has linked
estradiol with the regulation of cytokine genes and nitric oxide (NO) productitas¢N, 2007).

Estradiol plays an important role in modulation of the inflammatory resportse body,
demonstrating both pro-inflammatory and anti-inflammatory activityhe Tincreased
inflammatory response in women when compared with men suggest®timlgmmatory role
of estrogens. In an extensive review of the role of estrogeénflammation by Strouse (2007),
estradiol exhibits both anti-inflammatory and pro-inflammatorwaygt At low levels, estradiol
stimulates the inflammatory process by stimulating natkitér cells, pro-inflammatory
cytokines, and antibody formation (Strouse, 2007). The pro-inflammatanylation of B cells
by estradiol contributes to the increased incidence of infectiongltiie late luteal and menses
phases of the menstrual cycle. High levels of estradiol showindatmmatory effects by
inhibiting proinflammatory cytokines, increasing T cell responaes., inhibiting nitric oxide
release (Strouse, 2007). Higher estradiol levels during the falti@and peri-ovulatory phases
contribute to resistance to infection. Estrogens act to inhibittypical pro-inflammatory

cytokines by inhibiting IL-1 and IL-6 production and suppressing tunearosis factor alpha
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(TNF) (Strouse, 2007). Under normal non-inflammatory conditions, estradiol ateauhe HPA
axis leading to increased circulating free cortisol levelshén presence of pro-inflammatory
cytokines, the activity of estradiol is opposite. Estradiol exart inhibitory effect on pro-
inflammatory cytokines. The influence of estradiol on inflammatroay be a complex
interaction among estradiol, the environmental milieu and the timirgstradiol release into
circulation.

Estradiol demonstrates a circadian rhythm. The normal chacdctiee estradiol rhythm
is relatively unaffected by the menstrual cycle, with theeption of the acrophase during the
menstrual phase. The diurnal cycle of estradiol exhibits ap emining peak and two, three or
four ultradian harmonics throughout the 24-period (Bao, Liu, van Someren, Hoftaan &
Zhou, 2003). During the menstrual phase, the peak in estradiol occurs later in the morning.
Chronotype

Morningness-eveningness (chronotype) is the temporal position of thealdaativity-
rest rhythm and has been shown to be important to the study afiaivgaaythms. The phase of
physiologic and social rhythms, including cortisol and estradiol, bgrghronotype (Kudielka,
Bellingrath, & Hellhammer, 2007). The activity-rest rhythm igamized by biological, social,
cultural, and environmental factors. Individuals express differencehentiming of their
activity-rest rhythm with timing of activity concentratedthe morning (M-type), in the evening
(E-type) or intermediate between the two extremes. M-typpsess a social rhythm that peaks
earlier in the day than E-types, with awakening and activityedi in the early morning.
Approximately 24.7% of the population is M-type. E-types demonstratatpahythms that
peak in the afternoon or early evening and represent about 26.4%pafphiation. E-types are

2.5 times more likely to report their general health as only podaiocompared to morning
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types (Paine et al., 2006). Evening-type is associated with moodstmnd pain fluctuations
(Takeuchi, Oishi, & Harada, 2005) and psychological disorders (Ch&dimirerraro, Petros, &
Plaud, 1999), including depression (Drennan, 1991; Honda, Suzuki, Shirota, Kaneko, &
Takahashi, 1994; Shiihara et al., 1998). Eveningness is related tor giéftelty meeting
familial and social demands for morning performance than maragsy(Cofer et. al., 1999) and

is related to poorer sleep quality (Shiihara et al., 1998;ardjlPhilip, Chastang, Diefenbach, &
Bioulac, 2001). For these reasons, it has been suggested that angrstiicbadian rhythm take

into consideration chronotype (Kerkhof, 1985).

Study Problem

In a review of the literature, Klerman (2005) suggests links betwedular rhythm
disruptions and physiologic changes in circadian patterning includeep sand metabolic
patterns. These “disrhythms” alter protein synthesis and metabdfilerman (2005) found that
alterations in circadian rhythms were quantified as changampiitude and/or phase shifting.
Research suggest a relationship between abnormalities in amadgithms and cardiovascular
disease, respiratory disease, endocrine disorders and neuroldgicaders (Boivin, 2000;
Brown, Varghese, & McEwen, 2004; Champaneri, Wand, Malhotra, Casagr@nidelden,
2010; Matteucci, Caonsani, Masoni, & Giampietro, 2010).

Since early research in chronobiology, the role of temporal cleasdids in circadian
rhythms has been considered in health and illness. Researclodused on the temporal
dimensions of drug efficacy (Hermida, Ayala, & Portaluppi, 2007; LemrB006), symptom
manifestation (Berger, Farr, Kuhn, Fischer, & Agrawal, 2007; Cdlaggio, Otsa, Aakre,
Sulli, & Seriolo, 2005; Murray et al.,, 2006; Spiegelhalder & Hornyak, 2G08) disease

progression (Faber, Zehender, Baumgarten, Jeron, Furtwangler, & Just\ii9&5;1996). The
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timing of release and the circulating levels that constitugecircadian rhythm of hormones has
become important in understanding health states. Disturbances inming o©f rhythmic
processes have been suggested in health disorders (Bergeianr Fischer, & Agrawal,
2007; Fernandes, Stone, Andrews, Morgan, & Sharma, 2006). Particularlstadikd, the
cortisol acrophase has been implicated in depression and immune dis&steadiol has been
investigated to a far lesser extent. Only one study was fouhihtlestigated both cortisol and
estradiol together. The temporal properties of cortisol atrddésl were examined by Bao, Ji,
van Someren, Hofman, Liu and Zhou (2004), who found a relationship betweessieprand
phase correlations of estradiol and cortisol. In healthy womencdiopleases of cortisol and
estradiol were more highly correlated than in depressed weoggesting that the timing of the
peak of cortisol and the peak of estradiol occur with the sameahte time between the peaks.
While individual phase angle differences were not assessed, higheslations between
acrophases in controls suggest more consistent PAD in the absateadgsion. A consistent
PAD in healthy controls may represent an optimal PAD that contributes to health.

Research in PADs has been limited to the relationship betwegemous rhythms such
as timing and intensity of light, temperature, humidity and sound addgenous rhythms
(Koukkari & Sothern, 2006). Another body of research has explored the B&Been
exogenous rhythms and the sleep/wake cycle.

Little research has been found that investigates the PADs amoltigple endogenous
and exogenous rhythms. Specifically, few studies have been conductitermining optimal
PADs in health. Among endogenous rhythms, no research was found thatesx#ma cortisol-

estradiol PAD, nor explores the relationship of the PAD to affect, sleep qaaditgnergy level.



19

Study Purpose
The purpose of this study was to identify the phase relationshipgedsettwo

endogenous biological rhythms and their association with health in wormisrstlidy is the first
step in identifying, describing and determining the relationship destweortisol and estradiol
circadian rhythms and the sickness behaviors of altered affectsieepr quality, and disturbed
energy level. The central hypothesis for this program of relsearthat the temporal phase
relationships of circadian rhythms, not the basal levels of desirsplated biological rhythm,
interacting with environmental rhythms contributes to the health state ofliaidual.

The specific aims of this study were:
Aim 1. To analyze and compare the circadian morning-eveningness rhythhreancadian and
ultradian rhythms of cortisol and estradiol in healthy premenopausal women.
Working Hypothesis 1a. Healthy premenopausal women will exhibitcadian and ultradian
rhythm in both cortisol and estradiol that can be fitted to multiple cosinor curve.
Working Hypothesis 1b. The cortisol and estradiol circadian rhythranpeters of phase,
amplitude, and mesor will demonstrate independence from each other withinssubject
Aim 2. To determine the relationship between the circadian mgmess-eveningness rhythm,
and the circadian and ultradian cortisol and estradiol rhythms in healthy premethepausn.
Working Hypothesis 2a. The cortisol circadian rhythm paramedenghase, amplitude, and
mesor will differ between morning types and evening types. Moryipes will exhibit a phase

advance relative to evening types.
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Working Hypothesis 2b. The estradiol circadian rhythm parametephade, amplitude, and
mesor will differ between morning types and evening types. Moryipes will exhibit a phase
advance relative to evening types.

Aim 3. To determine the relationships among morningness-eveningmgbs, cortisol and

estradiol rhythms and affect, sleep quality and energy level in healthgmvom

Working Hypothesis 3a. In healthy premenopausal women, the casgaldiol phase angle
difference will correlate nonlinearly with affect. The teaship will fit a quadratic model:

Y=B0 + B1*X +B2*X"2, where the most positive and least negativecaffs expressed at a
specific phase angle difference, referred to as the optimal PAD.

Working Hypothesis 3b. In healthy premenopausal women, the cortisatliestphase angle

difference will correlate nonlinearly with sleep quality. Tredationship will fit a quadratic

model: Y=B0 + B1*X +B2*X"2, where the highest quality of sleep xpressed at a specific
phase angle difference, referred to as the optimal PAD.

Working Hypothesis 3c. In healthy premenopausal women, the caetigaldiol phase angle
difference will correlate nonlinearly with energy level. The relahip will resemble a quadratic
equation Y=B0 + B1*X +B2*X"2, where the highest level of energy igressed at a specific
phase angle difference, referred to as the optimal PAD.

Working Hypothesis 3d. The specific cortisol-estradiol PADergihg the highest level of
affect, sleep quality and energy will not differ from each other.

Working Hypothesis 3e. The specific cortisol-estradiol PAD réfigahe highest level of affect,
sleep quality and energy will not differ between morning types and evening types

Significance
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Nursing science claims membership in both the discipline of nurath¢ha discipline of
science. The function of nursing science is to describe, explorpraditt the phenomena of
concern to the discipline (Rogers, 1970). Nursing science examimeres and predicts the
nature of health in the human person integral with the environment€Ea®@00; Donaldson &
Crowley, 1978; Monti & Tingen, 1999; Newman, 1991; Rogers, 1970). The role of nursing is the
“optimization of health and abilities ...alleviation of suffering abgh the diagnosis and
treatment of human response” (ANA, 2004, p.7). Humans respond in physiglegiezional,
psychological and social dimensions to health and iliness. Thaceodd nursing recognizes the
importance of viewing health as the interplay of all dimensions asified whole. While
medicine focuses on disease detection and treatment, physiology focusedion amttbiology
focuses on the fundamental principles of organisms, nursing focuses druh@ms respond to
health and illness. Exploration into the defining characteridtaisdescribe a response to health
is fundamental to the science. Understanding the phenomenon of aligmdenisalignment of
circadian rhythms contributes to the development of an explanatmtglrof health. Adequate
modeling of the human response to health and illness is the fpshsdeveloping interventions
and applications for treatment. Health as synchronized, aligneétinthyopens avenues for
nursing research yet to be explored. Basic research isatiratunderstanding the fundamental
nature of phenomena. Basic research in nursing includes the sttiey @instituency of health
and illness models and pathways through which human response can be predictedeand alter

Of concern in this study is the physiological response of hormorseglag a predictor of
health. Health may be described as circadian rhythms in progemant, with optimally timed
expression of peak and trough values. Optimal coordination of the aincdadythms has the

potential to determine the difference between health and illiedkis end, the study of specific
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physiological and social rhythms will contribute to the understendif the nature of the
phenomenon of health and provide an explanatory model for differentiatingplpcstsnlogies in

health and sickness behaviors. Exploring the synchrony between horrngiahs and social
rhythms represents the beginning steps in understanding the caootributhythm synchrony in
predicting health.

Explicating an accurate model of the role of circadian phaslesaith contributes to the
development of applied and clinical research in nursing. Accuratenatpis models facilitate
the development of effective, efficient, and safe nursing interventibrs.currently accepted
that rhythms can be shifted and altered by environmental fattglg.acts as a strong entrainer
of circadian rhythms. Through the manipulation of light exposure, alighrok circadian
rhythms may be facilitated or disturbed. With the understandirtggalth as aligned rhythms,
nursing can begin to explore interventions in the application of knownresasuch as light,
and the discovery of yet unknown environmental and endogenous entrainers.

Exploration into circadian rhythm alignment provides potential haalficators as yet
unknown. New physiological parameters of health become establishedsuMment of
circadian expression of hormones, immune factors and neurotramsmitter alia, can be used
as health indicators. Temporal parameters of specific hewlitators take on new importance.
Not only do basal levels of physiological, psychological, and sdaibrs contribute to the
definition of health but also temporal relationships between factecenie significant. In
addition to current health measures such as self-report surveys poéssdre, immune function
and activity, rhythm alignment may add an increased dimension oureeant. For example,

the application of light therapies can be measured in terms ofedefyrdythm synchrony pre
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and post intervention to establish the effects of light on healtls Hossible that rhythm
alignment may be more sensitive and become evident sooner than self-reporesheéhealth.

Greater understanding of rhythm alignment, as determined BABs among circadian
rhythms, has the potential to provide understanding of optimal relaggenaimong rhythms that
define a human response to health. By identifying optimal PADs amibyihms, the
differentiation between health and illness can be described, contrilmiginjcantly to basic
nursing science. By identifying optimal phase angle differeangsng rhythms, applied science
can begin to develop interventions for nursing practice. Non-invasive meadalities, such as
light therapy, sound and temperature therapy can be studied and usactiocepBy identifying
optimal PADs among rhythms, nursing studies can measure health with greatgop.

An accurate, well-described model provides the foundation for intervent@hogenent.
Phase resetting may be accomplished by a number of mechanidodingnchemical, physical
and environmental manipulations. A model of rhythm alignment providesunadide variables
that can evaluate efficacy in intervention. With the understandinghefrole of rhythm
misalignment on health, variables such as environmental entram@imcement of daily
routines, and timing of social activities can be studied vis-anissing interventions.
Environmental entrainers of importance would include light and sound exposeats and
social contact. Extending the period of “daytime” through artifilegddting, social activities and
night eating disrupts the normal functioning of many circadiarhrhgt An understanding of the
impact of misaligned rhythms on health and sickness behaviorsseepmethe first step in
recognizing the importance of environmental and endogenous entrainetsedlteimplication
of strengthening and regulating circadian rhythm entrainers folfoovs the discovery of the

health implications conditional on aligned circadian rhythms. Wheneth&onship of properly
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aligned circadian rhythms and sickness behavior is establishedltre of developing phase
shifting interventions can be appreciated.

Specifically, this study explores the influence of the rhythignatent of cortisol, and
estradiol on affect, sleep quality and energy level. Altenatin affect, sleep quality and energy
level are classic symptoms of a multitude of varied disoraetading depression, autoimmune
disorders and cancer. The symptoms of changes in affeq, qledity, and energy level are so
pervasive, the term “sickness behaviors” was coined to descrilcend@ion of low affect, poor
sleep quality and low energy level (Dantzer, 2001). Chronic ssskhehaviors result in loss of
physical, social, and psychological function influencing all aspects of apeise.

Studies have demonstrated that endogenous rhythms may be phase advduedayad
through numerous environmental and social activities including applicatitighof(Burgess,
Fogg, Young, & Eastman, 2004; Elmore & Burr, 1993; Gordijn, Beersma, ,K&rt@an den
Hoofdakker, 1999; Lewy et al., 1998), meal timing (Costa, Lievoreafel& Gaffuri, 1987),
sleeping schedules (Boivin et al., 1997), grounding (Ghaly & Teplitz, 200d)eaercise
(Eastman, Hoese, Youngstedt, & Liu, 1995). This study will seedetotify the optimal phase
relationship between two hormone rhythms in morning-type (M-type)eaening-type (E-type)
women as it relates to affect, sleep quality, and energy. leltenately, nursing can assist the
individual and community in constructing an environment where optimakplketationships are
promoted. In addition, this study will contribute substantially to tleeblkhavioral research
describing the nature of health and wellness, which is centralrting. The impact of sickness
behaviors on the economic, social, and physical health of sociehprsous. Development of
interventions with minimal adverse effect, to alleviate this impact isriatipe.

Summary
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The number of people affected by disorders of affect, sleep qualiyenergy levels is
considerable. According to Kessler, Chiu, Demler, and Walters (2@@pyession directly
affects 6.7 % of the U.S. adult population. Depression represents dnggleause of disability
in the U.S. for individuals between 15 and 44 years of age (WHO, 2004).ed3&pr and
autoimmune disorders afflict women in greater proportions than mermgnile understanding
of these disorders important women'’s health issues (Collop, Adkinkjlgp®, 2004; Halbreich
& Kahn, 2007; Krishnan & Collop, 2006; Miaskowski, 2004; Valipour, Lothaller, Rauscher
Zwick, Burghuber, & Lavie, 2007). Sickness behaviors represent a syagtom component
of depression. In addition, sickness behaviors play a major role in othiétatiag disorders
including, autoimmune disorders, cancer, and chronic fatigue syndronseiniperative that
nursing research focus on explicating the underlying mechanigmaich sickness behaviors
emerge in order to develop effective interventions. The scope of dndigi affected and the

degree of impairment underlies the necessity of urgent attention by nscgnge.
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Chapter 2
Theoretical Framework and Literature Review

This chapter presents the theoretical framework that undeHisesstudy. Specific
hypotheses developed to explain the relationship of misaligned reyhahsickness behaviors
will be proposed. This chapter also reviews the evidence regardimppta characteristics of
circadian rhythms underlying the physiological and behavioral fumein humans. Specifically,
this chapter presents the background for a circadian regulatitime diormones cortisol and
estradiol and the physiologic and psychologic processes of affect, sidegnexgy.
Cortisol-Estradiol Misalignment Hypothesis

The present study is based upon a hypothesis of rhythm alignmesgertous and
endogenous signals coordinate in the synchronization of circadian shytight, social cues,
ambient temperature, central and peripheral nervous system, angrgenetion, inter alia,
serve to entrain rhythms to a 24-hour phase through influence diplmoiscillators. Health is
the state in which the circadian rhythms of the individual ar@ptimal phase alignment.
Sickness behaviors manifest in the absence of optimal phase aligamenty circadian
rhythms. Cortisol and estradiol are the end products of the HPA a@dakés, respectively, and
influence the function of the immune system. As immune modulatorgimie of cortisol and
estradiol secretion may play a significant role in the funatidmmune factors in the body. The
timing of the peak and the trough of cortisol in relation to thengnaf the peak and the trough
of estradiol may contribute to the performance of the immunemsydEstradiol acts to both
enhance and suppress the immune system while cortisol exerts siygporessnune actions.
Studies that have measured estradiol levels at a singlehiwe found immune suppressing

activity at high levels and immune enhancing activity at lewels (Cushman, 2002; Kiecolt-
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Glaser, McGuire, Robles, & Glaser, 2002; Sunday, Tran, Krause, & BcRED6). The
coupling of the estradiol and cortisol rhythms may potentialiyspcergistically to moderate the
immune response in healthy individuals. In contrast, misalignedsaloand estradiol rhythms
may fail to adequately modulate the immune response in individusidting in sickness
behaviors. In aligned rhythms, the stimulation of the HPA axis disadiol is maximized
contributing further to immune system modulation. The modulation of the immune systam b
effects of an aligned cortisol rhythm and estradiol rhytheidg a system where the organism
has the ability to respond to acute invasion by mounting an immeghdteffective immune
response while at the same time inhibiting over activation ofirtiraune system. Under
misaligned cortisol and estradiol rhythms the immune system faih to down regulate
following an acute exposure to a pathogen and a state of chronioflaramatory activity
remains. This chronic inflammatory state contributes to tipeession of sickness behaviors by
the organism (see figure 2.1).

Rhythm alignment may be measured by examining the phase diffglence (PAD)
between two circadian rhythms. This study proposes a hypothesisytbin alignment that
correlates a specific PAD between cortisol and estradidl tivé absence of sickness behaviors.
This hypothesis is based on a multiple oscillator model of cmoadkgulation in which both
central and peripheral oscillators work together to regulate the timing widadi rhythms.

According to the Cortisol-Estradiol Misalignment Hypothesis (E§Menvironmental
and endogenous entrainers function as modulators of the circadiamshgyistem in humans,
differentially entraining central and peripheral oscillators. Thestnpotent environmental
entrainer is light but meal-timing, social activities and eserhave also been shown to have an

impact on circadian rhythms (Krusuchi, Cajochen, Werth, & Wirzigist2002; Winget,
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DeRoshia, & Holley, 1985). Potential endogenous entrainers include the pradactd
expression of proteins and hormones interacting within the internaunoli the organism.
Individual characteristics and genetic profiles, including vaiitghih the intrinsic tau function
as endogenous entrainers as well. The circadian phase positiom$isafl @nd estradiol is the
expression of the interaction of these environmental and endogenous entrainers.

Manipulation of environmental and endogenous entrainers has been detadnattae
literature to change the phases of various rhythms. Liglsepuhre able to phase advance or
phase delay cortisol. In animal studies, meal timing, activitysocial cues have also influenced
the timing of individual rhythms. Wehr and Goodwin (1974) suggest that indigiduih
considerably longer or considerably shorter intrinsic periods reqhehdegrees of stimuli to
maintain the phase positions of rhythms that are coupled appropmdtielgther rhythms. The
lack of consistent well delineated environmental cues that indicatee organism its temporal
location in the day/night cycle lead to the loss of synchronized rhythms.

Alignment of the cortisol and estradiol circadian rhythms cone#td health in humans
through the influence of cortisol and estradiol on the inflammatorgegso In aligned rhythm,
the anti-inflammatory effects of cortisol and the anti-inflartonaeffects of estradiol work in a
coordinated, synergistic manner to decrease chronic inflammattbe luman organism. In the
state of misaligned coupling of rhythms the actions of corisw estradiol are temporally
uncoordinated and the anti-inflammatory activity of cortisol is not suggdyy the activity of
estradiol. In addition, the pro-inflammatory actions of estradiol serwsork contrary to the
actions of cortisol. The result of rhythm misalignment in é#bfaand cortisol is an increase in
chronic inflammation. Chronic inflammation is described in thedttee as sickness behaviors.

Sickness behaviors represent a constellation of symptoms trdelaligating and underlie many
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disorders including, inter alia, depression, chronic fatigue, candarjtia and fibromyalgia.
Sickness behaviors are antithetical to health.
Study C-T-E Mode

For purposes of this study, the theoretical inflammatory oglghiips between health and
sickness behaviors will be assumed. This study will test théarship between cortisol and
estradiol PADs and specific sickness behaviors. The theoretinakptual-empirical model
(Fawcett, 2000) is illustrated in figure 2.2. According to the C-m@del, the constructs of
interest in this study are Chronotype, Alignment of Rhythms anttiA8ekness Behaviors. As
discussed earlier, chronotype, or morningness-eveningness repregent individual's
activity/rest rhythm. Two extremes of chronotype exist; mortypg (M-type) and evening-
type (E-type). M-types differ from E-types in the phase positafmsimerous circadian rhythms
including core body temperature, cortisol and melatonin. It is thebtimt the morningness-
eveningness differences in phase position may be selectivadoabrythms and therefore, not
universal to all rhythms. M-types and E-types would then exhitbérdnt PADs among specific
rhythms, directly predicting the coupling of rhythms.

Alignment of rhythms predicts the quality of health. Health istae of complete
physical, mental and social wellbeing and not merely the absd#mdisease or infirmity (World
Health Organization; WHO, 1948). Health is multi-faceted includingstructs in physical,
mental, emotional and spiritual human dimensions. Health includesutjective experience of
well-being and the objective expressions of physical processkstates. Well-being is defined
as a state of eudaimonia, the subjective experience of feelingnteshtand in synchrony with
the environment. Objective expressions of health include the absedcts=ase processes and

the state of physiological functioning. Subjective expressions tthhaalude emotions, moods,
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energy levels and comfort. Sickness behaviors reflect the subjective andvelgeatie of illness,
which is the state of existence diametrically opposed to heaithness behaviors include
alterations in affect, sleep quality and energy.

The conceptual variables in this study include the cortisolebstr®AD, affect, sleep
quality and energy. The PAD between cortisol and estradiol exgsethe temporal relationship
between the two rhythms. It is hypothesized that there exists a PAD in thikichythms may be
described as working in alignment with each other. All other PA&ribe a cortisol-estradiol
rhythm relationship that is misaligned. The optimal PAD regmés the alignment of rhythms
while any other PAD reflects a misalignment of rhythms.oftimal cortisol-estradiol PAD is
assumed to positively impact affect, sleep quality and enevgy, uch that proper alignment of
the cortisol and estradiol rhythms are associated with highslef affect, better sleep quality
and high energy levels.

Affect includes the emotional processes experienced by the indiwdueh create the
psychological mood disposition. Affect is measured on a bi-dimenssunadé that includes
positive and negative affect. Positive affect (PA) represeetsi¢igree to which an individual
pleasurably engages with the environment while negative akpcesents subjective distress
(Crawford & Henry, 2004). PA is the degree to which an individudk fatert and excited.
Negative affect (NA) is the degree to which an individual feal$ and lethargic. Affect can be
closely associated with mood disorders including depression and anklebd disorders
include cognitive and physiological components as well as the emotomgdonent of affect.
Depression can be characterized by low positive affect and high negative affect

Sleep quality refers to the subjective experience of beingdredter sleeping. Sleep

quality reflects the restorative function of sleep and is affected bg sod biological rhythms.
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Energy reflects the level of vigor and vitality felt and sutiyety reported by the
individual. Energy exists on a continuum, anchored at one end by thdatgue and vigor at
the other end. Vigor represents sufficient energy to completegbessary activities of living as
defined by the individual. Fatigue is defined as persistent mentahygsical tiredness or
exhaustion (Dittner, Wessely, & Brown, 2004). A number of scales haveeptually linked
energy and mood. O'Conner (2004) defines the “mood of energy” and ¢eafnhaving the
capacity to complete mental or physical activities” (p. 435).tR@mpurpose of this study, energy
represents a state of physical and mental potential and actualized albtyvork.

The operational variable of this study for the construct of chronotypbe Horne-
Ostberg Morningness-eveningness Questionnaire (MEQ). The catsisatliol PAD is
operationalized as cortisol and estradiol immunoassays. The corsitraickness behaviors,
conceptualized as affect, sleep quality and energy level amatigpalized by a number of
subjective measures. The operational variables for affect aitev@@dfect and negative affect,
independent subscales by the Positive and Negative Affect SCHEANAS) and the Profile of
Moods (POMS). Two subscales of the POMS measure affectlasTive affect subscales are
Depression-Dejection and Tension-Anxiety. Sleep quality is dapaddized by two measures;
the Pittsburgh Sleep Quality Index (PSQI) and the Subjective Selity Scale (SSQ). The
PSQI provides a global measure of sleep quality. Day to daytivarian sleep quality is
measured using the SSQ. Energy is indexed by the POMS and an KmserglyAnalog Scale
(VAS-E). The VAS-E measures the possible diurnal change irggné€he POMS is the most

widely accepted and employed measure of energy levels (O'Connor, 2006).
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Figure 2.1.
Cortisol-Estradiol Misalignment Hypothesis
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Circadian Rhythm in Humans

Evidence exists to suggest that most endogenous functions in humansaf@imadian
rhythm. In addition to the secretion of hormones, production of proteinsedlathr functioning,
behavioral responses demonstrate endogenous circadian rhythms. Siekraassrs, including
those that involve alterations in affect, sleep/wake and enevglslshow evidence that suggest
circadian regulation. There are five criteria for a rhythm to be comsiderdogenous. They are:

a.) persistence in the absence of external cues

b.) a near 24-hour period

c.) slow change in period to an abrupt environmental change

d.) slow reversion to initial period after entrainment to a new phase
e.) drift from 24 hours after removal of synchronizers (Lavie, 2001)

Endogenous rhythms are regulated by multiple oscillatork @iyon Schantz, 2005).
Studies suggest that affect, sleep and energy levelsysttesfcriteria for being endogenous
rhythms.

To accurately describe the characteristics of circadiatimming/ multiple sampling over a
period of time, at minimum 24-hours, is required. Much of the litezatarcortisol and estradiol
examine single sampling or cumulative pooling of samples, sucl4shaur urine collection,
providing information for a single point in time or averages ovewangtime period. Less is
known about the variation in hormones across the 24-hour cycle. Thasureereview is limited
to studies involving multiple sampling across the 24-hour day of thables of interest in
human studies. The literature review explores current understaoidihg role of the circadian
variations in healthy functioning. The nature of the circadiathrhyof affect, sleep quality and

energy in healthy populations is discussed. The literature diegapossible influences of

34
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chronotype on endogenous rhythms are addressed. Next, the cirdadiansr of cortisol and
estradiol are discussed in healthy populations and in relationshigudodrsces in affect, energy
level and sleep quality. Finally, this review examines whaknswn regarding the phase
relationships between biological rhythms. The review has beetedinto human studies, as the
measure of behaviors and the role of cortisol and estrogens sigfeficantly between human
and animal studies. Only studies that examine the temporal @ariathormones over periods
that can suggest the nature and characteristics of diurnal change wtednal this review.
Chronotype

As noted earlier, chronotype (morningness-eveningness) reflects se gfithe activity-
rest rhythm. Chronotype has been found to demonstrate relationshipsrtoiathdéian rhythms,
in that M-types may exhibit a phase advance vis-a-vis E-typegieS of phase relationships in
M-types and E-types support a relationship between endogenous bioldgytiains and
chronotype. Kudielka, Federenko, Hellhammer and Wist (2006) report a humberadian
rhythms peak earlier in M-types including body temperatureodlpressure, catecholamine
secretion and cortisol. In addition to a later acrophase in bathetature, plasma cortisol and
heart rate also occur later for E-types (Bailey & Heitker, 1991; 2001), suggesting the
possibility of a difference between chronotypes in a phase positioroksetmpoint by the SCN
regulating all circadian rhythms. However, when the phase advancdelay between
chronotypes is measured in relation to waking time, differences ammhggenous rhythms
appear. The temperature rhythm difference between M-types ypk&was determined to be
three hours (Waterhouse et al.,, 2001). A phase delay with respeekétime indicates a
reduced PAD with E-types awakening closer to the temperatmignom than M-types (Baehr,

Revelle, & Eastman, 2000; Kerkhof & Van Dongen, 1996). The PAD dditoren and wake
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time, as well as, the PAD of core temperature and wake tiene shorter in E-types than M-
types (Duffy, Dijk, Hall, & Czeisler, 1999; Duffy Rimmer, & Cs&r, 2001; Gibertini, Graham,
& Cook, 1999; Horne & Ostberg, 1977). This evidence raises the posdihdityn M-types the

PAD between temperature and other endogenous variables may beotimegreater than in E-
types. The significance of a greater PAD has yet to be explored.

The circadian nature and the effects of chronotype on the varisigleficant to this
study is the focus of this literature review. Studies of theoteal relationship of chronotype and
mood, sleep quality and energy are evaluated. In addition, the cliteesttire examining the
nature of the circadian rhythms of cortisol and estradiol is disdug-inally, the relationship of
the physiological rhythms with the subjective experiences of nsledp quality and energy is
reviewed.

Circadian Rhythm of Affect

Evidence suggests that affect exhibits a diurnal variation inhyemltiividuals. Studies
have documented rhythmic changes in mood and affect over the 24-hiodr péfect is related
to mood, in that affect is considered a state emotion, while nsooehsidered a trait emotion. It
has been proposed that emotion dependent behavior is regulated through
sympathetic/parasympathetic nervous system under the influencéheofSCN in the
hypothalamus. Affect represents positive and negative emotional behdéesearch has found
that positive affect (PA) and negative affect (NA) are ortimadjy related factors. PA is related
to pleasant events and social behaviors. NA is related to negative events anibpestépteat.

Many studies of affect in healthy populations involve smallptesa These studies
have been conducted under natural conditions and controlled environments. @gnthal

environment through constant routine or temporal isolation removes thenicdés of masking

the
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effects. Controlled environments give the strongest evidence otadien influence on daily
fluctuations in mood. After five days in temporal isolation, mood exddbét circadian variation
in 18 healthy adults (five women) under normal sleep/wake condif\doisk Fookson, Moline,
& Pollak, 1985). Mood measures were administered six times peusiag the PANAS tool.
The composite mood score showed a circadian rhythm that peakied e the peak in core
body temperature. However, one affect subscale, tense/calm, di@monstrate a circadian
rhythm. Although sample size was small, lack of rhythmicatem in one measure may suggest
differences in circadian influences on some aspects of mood.

Positive and negative affect may be subject to differencedraadian influence.
Murray, Allen and Trinder (2002) studied 14 healthy female university studentsdrethe ages
of 18 to 24 years. Mood data were collected every three hours dutkmgweours under normal
environmental conditions and during a 27-hour constant routine. Repeated s@dd¢AS
found a significant time effect in positive affept< 0.01) but not in negative affect. PA peaked
around 1300 and exhibited a nadir around 0100. In addition, the PA curve corteldted
temperature curve with a three to four hour time lag in temperasuggesting a three to four
hour PAD between PA and temperature in healthy young adult women. Lack ofasirdagthm
in NA found is this study may be related to the small sampke #i larger study by Clark and
Watson (1989) of 196 healthy students initially appeared to suppofadkeof NA rhythm.
Clark and Watson (1989) assessed mood seven times every day faeekeUnder natural
conditions, PA demonstrated a distinct diurnal rhythm. PA rose shamnpilynoon and then
leveled off until 2100 after which it fell. The leveling off mée attributed to significant
differences in acrophases among participants. Watson, Wiesdyayand Tellegen, (1999)

discuss the presence of a PA rhythm and absence of a NA ribytlwonceptualizing PA and
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NA into a general systems approach. In a general systems mdde§ &nhderstood as a
behavioral facilitation system (BFS) and NA reflects the beimalinhibition system (BIS). The
BFS engages the environment, seeking out pleasurable experienegoitditioned to the
circadian organization in order to maximize the likelihood of revaadiminimize the likelihood
of danger. The BIS system is a reactionary system responding to thraagef.dThe purpose of
the BIS is to keep the organism safe and out of trouble. To thighendystem must respond
immediately to the environment, regardless of circadian orgamzdn the absence of threat,
research suggests that NA remains low (Watson, Wiese, Vaidyallegen, 1999). However,
reanalysis by Cornelissen and colleagues (2005) of the data from Claaasoh (1989) found
a circadian rhythm to PA and NA after extrapolating the dat the 24-hour period. Results
found an acrophase for PA at 18@0<(0.001) and an acrophase for NA at 0796 0.031).
Differences in both PA and NA have been noted in other studies adJsely the Day
Reconstruction Method, Stone, Schwartz, Schkade, Schwarz, Krueger, anankahi(2006)
studied 909 women over one working day. PA demonstrated a bimodah gating at noon
and in the evening. NA peaked at mid-morning and mid-afternoon. Ansthéy using the
PANAS, found differences in the circadian rhythm of PA and NA dasewhether or not sleep
was disturbed for data collection. One participant, a 34 year malkected data for 86
consecutive days at five time points during the day. For thedidrstays a sixth time point at
0300 was included. During the first 44 days, there was a signifigaadian rhythm in PAQ(<
0.001) but only a trend in significance for NA € 0.096). However, during the undisturbed
sleep period, there was a significant NA circadian rhythra 0.001) but not a significant PA

circadian rhythmg = 0.306). It is unclear as to why disturbed sleep would restldicknof an
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NA rhythm and intact sleep would result in a lack of a PAhmytlt is important to note that the
data in this study were from a single male participant.

In a study of 40 university students (20 men, 20 women) aged 18 to 23 wearsn
demonstrated a two hour phase advance in both PA and NA. Women exhibieddia P& at
1100. For NA, the peak in sleepiness (0800 hours) and weariness (2100 houmngdoat the
same time for both men and women, however, the nadir in sleepinesgeandess occurred
two hours earlier for women (Adan & Sanchez-Turet, 2001).

In summary, both PA and NA demonstrate circadian variation acresdagh The PA
rhythm has been consistently documented in studies, with the exceptame case study.
Reported acrophases vary among studies possibly due to a bimodah wryhigh variance in
individual acrophases. Inter-individual differences may be attiibeita the lack of controlling
for morningness-eveningness. Acrophase in PA have been determinedrtatamgproximately
1100 or 1800. A bimodal acrophase may account, in part, for the studyritfereStudy results
for NA are less convincing than for PA. A number of studies have fourdiunoal rhythm to
NA, while others indicate a distinct rhythm peaking at approteina0700. Lack of NA
rhythmicity may be due to methodological decisions that limi@eng to less than a 24-hour
period, a dimensional difference between PA and NA or inadequate.p@esttive affect and
negative affect reflect different aspects of affect andvoltifferent pathways of activation.
Evidence suggests that the circadian rhythm of negative affiéetsdin magnitude or phase
position compared to positive affect.

Chronotype and Affect
Studies on the relationship between chronotype and affect canitheddinto those that

investigate healthy individuals and those studies involving clirpogiulations. Alteration in
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affect is a defining characteristic of many disorders. Gdinpopulations that express depressed
mood as a major symptom and have been the subject of chronadgpecteinclude depression,
bipolar disorders, seasonal affective disorder (SAD) and attentiaoit deg/peractive disorder
(ADHD). Both healthy and clinical populations exhibit mood differences amomgatypes.

The majority of studies in healthy populations have found correlabieingeen increased
eveningness and depressed mood (Chelminski, Ferraro, Petros & Plaud, t&@9;Lkna, de
Bruin, Nobrega, Wenceslau & de Bruin., 2007; Kitamura et al., 2010). Drawnunoversity
student populations, many of the larger studies are limited to yalulg,avho may share many
social, economical and environmental conditions not generalizable tood@ebrcommunity. In
one study, 1617 college students exhibited significant negative camsl&dietween chronotype
and three depression scales; Beck Depression Inventory, GeDafpiession Scale and the
Center for Epidemiological Studies-Depression Scale (8B+.174, GDS-SKF = -.182, CES-D

=-.176, all p <.001).In addition, E-types reported more depressive sympem3l) than M-
types (Chelminski, Ferraro, Petros & Plaud, 1999).

Medical students represent a group of young adults who consisgethiilyit disturbed
and inadequate sleep patterns due to the demands of medical schooludie® estamined the
relationship of chronotype and depressive symptoms in medical stu@s@sstudy found a
correlation between chronotype and depressive symptoms while thestuttigrfailed to find a
relationship. A study of 161 medical students by Hirata and coksa(P007) used the Beck
Depression Inventory (BDI) and the Morningness Eveningness Question(iMi®) to
investigate chronotype and depressive symptoms. Distribution of chroratypss the sample
was inconsistent with the expected distribution, with more E-tgmes M-types than in the

general population. The number of M-types and E-types expected ivem gopulation is
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expected to be approximately 25% in each group (Horne & Ostberg, 197&)sdmple
consisted of 35.4% E-types, 37.3% M-types and only 27.3% intermediate Byeningness
was associated with depressive symptoms (OR = 0.66, 95% CI = 0.50-ad8)isaassociation
remained significant after adjusting for the presence of fanaépression and physical activity
(OR = 0.71, 95% CI = 0.52-0.95; Hirata, Lima, de Bruin, Nobrega, Wknge& de Bruin,
2007). The distribution toward the extremes of morningness-eveningragseeflect the nature
of medical students or a property of this sample. In contrastazliBn study of 342 medical
students found no correlation between chronotype and psychiatric disordsesf-rAporting
guestionnaire (SRQ-20) was used to measure symptoms (Hidalgo, CRoss&r, Coccaro,
Camozzato, & Chaves, 2009). Lack of significant correlations meg haen due in part to the
measures used. The SRQ was designed to identify psychotic disordeldition to depressive
symptoms and is limited to a dichotomous answer choice for each ajqueshe tool was
designed for use in developing countries and may not be sensitivehetooidgntify depressive
symptoms in a sample of Brazilian medical students. The distibof M-types and E-types
may also contribute to the lack of significance. This study aoeddewer M-types (14.9%) than
E-types (29.8%). Fewer participants measuring as M-typeslanga sample raises concerns
regarding the validity of the tool in different cultures or amahfferent populations. The
complex influence of social and cultural factors on the chronotypéihesdationship makes
application of findings from studies conducted in other countries toraaridan population
guestionable.

Limitations related to the study of university student populationsaddmmore
investigation into the general, healthy population. In community dvgeidults, an early study

by Watts and coworkers (1983) found an interaction effect for marasgand time of day in
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arousal but not in stress. Affect was measured five times dthenglay with a stress arousal
checklist The study sampled only eight E-types and nine M-typetshee results for stress and
chronotype trended toward significange=0.07; Watts, & Robson., 1983). For the most part,
community studies have used smaller sample sizes than studies involving ynstadsnts.

From two studies involving larger sample sizes, a relationshypeba chronotype and
affect has been demonstrated. Adequate sample size allowsffimient power to detect an
effect. However, both studies were conducted in non-American samgpistjoning the ability
to generalize the results. The impact of chronotype on health maarinrest in cultural
influences. The negative effects of eveningness may be redidat cultures that are more
evening oriented (Smith et al., 2002).

A Brazilian study of 200 healthy adults (118 women) 18 to 99 yeassconducted using
The Montgomery-Asberg Depression Rating Scale (MADRS) ardMEQ as measures of
depressive symptoms and chronotype respectively. E-types hagher lthance of reporting
more severe depressive symptoms compared to morning- and interacbdatetypes, with an
odds ratio (OR) of 2.83 and 5.01, respectively. This study also found a hngidgence of
depressive symptoms in women (OR = 3.36) compared to men (HidalgmoGat al. 2009).
The second study was conducted with a sample of 1170 healthy Japduks€677 females)
ages 20 to 59. Depressive symptoms were assessed using the @itS-dhronotype was
assessed using the MEQ. Sleep quality was also evaluated wiitt$teurgh Sleep Quality
Index (PSQI). Scores on the CES-D were higher in the &stypdicating more depressive
symptoms in this group. Almost half of the extreme E-types scdvedeathe cut-point for
depression. E-types report more depressive symptoms and worsbuglelepressive symptoms

associated with eveningness were not related to sleep quality (Kitanala2€t10).
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In the studies that have focused on clinically depressed populatiorchriti@otype-
depression relationship continues. In contrast to the above large stuteslthy participants,
the studies of clinically depressed individuals were conducted in nitedJStates. Due to the
possible phase shifting effects of some medications, the partisi were not taking any
medications at the time of the study. A small study involving 39es$spd outpatients (21
women) and 39 age and sex matched healthy controls supported theeinoreaeningness
among depressed participangs = 0.014) compared to the healthy group (Drennan, Klauber,
Kripke, & Goyette, 1991). In a study of 208 depressed and non-depresseigads, the BDI,
HRSD, PANAS and MEQ were administered to assess the relfi]snamong depressive
symptoms, affect and chronotype. Eveningness was associated viign tdepression scores as
measured by the BDI but not the HRSD. Non-significant findingsvdéen the HRSD and
eveningness may be associated with the fact that thersealsures other symptoms in addition
to depression, suggesting that the relationship between depression and chronotypeainmaye
to depression and not applicable to other psychiatric disorders. Mediatind path analysis
found that the Behavioral Activation System (BAS) and positivectiffeediate the association
between chronotype and depression severity (Hasler, Buysse, Kupgar@&ain, 2010). The
study authors argue that affect may be a fully mediatangof between chronotype and
depression.

Seasonal Affective Disorder (SAD) is a disorder chara&eriy depressed affect during
the months of the year in which days are shorter and colder. Inoadditchronotype studies of
adults with major depression, SAD populations have also been studisglatronship to
chronotype. Because of the seasonality of the disorder, SAD hassbbgct to considerable

investigation as a chronobiological disorder. Lewy’'s Phase Shgbthgsis (PSH) asserts that
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seasonal affective disorder results from a phase delay cirdaelian rhythm resulting from the
shorter days and less exposure to light. Chronotype differenceddmp&#ents further support
the relationship between chronotype and depressive symptoms. Atadgeof both Italian and
Spanish participants found a small but significant difference in nimodhronotype. One
thousand seven hundred and fifteen (1715) university students participatesnpieting the
MEQ and the Seasonal Assessment Pattern Questionnaire (S8R9 Italian subgroup the
association between chronotype and seasonality remained but not ipahishSsubsample,
illustrating possible environmental and social-cultural influencesthen chronotype-health
connection (Natale, Adan & Scapellato, 2005). The authors suggesheheultural and social
environment in Spain is more evening oriented providing a possible fretetfect on the
health of E-types.

The PSH asserts that circadian timing is responsivettbdiposure, where the timing of
light exposure advances or delays circadian rhythms. LighventBons have been studied in a
number of SAD populations, with one study by Murray and colleagues (26@%)ring the
relationship to chronotypes. This study, conducted in Australia, tesfatxetine and light
intervention for the treatment of SAD in 61 SAD outpatients. The iltamDepression Scale
and BDI measured depressive symptoms. Sleep was assessetf bgport sleep logs and
chronotype was measured using the MEQ. The study found that impnovemeood was
accompanied by increased morningness after eight weeks of mbghihgeatment§ > 0.001),
however, the degree of shift to morningness did not correlate withdegeee of mood
improvement (Murray, et al., 2005). A second study did not investigat® @rectly, but
explored the seasonal shift in mood in a healthy population. In a samp{l healthy adults

living in Australia, a change in mood and rhythm from summer toewnvas examined over a
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three-year period. The MEQ was used to measure phase shifffestdweas measured using the
Inventory of Seasonal Variation and the PANAS. A significanb@asion was found between
winter pattern seasonality of mood and within-subject phase delayier ¢ = 0.17,p < 0.01).

Affect decreased during the winter months and correlated with eveninghessedreased affect
also correlated with greater shifts in the participants towaediegness from summer to winter

(Murray, Allen & Trindel, 2002).

Chronotype and light treatment have been further evaluated in otlwedets with
depressive symptoms, specifically, bipolar disorder and attentionitdefjgeractive disorder
(ADHD). Affect plays a significant role in both bipolar and ADHBIpolar disorders exhibit
periods of depression alternating with mania and mood swings amaaronm ADHD. Two
studies were found that included chronotype as a variable. Both studiesdmatationship
between chronotype and affect. In the study of 75 bipolar depressives, 81
schizoaffective/schizophrenics (SA/S) and 349 controls, a composiéeveas used to measure
chronotype. Chronotype differed between bipolar patients and controls a8 Buét not
between controls and SA/S. Bipolar participants reported greateingmess than the other two
groups. Eveningness was also correlated with severity and ducdtdepressive symptoms
(Mansour et al. 2005). In the second study, three weeks of morningréigtihent was given to
29 adults with ADHD. Mood was evaluated using the Hamilton DepressatimgRScale-
Seasonal Affective Disorder. Phase shift was measuredtinattMEQ. Light therapy yielded
improved affect and a shift toward morningness. In addition, the phasacadkelieved the
symptoms of ADHD even when the correlations with improved SAD soesze low (Rybak,

McNeely, Mackenzie, Jain & Levitan, 2006).
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The relationship between chronotype and affect appears to be aunsgés time.
Concerned with the small sample sizes and lack of random sarfgliogntrols in prior studies,
Wood and coworkers (2009) conducted a study using 190 bipolar patierit&ndntrols. The
Composite Scale of Morningness (CSM) measured chronotype. Bipattacipants reported
greater eveningness, especially those currently experiedeprgssive moods. Furthermore, the
scores remained stable over two years in a subsample of 52lmptter participants (Wood et
al. 2009).

Lewy’s research group (1998) attempted to identify the optimal plwagle difference
between circadian and sleep rhythms associated with optimal mdiyeore participants with
SAD and 49 controls participated in a crossover design study in wihtK0B00 to 0800) and
PM (1900 to 2100) light was delivered for two weeks. All participamintained a sleep
schedule of 2200 to 0600 and completed a daily mood diary and the HamilBorNSAe of the
subjects used medications. Dim light melatonin onset (DLMO) vellected at seven time
points to determine circadian phase. DLMO was delayed in SAlTipanis when compared to
controls. AM light phase advanced=6.41,p < .001) and decreased depression (EL 37% lower
than pretreatmernt= 7.38,p < .001; Lewy et al., 1998).

While sleep and affect are related, in female college studérdgp problems explained
13% of variance in depressive scores (Regestein, Natarajan, P#dweasaki, Gleason &Koff,
2010), chronotype has been shown to have an independent effect on afaatids involving
depressed individuals, a relationship between chronotype and depresgpensywas found to
be independent of sleep quality. One hundred participants (79 femaleshajibr depressive
disorder ranging in age from 18 to 60 years were evaluated foesdeyge symptoms and

chronotype using the HRSD and MEQ, respectively. Sleep qualityngasured using the PSQI
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(Gaspar-Barba, et al., 2009). As with the earlier reportedysby Kitamuri and colleagues
(2010), sleep quality was not found to mediate the relationship betheamotype and affect in
depressed participants. While sleep quality may not mediatel#tiemehip between chronotype
and affect, sleep deprivation may represent a circadian phasati@yuhechanism. By waking
early or delaying sleep, circadian phase position may bedlt€he effect of sleep deprivation
on affect has been studied with mixed results. One study sampleshfBy adults, 30 E-types
and 30 M-types. Half received total sleep deprivation (TSD) atfdobhdial sleep deprivation
(PSD). The POMs was used to measure mood changes. Resulteddiffermorningness-
eveningness. After sleep deprivation, there was a significeneéase in depression subscale
scores in M-types and a significant decrease in depressioctasigsores after TSD in E-types.
The changes in depression-dejection scores of E-types afle(prl$ 0.01) and PSDp(< 0.01)
were significantly different from changes in M-types aft&Dr (Selvi, Gulec, Agargun, &
Besiroglu, 2007).

In summary, evidence exists that indicate a circadian rhythedfect in healthy and
clinical populations. The evidence suggests that chronotype and aftetlated. Eveningness
has been associated with lower mood and greater depressive sympémk of support for a
circadian rhythm and chronotype difference has been found in studresmatl sample sizes.
Small studies may lack sufficient power to detect differenCémice of affect measures may
account for lack of significant results in some studies. Varimgds measure different
dimensions of affect and depressive symptoms and may include otisdructs in their measure
such as anxiety, agitation or tension. Experimental studies invdightgherapy further support

the relationship between improved mood and increasing morningnéske &dronotype is a
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measure of the position of the activity-rest rhythm, sleepnoaseen found to mediate the
relationship between mood and chronotype.
Circadian Rhythm of Sleep Quality Patterns

Chronotype and sleep are conceptually related phenomena in that chroistgpe
characteristic of activity and the sleep-wake cycle wts the periods of rest and activity.
Sleep quality describes the restorative function of sleep whittnotype describes the temporal
nature of an individual's sleep. Sleep quality is often measured psilygomnography and
subjective measures, especially the Pittsburgh Sleep Qualitx IfiRieQl). Sleepiness is a
characteristic that represents a quality of alertness amtblerstood in this study as an element
of energy. Sleepiness is often measured by the Epworth Sleedoake (ESS). Sleepiness and
chronotype will be considered in the next section on energy. Indivadhaaacteristics of the
sleep/wake cycle are believed to reflect the functioning of nivensic circadian pacemaker
governed by the SCN. Healthy individuals exhibit a strong diurryéhni to sleep, consolidating
sleep during the night. The nature of the diurnal sleep wake cysldden the subject of
considerable study. Research over the past 50 years has led to a theopytbbslegolves two
reciprocal mechanisms, the S process and the C process. P¥oshssts down the arousal
system, inducing feelings of sleepiness. Process C maintainsulvedssf and is regulated by the
circadian system. Process C is proposed to be responsible for tiofidadgims of sleep during
the night and coordination of sleep with the environmental day/night. &3umbeess C works in
opposition to process S (Colton & Altevogt, 2006). Process S and prGcare regulated by
neurons from the SCN in the hypothalamus. Lesioning studies in andeaisnstrate the

regulatory effect of the SCN on sleep (Dijk & Czeisler, 1995).
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Process C is responsible for the wake maintenance and wake-$p Sl@ap is inhibited
during the wake maintenance zone and the wake-up zone, when the bodyaterapis
beginning to rise. The "wake-maintenance zone" occurs approxintatei0 hours before the
time of the core temperature minimum, and the "wake-up zone" odctas/ hours after the
minimum core temperature. In healthy individuals, sleep occurs imalptelationship to the
core body temperature rhythm. The temperature minimum occutkeatime of greatest
sleepiness. Healthy individuals have a temperature minimum around 0%D0a avake
maintenance zone from 1800 to 2200 (Lack & Wright, 2007a). Phase relgi®bsiieen body
temperature, sleep/wake and melatonin play a role in the qualigfeep. Maximum sleep
quality occurs when melatonin is at its peak and core body teraperatat its nadir (Lack &
Wright, 2007b). Subjective sleep quality correlates with sleepiefity, the ratio of time asleep
to total time in bed (Akerstedt, Hume, Minors, & Waterhouse, 1994). lemensity is the
pressure to fall asleep and is a measure of sleepyqu&liep propensity is objectively indexed
by sleep latency, the amount of time needed to fall asleep. Ptespure as a measure of
latency, influences the length of time it takes to fall gsleerom forced dysynchrony
experiments, it was determined that sleep pressure is (rea®s the nadir of core body
temperature and reaches a nadir in the evening (Lavie, 2001).

A number of studies of the sleep-wake cycle have focused on #immship between
sleep and the endogenous circadian clock. Many sleep studies involve experbaeditadns of
forced desynchrony, constant routine and altered sleep schedulesrimexhe effects of time
of day on sleep quality. Core body temperature is often empltwyedpresent the circadian
position of the endogenous clock. Early studies conducted in the 1960s on esteemdertaken

as isolation studies. Participants were placed in isolationudjdcsed to time free environments
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where all cues to the time of day or night were removed. Evidence these early studies
established an endogenous rest/activity period from 24.7 hours to 25.1vatlutarge between
subject variability (Lavie, 2001). Chandrashekaran, Marimuthu, and Geetha, &98igd the
sleep/wake and core body temperatures in 11 healthy participagtarine the stability of the
sleep rhythm. Participants underwent isolation conditions from 15 to 48. daynine
participants (three women) the sleep/wake patterns and core &agherature maintained a
circadian period throughout the experiment. Only two participantsodstrated misalignment
between sleep/wake and core body temperatures. Sleep in thesetioipgoes demonstrated a
positive correlation with the preceding wake periods. In other wordssléle@ wake cycle in
these two participants was regulated by the preceding wakedpather than the endogenous
circadian rhythm. In this study, ‘time in bed’ measuredskE®e. Employing polysomngraphy
would have contributed valuable information in terms of sleep latamcy sleep quality,
allowing for a more precise measure of actual sleep.

In subsequent studies, where environments were engineered fer tonghorter day
lengths, stability of an endogenous period was supported. Studies detbtime sleep cycle to
be approximately 24 hours and10 minutes in the majority of individualsi€].2001). Despite
significant alterations to sleep schedules, the sleep cyclenasxtained. In studies where sleep
cycles were fragmented, the circadian rhythm in totalpsieas conserved. When participants
were forced to sleep on sleep schedules shorter than 3 hour “days”, majxeapmtdl occurred
in the late morning and minimum sleep occurred in the eveningg(L2001). A study by Lavie
and Zvuluni (1992) investigated sleep propensity during 48 hours using a Slaepil3-min

wake cycle. Eight participants were asked to either attennfatlltsleep or resist sleep. Results
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yielded a high within-subjects stability of the sleep cyBlarticipants with short nocturnal sleep
latencies and higher sleep efficiencies slept more during the day.

Timing of “bedtime” was found to influence both duration and naturdeefps In an
early study, Carskadon, and Dement (1975) studied the effects pfcsiees consisting of 30
minutes of sleep and 60 minutes of wake. Five healthy adwt®if#n) participated in the 90-
minute cycles for five days. Sleep time was greatestd®iv0900 and 1230 and least between
2100 and 0200.

The impact of bedtime was studied by altering the time tofng. Akerstedt, Hume,
Minors, and Waterhouse (1993) studied sleep displacement over the 24enmar and its
effects on sleep quality in eight healthy participants. Slesp fragmented into four eight-hour
periods, 12 six-hour periods and 12 one-hour naps. Results showed that 46% af shelejge
time was related to bedtimes that were close to the circaatieophase of the core body
temperature. Akerstedt, Hume, Minors and Waterhouse (1998) explored e¢hef rcfcadian
timing on sleep in a study of eight healthy men. Particgp@oilowed a 4-hour sleep protocol at
staggered times over the 24-hour period for 13 days. Both the effdotseadf day and amount
of prior wakefulness were studied. Results were consistentpréyious studies showing an
effect of both time of day and prior wakefulness on total sleepsteepiness. Sleep latency
decreased with proximity to the core body temperature trough.ldrgest sleep occurred
around 1000 and subjective sleepiness peaked between 0800 and 1200 hours.

In addition to studies in which participants are subjected to eggr@menvironmental
conditions such as forced dyssyncrony or isolation, research hascbeducted under more
natural conditions. Akerstedt and Gillberg (1981) studied six heatttty under a modified

routine where seven different “bedtimes” were imposed at weekdyvials. Time cues were
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minimized and participants were isolated from daylight. The authors found thahéhef day at
which the participants went to sleep influenced the duration ep slehe longest sleep occurred
after evening bedtimes and the shortest sleep occurred aftengiooon bedtimes. In addition
the highest probability of waking occurred around noon and the lowestdretmuidnight and
early morning. Time awake did not influence sleep duration. e tawake increased, sleep
length decreased.

Numerous studies involving the phase relationship between sleep and/arthbtes
have focused on the sleep-temperature relationship. Unlike the amadgthm of sleep studies,
phase studies often employ a naturalistic environment, with nosaahg and sleeping
schedules. It has been hypothesized that the temperature rhythnpast a function of the
reduction in activity during sleep. Because sleep requires trsatimas of physical activity,
thermogenesis attributed to large motor activity can explain #wedse in core body
temperature during sleep. Studies do not support this hypothesisrgsdibeé Akerstedt (1982)
investigated the relationship of sleep and temperature in a hahwisonment. Synchronizers
were minimal within a normal eating and activity routine. Skedpedules were altered based on
four hour intervals. Six healthy males participated in a sledyedule of seven different
bedtimes. Despite different sleep schedules, body temperator@inezl constant despite
differing bedtimes. There was no fall in temperatures atOf@0 and the 1900 bedtimes,
suggesting that sleep does not stimulate the change in body temperature.

While lack of motor activity cannot completely account for the teatpes rhythm,
temperature affects the quality and timing of sleep. Demdimgjra distinct circadian rhythm,
core body temperature influences the onset, duration and charaxsesissleep. Gilbert, van

den Heuval, Ferguson and Dawson (2004) reviewed the literature prasiééhermoregulation.
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The authors report that both peripheral heat loss and core productiabutentn the circadian
rhythm of temperature. Studies suggest that sleep onset |de@ty decreases as core body
temperature decreases (Lavie, 2001). Counter intuitively, passatendheand exercise in the
evening has been demonstrated to decrease SOL. This may bmexkgly rebound effect of
peripheral heating on core body temperature. Heating leads to a down reguldi®oattbody
temperature (Gilbert, van den Heuval, Ferguson & Dawson, 2004).

The relationship of core body temperature and sleep suggest acspkase relationship
between the two rhythms. Timing of sleep propensity and temperatgtten has been studied
in healthy individuals with a high level of consistency in resaltsoss studies. Evidence
suggests that the sleep rhythm and temperature rhythm mamtaomsistent relationship in
healthy individuals. Lack and Lushington (1996) explored the PAD bettegeperature and
sleep in 14 healthy participants (seven women) under constant routine. Ragiaipderwent 24
hours of constant routine followed by 24 hours of a 10/20 routine in whicicipants were
allowed to sleep for ten minutes every half hour. Researchers thahdhe sleep propensity
rhythm was inversely related to the temperature rhythmhAsore body temperature peaked,
the propensity for sleep decreased. Sleep propensity exhibited a cosiver with one
harmonic. A minor peak was evident at mid afternoon and a broad peakedcati0500. The
minimum in sleep propensity occurred in the early evening. Kudd. €1309) studied sleep
propensity in ten healthy women. A protocol of ultra-short sleep €yedes maintained for 24
hours while sleep propensity, temperature and cortisol were meaSleegp. propensity was
correlated with the temperature rhythm but not the cortisol rhythm.

In a study to measure the PAD between temperature and Gespsar and Lack (2004)

studied 11 healthy men and three women under a constant routine for 48Wouren were in
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the follicular phase of the menstrual cycle. The constant routasemodified by multiple sleep
latency tests to determine objective sleepiness. Datafiiteeto a 24-hour cosine curve with a
12-hour harmonic. The core body temperature nadir was found to ac@@0@ The sleep onset
latency peak occurred two hours after the core body temperatune Datth on subjective
sleepiness was collected in half hour increments. Subjectiversdsgpivas reported to peak half
an hour after the core body temperature nadir. No gender differeecesnoted, although only
three women patrticipated in the study, possibly accounting fardasignificant difference in
gender.

Even in individuals with very long sleep/wake cycles, therevidemce to suggest a
phase coupling of sleep and core body temperature. A study of tByh@@&n under isolation
conditions uncovered a participant with a free-running sleep/wake oy&0 hours (Czeisler,
Weitzman, Moore-Ede, Zimmerman, & Knauer, 1980). Analysis of tha damonstrated a
consistent phase relationship between sleep and temperature evénttteotegnperature rhythm
maintained a 24-hour cycle. Core body temperature, not length of pkefukrzess, was shown
to be important to sleep behaviors under isolation.

While the rhythms of sleep and temperature appear to be phasd,|tack of sleep
can affect both the magnitude and phase position of the temperatum riBarrett, Lack and
Morris (1993) studied eight healthy adults (3 women) under bothep sled a wake condition.
Other than the variable of sleep, a constant routine was nmadtiir 25 hours separated by one
week between experimental conditions. Rectal temperatures amd asieet were measured.
Fourier analysis was used to fit the data to a 24-hour cancatythm with a 12-hour harmonic.
The effects of sleep were reported to significantly inaethe amplitude of the temperature

rhythm and to phase delay the acrophase by 29 minutes, although istitaligtisignificantly.
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The small sample size may have contributed to a lack of significance inldélyardacrophase. A
phase shift was noted in an experiment in which the sleep cyslextended from 24 hours to
27 hours. Danilenko, Cajochen, and Wirz-Justice (2003) performed two nine dagopbss-
over design experiments involving 10 healthy adults (six women). @tecpit involved a fixed
sleep schedule from 2330 to 0800. The other protocol involved advancing thamslagpy 20
minutes every day until a 27-hour day was established. Both protocoitaimad a constant
routine of dim light and four isocaloric meals. Results demonsteafgtase drift in core body
temperature over seven days of 1.62 to -2.56 hours. In the 27-hour days, éhbodgr
temperature was consistently phase advanced by 0.66 hours. Thesend#$ suggest an
influence of the sleep wake cycle on core body temperature, although a Ielata& effect.

The underlying mechanism by which temperature and sleep interauit yet well
understood. One theory holds that core body temperature drives therslpepsity rhythm and
that the two rhythms are not independent endogenous rhythms. One #ieidyl dhe
environmental temperature as opposed to altering the sleep varia@asmes, Signoret,
Nicolas, Ehrhart, and Muzet (1996) examined core body temperaturslespd propensity in
seven healthy men. Participants were habituated to the climatee laboratory. Sleep was
enforced from 2200 to 0700. After 48 hours, baseline core body tempevedareecorded.
Ambient temperature was manipulated on the following experimental Bla lowering the
ambient temperature throughout the night, there occurred a phase adVdaheecore body
temperature by 143 minutes. The phase advance in temperaturecgaganied by a phase
advance in sleep propensity. The evidence is even more compelltagsbethe advances

occurred in every subject in only one night.
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In summary, studies indicate that the sleep wake cycle ungerrdinning conditions
demonstrates approximately a 24-hour cycle in most individualsp l®pensity exhibits a late
morning peak and a minimum in the early evening. Under natural@tiditions the sleep wake
cycle is entrained to the core body temperature, with sleep latsety peaking around 0700,
two hours after the core body temperature nadir. In contrast, unpenragntal conditions the
sleep/wake cycle readily dissociates with the core body tetyser which maintains a
consistent 24-hour rhythm under constant conditions. Some studies shggeke sleep/wake
cycle may influence the core body temperature, but that influence is weak.

Chronotype and Sleep

Sleep quality has been measured using subjective report, actigrapky
polysomnography under various conditions including laboratory, naturalhaftavork. As with
studies on the chronotype-affect relationship, much of the chronogpe-&lationship has been
studied in university student populations. While many studies support chperdifferences in
sleep quality, other do not. Some studies have shown differences=em lshgth while others
have found that total sleep time does not differ between chronotypspdfzBarba et al., 2009;
Floyd, 1984).

Health problems present at higher incidence rates among slikers. Shift work has
been shown to increase the likelihood of developing, inter alia, obesitpetelsa and
hypertension. The relationship between health and shift work mpgrt be mediated by sleep
quality, with numerous studies establishing correlations betweensheep quality and shift
work. Chronotype has been investigated in one study of sleep quaditghaft work. In a
sample of 137 healthy Chinese nurses between the ages of 21 to 58gwsiiti work, the

relationship between chronotype and sleep was examined. Chronotypeeassred using the
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MEQ and sleep quality using the PSQI over one month. After contrdbiingge, chronotype
was a stronger predictor of sleep quality than shift pattershot timing. E-types reported
poorer sleep quality than M-types (Chung, Chang, Yang, Kuo & Hsu, 2009).

Subjective measures including reported sleep quality, sleefhlandtsleep needs have
been used to examine the influence of chronotype on sleep quality. sSafdieiversity
students show consistent differences in sleep duration and vayiaeiween chronotypes. In a
small Brazilian sample of 32 university students (8 M-types,t§pEs and 16 intermediates),
chronotype was measured using the MEQ. Sleep was monitored &wkaatvtwo time periods,
once during the school week and once during vacation. Sleep was @deasimg wrist
actigraphy. As expected, M-types went to bed earlier thaypé&st In addition, M-types slept
longer and maintained a more consistent sleep schedule between sgtsoahd vacation days
(Korczak, Martynhak, Pedrazzoli, Brito, & Louzada,, 2008). Similar tesuére found in an
American sample of 22 participants (11 M-types and ten E-tyesrmined by the MEQ).
Sleep logs were completed for two weeks. E-types demonstratatergrariability between
weekday and weekend sleep timing and exhibited shorter sleep duhaioM-types. M-types
took shorter naps, reported less physical complaints, less mentaty aat night and more
adequate sleep (Webb & Bonnet, 1978).

In contrast, a study of 34 medical students (19 women) did not find cipenot
differences in sleep duration. Medical school participants undedfedays of wrist atigraphy
in May and November. Chronotype was evaluated using the MEQ. Sleepepanrsaof duration
and latency did not differ between chronotypes, however, E-types fiael lsleep efficiencyp(
= 0.007; Lehnkering & Siegmund, 2007). Lack of differences in durationagedcly may have

been due to the chronic state of sleep deprivation common in medhioal students. In another
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study of university students between 17 and 24 years of agemientof variance in sleep
quality that can be attributed to chronotype was determined to bey2&8ontultiple stepwise
regression. In this larger study, 1125 students completed the MEQ, PP®8J, Epworth
Sleepiness Scale (ESS) and the Subjective Units of Distcass. SPoorer sleepers demonstrated
greater eveningnesp € 0.001; Lund, Reider, Whiting & Pritchard, 2010). In an early study of
1500 healthy Japanese university students, chronotypes differed on a mimimrables.
Differences existed in timing and variability of wakening artiting, sleep latency affect and
sleep duration. E-types reported increased variability, lordgep satency, shorter length and
less adequate sleep than M-types (Ishihara, Miyasita, Inuganfiukuda, 1987). Sleep
characteristics were measured using the Life Habits Inveritdti). A male subgroup of this
study (10 M-types and 11 E-types) underwent a four to six-night lmograleep protocol in
which polysomnography was performed following the first two nightdypés followed a 2300

to 0700 sleep schedule and E-types followed a 0100 to 0900 sleep schedule. The only chronotype
difference noted was for rapid eye movement latepcy 0.03). No differences were found in
sleep latency, possibly due to the enforced sleep schedule, sarmpleorsilaboratory
environment.

In addition to studies of university students, sleep and chronotydeebasexamined in
community populations. Further support for chronotype differences cawresd large study
conducted in a sample of healthy French adults, ranging in ageslff to 80 years. In 617
participants sleep schedules, sleep needs, sleep hygiene antt dalgjene sleepiness were
compared between chronotypes. Eveningness was associatedgngidiexr need for sleep, less
time in bed during the week and more time in bed during the weekenge&¢xhibited more

irregular sleep habits and greater caffeine consumption (Taillardp RhBioulac, 1999).
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Objective measures are often considered higher quality evidenee wompared to
subjective report. In sleep research, polysomnography has been useectivellgjmeasure the
quality of sleep. Research using polysomnography has yielded isteorisesults. Studies using
polysomnography usually take place under laboratory conditions. Wakasleep timing are
often controlled and most studies are limited to small sanipds sind one or a two nights of
recording. In a study by Mongrain, Carter, and Dumont, (2005), partisipare recorded over
two nights in the laboratory with the participants determiningngnaf sleep, but limited to only
eight hours of sleep. The laboratory nights were followed bynsdags of actigraphy. Twelve
(12) M-types and 12 E-types (12 women) participated. Results founeresiffes in sleep
architecture for men but not for women. In the male subgroup, M-tygre showed higher
percentage of stage 1 sleep and lower sleep efficiency (Maon@arter & Dumont, 2005). The
same authors tested whether differences in nocturnal homeost&fic lessure may explain
differences in sleep timing by comparing slow wave activityelve M-types and 12 E-types,
based on melatonin onset, were compared. Initial levels and decayofas®ow wave sleep
where higher in M-types compared to E-types, however, this did notfdwottie extremes in
chronotypes ((Mongrain, Lavoie, Selmaoui, Paquet & Dumont, 2006)p&u to intermediate
types, E-types exhibited greater difficulty falling aplead more frequent awakenings using an
ambulatory skin potential measurement system (Shiihara et al. B388). sample size and lack
of natural environments during monitoring may contribute to the laclowtlgsive evidence.
Both type | and type Il errors are possible under these conditions.

Several causal factors have been proposed to explain the chronogpensddity link.
Poorer sleep quality in E-types may be related to selfagffi. A study involving 499 college

students in Canada investigated the difference in beliefs aboptls&geen chronotypes. The
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CSM was used to measure chronotype. While M-types and E-typesiskeated similar sleep
outcome expectations, self-efficacy differed between groups wiyipds exhibiting lower sleep
self-efficacy scores (Digdon, 2010). Another causal factor thatexphain the chronotype-sleep
quality link may relate to the ability to self-awaken. M-tyjpes more likely to self-awake than
E-types, who rely heavily on environmental mechanisms to awakére imorning. One study
found that self-awakening students went to bed and awakenedr,eélte better upon
awakening, and dozed less during the day than non self-awakening st{Matsuura, Hayashi
& Hori, 2002). Another large study of 3978 participants conducted ind2aoeer the internet
found increased nightmares in E-types for the subgroup of women imdg, gtossibly
contributing to poorer sleep. Both incidence and distress severityaged with increasing
eveningness (Nielsen, 2010).

In an attempt to examine the genetic contribution to sleep yualiivin study was
conducted. Chronotype and sleep quality were compared in 420 monozygats; ®Wvi3
dizygotic twins and 329 siblings, ranging in age from 18 to 27 yedws.UK study found a
significant association between increased eveningness and peegmsality (Barclay, Eley,
Buysse, Archer, & Gregory, 2010).

Mongrain, Lavoie, Selmaoui, Parquet and Dumont (2004) explored the PA[Rdmetw
wake time and temperature/melatonin rhythms in relationship &p dfgality in different
chronotypes. Actigraphy over seven days in a sample of 24 heattiwduals (12 women)
evaluated the PAD between circadian phase measured by temperatimum and onset of
dim light melatonin and habitual wake time. Twelve participanisWysmen) were E-types and
12 (six women) were M-types. Participants were allowed ¢epsland wake on their own

schedule. Consistent with earlier studies, E-types demonstratedier average PAD compared
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to M-types. Furthermore, when separated into two subgroups of mvieda and non-
overlapping circadian phases, non-overlapping E-type group demonstratstiotter PAD,
while overlapping E-types exhibited a longer PAD. Results sughestpossibility in two
different mechanisms contributing to chronotype (Mongrain, Lavoie, &rlnParquet &
Dumont. 2004).

Despite the evidence to suggest poorer sleep, hence poorer healypasEone study
found a protective effect on health in E-types. Variability oéglparameters has been identified
as greater in E-types, possibly contributing to poorer quality edpslYet, variability may
suggest a greater flexibility when encountering forced changdsep parameters, such as sleep
deprivation or shift work. Foret, Touron, Benoit and Bouard (1985) studied chroacayoe
sleep polysomnography in healthy sleepers during normal sleefftandi@ep deprivation. Five
M-types, four E-types and ten intermediate types particip&ledp parameters did not differ by
chronotype during normal conditions and after a night and day of sleepvaliems. Sleep
differed by chronotype during day sleep after a night of sleepvdd¢ipn. M-types demonstrated
poorer sleep quality with a smaller percentage of REM sleepe wakefulness, less SWS and
longer latency of the first REM episode compared to E-typesul®®esupport the hypothesis that
E-types are able to adapt to changing sleep schedules more easily-tyjaesM
Circadian Rhythm of Energy

Sleepiness and energy level are closely related concepts. Latkepf may result in
drowsiness. Sleep scales such as the Epworth SleepinessER3)ea(id the Stanford sleepiness
Scale (SSS) are often used in studies to measure subjeckve kwergy. While sleepiness can
be correlated with sleep latency the measures are not intgedidae (Olsen, Cole &

Ambrogetti, 1998). Studies have supported the hypothesis that the subpgeqbtemence of
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energy exhibits a circadian rhythm. Under diverse conditions, incluthtgral environments,
isolation and constant routines, the energy rhythm consistently sgpréself. In studies of
energy, both the circadian rhythm influence and the amount of prior tigkee must be
considered. Studies have been designed to differentiate betwedei tinduences. Early studies
used naturalistic settings and 24-hour time frames, allowing fooending by masking effects.
Subsequent studies have employed constant routines and forced desynutotocols to
examine the circadian rhythm of sleepiness, alertness afatrpance. The following reviews
the literature on the circadian nature of sleepiness and alerfisaseasures of perceived energy
level, in healthy participants.

Under temporal isolation and normal sleep/wake cycles, a circabdighm has been
noted to persist for at least five days (Monk, Fookson, Moline, & Rall@&5). The acrophase
for sleepiness and weariness occurred approximately four hourssftgrand the acrophase for
alertness occurred seven hours after waking. In the absence ol steepdwake, the circadian
rhythm of energy has been detected. Constant routine studiesldraeastrated that sleepiness
exhibits a circadian rhythm that increases during the egeamid night and peaks around 0700
hours. Not surprisingly, sleepiness also shows an effect from dégeivation (Jaspers, Hausler,
Baur, Marquart, & Hermdorfer, 2009). Dijk, Duffy, and Czeisler (1992) faimadl over a 40-
hour constant routine protocol, 24 healthy men maintained a rhythm itnesler and
performance. The rhythm followed a pattern that increasedtbedirst three hours, leveled out
for the next 13 to 14 hours and was followed by a sharp decredssbital bedtime. The
minimum for both alertness and performance occurred shortly hetecdre body temperature
nadir. Both alertness and performance were worse on day two saggeseffect of wake time.

Circadian rhythms in energy persist under experimental condibbrshort sleep cycles and
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forced desynchrony as well. Sleep cycles varied in all théestuanging from 220 minutes to 29
hours. Results suggest that the circadian rhythm of alerteesistp in the absence of a 24-hour
day. A study using very short sleep/wake cycles of 220 minutes re@éy men found that
sleepiness peaked with the minimum in oral temperature (Mosesj, LNhitoh, & Johnson,
1978). This protocol also found that sleepiness was not related to amount of precéeinignea
suggesting a predominance of the circadian rhythm over the amount of wake til@epomess.
Under shortened days the phase relationship between alertnessmpedatare rhythms
desynchronizes and then resynchronizes with a different PADdditian, different measures of
alertness sychronize in different relationships with body terperaFolkard, Wever and
Wildgruber (1983) studied seven healthy volunteers in isolation for 28 @Gagdually, the day
was progressively shortened to 22 hours for three participantergithiéned to 29 hours for the
other four. Alertness was measured every three hours. The ediffalertness measures
demonstrated different circadian rhythms under the desynchrony reepériResults showed
that the core body temperature retained a rhythm of approxyn2aeéhours. Letter recognition,
followed the core body temperature rhythm despite change inwhdapktycle. In three of the
seven participants, verbal reasoning separated from the eomeerhythm, running at a 21-hour
cycle. This study suggests that alertness may be regbiateidcadian rhythm of temperature or
the sleep/wake cycle, depending on the measure. Similarlyraedf desynchrony study
conducted by Folkard, Hume, Minors, Waterhouse, and Watson (1985) found tHz2-imoar
day-night cycle a normal phase relationship between alertnesterapdrature existed for the
first nine days. During days 10 to 14 the phase relationship betwesémeas and temperature
changed where the temperature rhythm remained entrained thahging day length and the

alertness rhythm free-ran. By the end of the protocol botinaks and temperature free-ran in
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relationship to the 22-hour day but were phase locked to each other. Hothevaew phase
relationship was approximately 7.5 hours advanced for the temperatophase. These results
suggest that the circadian rhythms of alertness and temperaterendependent of the
sleep/wake cycle and each other but able to be entrained to aniaqgebx 24-hour rhythm in
the absence of external time givers, albeit in a different phase relationship.

More recently, a forced desynchrony protocol was used by Wyait;dRi Cecco,
Czeisler and Dijk (1999) to examine the influence of circadiarhrhyand amount of wake time
on alertness. Six healthy participants (one woman) followed a 20-thayrfor 24 days.
Sleepiness, reaction time and cognitive tasks were meaduf3s rainute intervals. Results
yielded a near 24-hour circadian temperature rhythm despite therstwbrtlay. For sleepiness
there was a main effect of wake time and circadian phase. Ihoaddhere was an interaction
effect of circadian phase and length of wake time. In the cgaetnd cognitive performance
measures there were significant main effects for both cincathigghm and wake time but no
interaction effects. Consistent with other studies, performaasenorse and sleepiness greatest
near the temperature nadir.

As noted earlier, different alerthess measures exhibit diffenteythmic properties in
forced desynchrony experiments. Attention failed to demonstrate a emadithm in a study of
14 healthy participants under 28-hour days (Harrison, Jones, & WateyHfi¥/7). Sleepiness
scores did show a significant main effect for both wake time& @rcadian phase but no
interaction effect. Again sleepiness was greatest with asec wake time and around the
temperature minimum. In contrast, one study, in which bed timesivarex a 24-hour day, did
not find a relationship between sleepiness and amount of prior awadeoti length of sleep

(Akerstedt & Gillberg, 1981).
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Masking effects are known to influence the circadian rhythm umdestigation. While
constant routine protocols are designed to reduce the influence oingiasbnstant routines
provide an extremely artificial environment. In order to understanohluence of the circadian
rhythm in day-to-day living, a more naturalistic environment musstdied. In relation to
perceived energy levels, a number of masking influences bege identified and studied,
including boredom. A study conducted under natural conditions investigatedflttence of
boredom and ambient temperature on the circadian rhythm of sleep.eMangeHorne (1994)
compared subjective sleepiness at two times of the day; afterhd0@ (o 1600) and evening
(1800 to 2200) under stimulating and bored and cold and warm ambient tempeoatlit®ns.
While a pleasantly stimulating environment reduced sleepinessemedsed alertness, it did not
abolish the rhythm. Forty-eight healthy women between 19 and 38 geage participated in
eight experimental groups resulting in six participants per groamicipants arrived at either
1200 or 1800 hours. Following a meal, participants experienced eithienudasing or boring
activity in either a cool or warm room. The ambient temperadidenot affect sleepiness but
stimulation did. The initial sleepiness ratings for the afternowhevening subjects were very
similar (afternoon = 2.6 and evening = 2.7). The results wererraeffact for stimulation <
.01), with subjects in the boredom condition reporting greater levedteepiness. Sleepiness
progressively worsened over time in both afternoon and evening but |efeledthe evening
group by the third hour. Lack of difference for room temperature lmeagxplained by the small
temperature range. With only six participants in each condition, theibgig of group
differences between evening and afternoon groups even with randsignnasnt is a
consideration. Another study on the masking effects of stimulatioteepisess was conducted

by Hayashi, Minami, and Hori (1998). In five healthy male universiiyydents, either an
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interesting video series provided stimulation or a landscape videapdombd stimulation. Each
series was presented to the participants for one week everynR@emfrom 0900 to 1800. In the
landscape group, reported sleepiness and fatigue were increaspdrexrto the interesting
video group. This study suggests that the ultradian rhythm mayas&ed by environmental
conditions that are stimulating.

Another characteristic of alertness that demonstrates ad@rc rhythm is sleep inertia.
Inertia is the impairment of cognitive performance immedyasdier awakening. Scheer, Shea,
Hilton and Shea (2008) studied 12 healthy adults (five women) undercedfaiesynchrony
condition. Participants followed a 28-hour sleep/wake cycle for sdags. Sleep inertia was
assessed three times during each sleep/wake period. Using cgreetmpeérature to determine
circadian phase, sleep inertia demonstrated a significastd@rc rhythm i = 0.007) peaking
between 2300 and 0300 and troughing between 1500 and 1900.

In summary, studies consistently demonstrate a circadian rhythalertness and
sleepiness. Under naturalistic and experimental conditions energy, ageddag sleepiness and
alertness varies across the 24-hour cycle and is strongly coupiiethe core body temperature
rhythm. Sleepiness reached an acrophase in the early moroungda700, two hours after the
temperature nadir at 0500 hours. Alertness and body temperature dateorsstphase
relationship that varies based on sleep-wake conditions.

Chronotype and Energy

Studies have investigated the relationship between chronotype and bypea@yparing

the differences in alertness and daytime sleepiness in M-#ypkE-types. The alertness rhythm

in E-types appears to be phase delayed compared to M-types. Eigresa peak in alertness
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that is 4.28 hours delayed compared to M-types, under constant routine con#igddsof &
Van Dongen, 1996).

Studies on daytime sleepiness demonstrated inconsistent regaltding an association
with chronotype. Two studies found no association between chronotype andedalgepiness
under natural sleep-wake conditions. A study of 617 healthy Frencltigsrts found
eveningness associated with poorer sleep quality, however, daglie@ness did not differ
between E-types and M-types. (Taillard, Philip & Bioulac, 1999). Inhemostudy, daytime
sleepiness was measured by daily sleep logs and the St&iémpiness Scale in 15 healthy
participants over five nights. Morningness/eveningness was deternyirsethedian cut-point on
the MEQ. There was no difference noted in daytime sleepineli&€HiMuehlbach, Schweitzer
& Walsh, 1992). The use of a median cut-point for chronotype is unconvenéindamay
contribute to lack of significant findings, by including intermeeligfpes in both M-types and E-
types. In contrast, a larger study involving 1165 French workers igatst the relationship
between chronotype and sleepiness using a mailed questionnairesEefypged more morning
sleepiness but overall higher energy=(0.04) than M-types (Taillard et al., 2001).

Other studies have found chronotype differences in sleepiness gndsdeln a study of
310 medical students (123 women) sleeping habits and sleepinessamasegkin relationship
to chronotype. Daytime sleepiness correlated with chronotype {0.18, p = 0.002) with
increasing sleepiness associated with greater evenin@dedgo, Caumo, Posser, Coccaro,
Camozzato, & Chaves, 2003).

In a study by Matchock and Mordkoff (2009), a self-report questionohialertness was
administered to 80 participants at four times across the day. Gempaf E-types with non E-

types yielded improved performance in the morning for non E-typesimptbvement in
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performance in the afternoon for E-types. Alertness increasedll fparticipants during the first
half of the day then decreased for non E-types in the latteropahtie day (Matchock &
Mordkoff, 2009).

Sleep deprivation is noted to be common among medical students andnnpayt, i
account for the chronotype differences. As noted earlier, eveningpgesars to provide a
protective effect on sleep quality under conditions of sleep demnivakhis may not be true for
daytime sleepiness or alertness. One study reduced sleejprdbrakither delaying bedtime by
two hours or advancing rising in the morning by two hours, and ine¢stigalertness and
performance in 12 healthy participants, six M-types and six &styfdfter two nights of altered
sleep, data were compared to data from a reference nightn@dsrtivas measured using the
Activation/Deactivation Adjective Checklist every two hours aftising until 2000 hours.
Alertness decreased in both conditions of sleep reduction but no diferarere found in the
diurnal peak of alertness. In M-types, alertness troughed at 0&@0ayed sleep and at 1200 in
early rising. In contrast, the trough was the same for E-typder all three conditions (Clodoré,
Benoit, Foret, Touitou, Touron, Bouard & Ayzeby, 1987). Another studyletngss as a
function of chronotype in a sample of 43 healthy adults was conducted twaleonditions;
normal sleep routine (N = 43) and a two hour sleep reduction protocel {R). E-types
experienced greater sleepiness in the morning at 1000 and 1200 ariddrépwer alertness
according to the Thayer Activation Deactivation Adjective Chsetklihe rhythm for alertness
flattened out for E-types but not M-types following reduced sl€dpdpré, Fore,t & Benoit,
1986).

In summary, studies are inconsistent on a chronotype differeneeeigy. In some

studies, the energy circadian rhythm differs in timing by chyget while others show no
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difference. Studies with significant results often use universitident populations. Non-
significant results may result from methodological concernkidinty chonotype operational
definition and cultural influences. In studies involving American sampisisilg conventional
chronotype cut-points, timing of the energy rhythm varies betwéeanotypes. M-types
experience sleepiness earlier than E-types and alertnesgeedsr in the early part of the day
for M-types than for E-types.
Circadian Rhythm of Affect, Sleep Quality and Energy Summary

Overall, studies examining subjective experiences of affémtpsquality and energy
have been shown to vary by chronotype. Polysomnographic measuresbéaveless
convincing. Both M-types and E-types exhibit circadian rhythms fiecfsleep, and energy
under natural and experimental conditions. E-types have been found to lee dataged
compared to M-types in all three rhythms. Disorders of affect sleep are more common
among E-types and in studies of healthy participants, chronotygarspip be correlated with
affect, sleep quality and energy. Increased eveningness asiassl with decreased affect,
poorer sleep quality and lower energy. While some studies hdeel tai find association,
possibly due to sample size and chronotype definition, studies existav® demonstrated an
influence of chronotype. More research is needed in this area amuthber of studies
differentiating between chronotypes is low. Conflicting resulisshizeen found and continue to
confound understanding of the role of the circadian rhythms in affieetp quality and energy.
The nature of circadian disruptions has not been fully explicatedisanshder continuing
investigation.

Circadian Regulation of Cortisol
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Much research has focused on the role of cortisol in health, indeer to the multiple
systemic effects of cortisol and its role in the stresstren. Cortisol plays important roles in
metabolism, immune function and activation of the sympathetic nersgstem. Cortisol
interacts with a large number of hormones, steroids and proteingjimglestradiol, leptin, and
vasopression (Molina, 2006). Stress has long served as a hexogtical causal agent in illness
development. Many studies on the circadian system and health focule otheoretical
assumption of iliness situated within a stress model. Hypotlaesgzemised on the model that
stress contributes to a deregulated circadian system thatestanih altered expression of
cortisol secretion. Cortisol has been studied in relation to strased disorders, sleep
disturbances, and disease progression with conflicting and uncle#s g8ng & Hegadoren,
2002). For example, basal cortisol levels are elevated in only 508epyéssed individuals.
Gunnar and Vazquez (2001) reviewed the literature and found that in saomdiesst
hypocortisolism has also been observed as a stress responsepdisies between studies may
in part be due to lack of consideration of circadian phase duringlisgmThe majority of the
human studies have focused on basal and stress response cortisatsn@aidan, 2006). Basal
levels that measure cortisol at a single time point or agepagr a specific time period fail to
account for individual differences in phase positions. Studies thaureeaiea under the curve
(AUC) and slope estimations also do not consider that differencgsbmaattributable to
individual differences in phase position of cortisol. Possibly duédaheoretical relationship
between cortisol and the stress response system, few studiegXam@ed the relationship
between cortisol and other rhythms. Theoretical models afigiesoscillator circadian system
also contribute to the lack of study of multiple rhythms. Rebems have approached the

measurement of a particular rhythm, whether that rhythm ipaeature, melatonin, or cortisol,
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as reflective of the status of the entire circadian sys# disruption of the circadian system
would be detected in one or more of the parameters of any abthwe mentioned rhythms. The
development of multioscillator models made the phenomenon of uncoupling aimda
conceptual possibility.

It has been accepted that the cortisol circadian rhythm magdakas a marker for the
phase positions of other rhythms within the individual. A large numbeisofders have been
examined vis-a-vis cortisol irrespective of the phases of otitdrgenous rhythms. The cortisol
rhythm in isolation of other endogenous rhythms has been analyzeldtion to menstruation
and menopause (Gudmundsson et al.,1999; Kerdelhue et al., 2002; Kerdelhue Quezenign,
Scholler, & Jones, 2006; Parry, Javeed, Laughlin, Hauger, & Clopton, 20@@cHati et al.,
2006), depression and post-traumatic stress disorder (Kelle,28@8;, Sherman & Pfohl, 1985;
Souetre, Salvati, Rix, & Pringuey, 1988; Yehuda, Golier, & Kaufman, 200%joceine
disorders (De Martin, Giraldi, & Cavagnini, 2006; Glass, Zavaldillbelg, Cornelissen, &
Schaaf, 1984; Reschini, D'Alberton, Catania, & Motta, 1990; Reschini &iGaysl978; Sasaki
et al.,1983), chronic fatigue (Di Giorginio, Hudson, Jerjes, & Clear@5)2lcerative colitis
(Payer, Huorka, Duris, Mikulecky, Kratochvilova, & Ondrejka, 1993), caicauitou, Bogdan,
Levi, Benavidas, & Auzeby, 1996) and sleep (Moldosfsky, Lue, Davidson, &zuski, 1989;
Tomoda et al., 2003).

This section will focus on cortisol studies involving multiple sangplacross the 24-
hour period, irrespective of whether circadian phase was considetieel amalysis. Studies in
healthy and ill populations will be examined. First, studies thiasider the phase of cortisol will
be discussed. These studies focus group differences in the circanteol rhythm. Next,

studies involving the phase relationship between cortisol and oty will be discussed.
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Finally, results from studies that investigated flatteninghaf diurnal cortisol slope will be
presented.

Studies examining multiple cortisol values across the 24-hour day in affect, sleep
and energy. Early studies on the circadian rhythm of cortisol involved plasmaldeover the
24-hour period. Since the late 1990’s, salivary cortisol measures hawvendancreasingly
common. Salivary sampling offers many advantages over plasmbdimg increased
acceptability by participants, noninvasive methods and naturalistiimgse for collection.
Salivary samples provide the free cortisol levels while plasanaples represent free cortisol and
inactive cortisol bound to globins (CBG)s. Early studies of corasoh marker describing the
circadian rhythm in humans have used plasma cortisol levelan@jweity of studies that report
the diurnal profile of cortisol over a 24-hour period have used plasmalesarRPlasma cortisol
measures the total cortisol in blood, both bound and unbound cortisol. Calcutaiiohe made
to correct for free (bio-available) cortisol but are often epbrted. With the advent of assays to
detect free cortisol in saliva, the use of salivary samplingroégaeplace plasma sampling.
Salivary sampling offers many advantages over plasma samphetyding participant
preference, naturalistic setting and measurement of free, unboursblcoth the late 1990’s,
studies have focused predominantly of the slope of the diurnal rhytingn sadivary collection
methods.

Altered affect is a major symptom of depression and has beeumra@as depression
studies. Often depression studies use the affect measurédMb Rnd PANAS to examine
improvement in health. Depression, which manifests sickness behawbudimg changes in
affect, sleep quality and energy, has been extensively studibdoimobiological research. In the

past 35 years, 12 studies have reported on phase relationships inidepressimans. The
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study results have been conflicting. Some studies have shown difsrém phase position

between depressed participants and healthy controls, while othexsshadie failed to show a

difference. Many studies suffer from small sample sizek,ddhomogenous groups, and lack of
appropriate or sensitive analytical methods. Comparisons of restitssastudies are hindered
by variation in sample, design methods and statistical modeling techniques.

Of the twelve studies, seven found a difference in at least oasungeof phase position
between depressed and healthy participants. Four studies denechatradlifferences between
groups. All studies examined cortisol under controlled settings ydasgna samples. None of
the studies collected data from a naturalistic setting due to the mudtipf@isg of plasma levels
over the 24 hour period. Controlled conditions included constant routine, winetidaos such
as light, meals, wake state and temperature are kept cormstaime iduration of the experiment.
Less rigid controlled conditions standardized awakening time, nagastime of retiring.
Samples were collected over one or more 24-hour periods with teptiexcof two studies that
reported on data collected only between 2000 and 0800 (Thalén, Markridmagjel &
Wetterberg, 1997) and between 2100 and 0600 (Jarrett, Coble, & Kupfer, 1983)in§ampl
ranged from every 10 minutes to every hour.

Study populations consisted of different depressed groups, single ssgbgreups and
depressed groups compared to a healthy control. Many of the studies are confoundedpilg a s
of heterogeneity in depression diagnosis. Six studies included botpolani-and bi-polar
depressed patrticipants. Three studies reported inclusion of partscipah co-morbidities such
as anxiety disorder, dysthymia, and psychotic depression. Onlyttalies reported controlling
for type of depression in the sampling. One study examinedalartiparticipants with primary

depression. One study was limited to participants with endogenousssiepreOne study
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examined women with SAD. The final study examined cortisol incaof participants with
melancholic depression. Three of the four studies with homogeneityaghakis reported
differences between groups. Only one study of 10 melancholic degressl 14 controls
demonstrated no group difference (Wong et al., 2000).

Four studies found no phase shift between depressed and healtloysca@ditrthe four
studies that compared depressed and healthy participants, thremsised analysis to describe
the cortisol circadian rhythm. A study by Oren, Levendosky, Kadpancan, & Rosenthal
(1996) used ANOVAs and AUC to analyze the cortisol rhythm. Peak was identified as the
time at which the cortisol level was the highest. Desayilthre peak by the highest value may
lack precision in determining the actual acrophase of the rhydbeto timing of collection in
relation to the circadian rhythm. The nadir of the rhythm wasle@rmined. Oren, Levendosky,
Kasper, Duncan, and Rosenthal (1996) studied 21 participants diagnosedABitang 20
healthy controls. Participants were required to remain duringplgzg in the research facility
and were awakened at 0700. Lights were turned off at 2300. The imp#w ofstitutional
setting and standardized wake time may impact how well thelednmhythm reflects the
participant’'s normal rhythm. An awakening time earlier than nbrmay alter some
participant’s cortisol expression. Heterogeneity of sample nisy eontribute to lack of
significant findings. Of the 21 SAD participants, 13 were femdleree of the 13 were
postmenopausal, and five of the remaining female participants iveéhe follicular phase of
their cycle and five were in the luteal phase. Among the 20alentt2 were female with five
postmenopausal. The SAD participants varied on depression diagnodislitianato the SAD
diagnosis, ten participants had a diagnosis of unipolar depression, taerdlzgphosis of bipolar

Il and one had a diagnosis of bipolar .
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Of the three studies that used cosinor analysis and found no di#ferdratween
depressed and healthy participants, only the study by Young, GadsdnBrown (2001)
included an analysis of possible additional harmonics in the descripttbe obrtisol rhythm. It
has been suggested that in determining the acrophase and nadihybifira generated by a
multioscillator system, an accurate and precise value can owolythmed by including harmonic
analysis (Bao, van Someren, Hofman, Cao & Zhou, 2003). Wong and colleaguesuzad@
single cosinor model to describe the cortisol circadian rhythntem participants with
melancholic depression and 14 healthy controls. Participants wereegetpiie flat in bed at a
research facility while cortisol samples were drawn everyn8futes for 30 hours. No
differences in phase position were noted between the depressedeahdalthy groups. The
authors accounted for phase of the menstrual cycle in the eigiegsded and the six healthy
participants. All female participants were sampled during dieedlar phase of the menstrual
cycle. The small sample size and type of depression studiedls@mwaccount for the lack of
difference in phase position. Melancholic depression is charactebyeintense agitation,
arousal and anxiety, suggesting increased energy. Sleep ggahigracterized by insomnia and
mood is universally negative. In contrast, atypical depressionrisech@y low energy, variable
mood and hypersomnia. Given such differences in symptom presentatypncalatand
melancholic depression may represent two unrelated disorders.

Posener, DeBattista, Williams, Chmura, Kalehzan, and Schatzberg (20 a single
cosinor model to describe the cortisol rhythm in a sample of 49 anidepressed participants
and 33 healthy controls. Of the 49 depressed participants, 11 haenarlsid diagnosis of
psychosis. Within the group of 38 non-psychotic depressed, co-morbiditiededalysthymia,

PTSD, panic disorders agoraphobia and obsessive-compulsive disordersrtity@apts with
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psychotic depression were predominantly male with seven out of ghavecipants. Fourteen
out of 38 depressed participants without psychosis were male. Hightieef the 33 controls
were male. In the female participants, the study did not reparstno@l status or phase of the
menstrual cycle. All patients were outpatients, not on medicatiasm@ samples were collected
in a laboratory setting every hour for 24 hours. The PMD group madleéfemale ratio of 7:4.
The non-PMD group had a ratio of 14:24. The control group had a ratio of P8AIbsubjects,
non-PMD subjects and controls did not differ on acrophase (0924 hr, 0951 hr andir1004
respectively) or mean levels (186.6 nmol/L, 185.9 nmol/L, 198.0 nmol/L, respectiVenon-
PMD group differed from the healthy controls on amplitude (109.1 nnwsl/[128.6 nmol/Lp =
0.02).

While the study limited the sample to participants with a depresliagnosis of unipolar
depression, co-morbidities and the inclusion of both males and femalesantribute to the
lack of significance. The psychotic depressed group numbered oplrtidipants, allowing for
a possible type Il error. The use of a simple cosinor model no&yth@ precision to detect the
actual timing of the acrophase and nadir.

The strongest support against a difference in phase position betvesdthy and
depressed population was presented by Young, Carlson, and Brown (2001), Qarisgn, and
Brown (2001) studied 25 premenopausal women and 25 healthy controls. Comtrelage-
matched and matched for phase of the menstrual cycle with degphressnen. Twenty-four
women were in the follicular phase and 26 women were in the Iptesle of the menstrual
cycle. The study was conducted in a research facility, sathples drawn every 10 minutes for
24 hours. Participants were required to remain on bedrest and mealstavelardized across the

day. Harmonic analysis was used to account for ultradian rhythmsliffdcence was found
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between depressed and non depressed participants in timing ofximeumaor minimum. No
difference was found between groups on onset or offset of the coi$isoLimiting to female
participants was a strength of this study; however, including wombnth the follicular phase
and luteal phase may contribute to the lack of significant firsdiige sample size of 25 per
group is larger than many studies that have been done to dateaircaiokan rhythm of cortisol.
The depressed group was also heterogeneous on type of depressipartiSigants had a
diagnosis of endogenous depression. Seven participants had a diagnosiseatiogenous
depression. Seven had atypical depression, 17 recurrent unipolar iepresse bipolar
depression, seven dysthymia and 9 with co-morbid anxiety disortersdtting of the study
prevented capturing the effects of living in a naturalistittirge on cortisol. The studies
discussed above suggest that the group differences in the phase position of congswizal not
be able to account for the presence of depression. The studies shggésther investigation
of the cortisol rhythm may include the phase relationship ofsabnvith other rhythms, such as
estradiol.

In contrast to the above studies that found no difference betwpessded and healthy
individuals, the majority of studies on phase position in depression rsigaificant phase
differences. Seven out of the 11 published studies found a circadidimripjtase shift in
depression, supporting the PSH. As with the studies that reportigmoficance, studies
reporting significant findings were conducted in research fi@silwith standardized diet and
activity. Activity ranged from bed rest to free ambulation dyroay hours and sleep at
prescribed hours. Meals ranged from equal caloric intake dwmry to standard meals three
times during the day. None of the studies provided for a naturaisticonment. All samples

were collected from blood draws. Samples were heterogeneous amsisaggender, and
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statistical methods. Studies reported results that range fronsa peance in depression from
zero to three hours. One study of SAD reported a phase delagtisotminimum (Avery, et al.,
1997). Two studies found no difference in acrophase or nadir but reperedifés in onset of
first secretory event and time in quiescence (Halbreich, AShisdledecker, Zumoff, & Nathan
1985; Deuschle et al., 1997). One study reported a difference in phaseldiegence (PAD)
between cortisol and sleep onset (Jarret, Coble, & Kupfer, 1983).

Three studies report an advance in phase position with depression.tfieesstudies
were more homogeneous in sample than the studies that report norangmésults. Where the
group with depression was not homogenous, subgroups by diagnosis wereamalealing
significant differences. Statistical analysis differed lestw studies, including cosinor analysis,
harmonic regression and periodgram. Harmonic regression and parmodgmonstrate greater
precision in determining the peak and nadir of the rhythm over cosinorsanarhe study
employing cosinor analysis further explored the nadir by takmegntean of the lowest three
values from samples collected every 20 minutes (Pfohl, Sherman, Schlechieoluyy1985).

In a study by Linkowski and colleagues (1985), eight unipolar depresséss, 10
bipolar depressed males and seven age-matched male controlblgadesamples every 15
minutes for 24 hours. Participants were maintained in a reséantky, allowed to ambulate
during the day, given standard meals, and allowed to sleep accéodimapit. Results were
analyzed using a periodgram. In unipolar depressed males, themaadihree hours advanced
compared to controlpE 0.015). Unipolar depressed participants also exhibited a shorter time in
secretory activity compared to contrgis=0.002). Bipolar depressed participants exhibited a 90
minute phase delay in the acrophase compared to conrel9(009). The small sample size

may contribute to a possible type | error; however the homogeufeibye groups contributes to
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greater accuracy in detection of differences. The setting @lot@s more relaxed than in other
studies allowing for ambulation and time of retiring accordingdésires of the individual
participants.

Pohl, Sherman, Schlechte, & Winokur (1985) controlled for type of depressgion b
examining dexamethasone suppression test suppressors (DSTS) and seasfBESTN) as
separate groups. A sample of 25 depressed participants was cdngfrisgé DSTS and eight
DSTN. Of the 17 DSTS, ten were female. Of the eight DSTN,igee women. The research
facility setting included ambulation, standard meals throughout theadysleeping schedule
according to each participants’ habits. Data was analyzed cssugor analysis. The nadir was
determined by taking the mean of the lowest three values. Rertionstrated no difference
between DSTS and controls. DSTN showed a two hour phase advance minigeofi the nadir
compared to DSTS (2400 verses 022%,0.01). The difference in timing of the nadir remained
after controlling for agep(< 0.002). There was also a trend for the acrophase of a one hour phase
advance. Validity of the results is limited due to group diffeeend@he number of participants,
percentage of females, and ages differed by groups. Menstatizd sind phase of menstrual
cycle were not reported. The healthy controls were recruited the hospital personnel who
worked at the institution conducting the research. Some patientsree®ing medications
including tricyclics and lithium carbonate. However, the use of mé&dic would more likely
contribute to a lack of group differences as some medications haves®en to phase advance
circadian rhythms.

A more recent study of phase position in depression was conducted bigsbmrg and
colleagues (2004). This study compares 22 participants with majorsdepreand 20 healthy

controls. Of the depressed group, 8 were female in the folliculae gifahie menstrual cycle.
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Seven of the healthy controls were female. The study desggnred participants to remain
supine in the research facility for 24 hours while blood was dexeny 30 minutes. Data were
analyzed using single and multioscillator models allowingpfecision in determining the nadir,
acrophase and ultradian components. In addition to cortisol, the studygexhghpwth hormone
and prolactin rhythms but failed to compare the PAD between rhytResilts found a phase
advance in the acrophase of cortisol rhythm of one hpar@.00002). There was no difference
in acrophase in prolactin or growth hormone allowing for the posgilmhita phase angle
difference between cortisol and prolactin and growth hormone. Resrissignificant despite a
diagnostically heterogeneous group that included 69% endogenous deprgs%iopsychotic
depression, 38% agitated depression and 25% retarded depression. dngreciseon with the
use of the multioscillator model and controlling for menstrual phasg have revealed
differences that the heterogeneity in diagnosis may have masked.

One study on cortisol found a difference between depressed and contrglsescent
period but not phase position. Deuschle and colleagues (1997) studied a clabfptepressed
male inpatients and 22 healthy controls. Ages ranged from 23 — 85 (ye@as = 53.1) in
controls and 22 — 72 years (mean = 47.7) in depressed. Blood sammesoliected every 30
minutes over a 24-hour period starting at 0800. Participants werge@doi remain in bed
during collection with meals provided at fixed schedules. Lights w#rat 2300. Napping was
not allowed. Quiescent period was calculated as concentrationsti@ame50% of mean in more
than two consecutive samples. Depression was associated withsddcleagth of quiescent
period in depressed patients verses controls (2:20 hour +/- 116 mindtés0& hour +/- 184
minutes respectivelyp < 0.005). The study reports that the cortisol nadir time did not differ

between groups. Nadir was determined by time of lowest coréigel turing the night. Cosinor
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analysis was not performed on the data. Visual inspection of faneesuggests the possibility
of an earlier nadir if data were fitted to even a sirglgine function. A shorter quiescent period
may imply a difference in either the nadir or the acrophaseeeet depressed participants and
controls. This study is limited to males habituated to an ingtitati routine of fixed rising,
retiring and meals timing. The influence of synchronizers sudhglasand meal timing that
would affect circadian rhythms in naturalistic settings could not be measutesl study.

In an earlier study, Halbreich, Asnis, Shindledecker, Zumoff, cettidsh (1985) studied
32 participants with endogenous depression (ED) and 72 controls. Bloodkesamli¢cted over
24 hours were analyzed using cosinor to determine nadir and acropbaser Bnalysis was
used to identify the ultradian rhythm in cortisol. Results showesérler onset of the first
secretory event in ED participants compared to contpotsQ.05) but no difference in acrophase
or nadir. Fourier analysis showed significantly different ultnadiaythms in ED participants
compared to controls suggesting that a multioscillator modaddtermining nadir might have
revealed differences between groups in timing of nadir.

Studies have yielded conflicting results regarding the corpbaise in affect. Sleep
quality has also been studied in relationship to cortisol circatlighm, suffering from many of
the same methodological and design limitations discussed wittt.af@umber of studies have
isolated the sleep element in relationship to the circadian rhgtloartisol for investigation. In
both healthy populations and populations with disturbed sleep, the canyduinrin relation to
sleep has been examined. In healthy subjects, the relationssligepfand the cortisol rhythm
has been investigated by altering the normal sleep cycle gplénmanting constant routine
protocols. Of the studies that employ multiple measures of codisass the experimental

period, the majority fail to report the rhythm parameters, malkitggpretation of phase position
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difficult. In healthy adults the effects of sleep on cortisad baen investigated using sleep
deprivation protocols. None of the studies model the circadian rhytheported acrophases.
Vgontzas and colleagues (1998) studied cortisol in ten healthy fieraanight of total sleep
deprivation. Participants were allowed to sleep on the subsequentwiggtplasma cortisol
levels were drawn every 30 minutes for 24 hours on the nightrebefiod the night after
deprivation. On the 24 hours after sleep deprivation, participants deatedssignificantly
shorter sleep latencies, a higher percentage of slow wave atek lower total wake time.
Nighttime mean plasma cortisol levels and the area under the trwvels were significantly
lower compared to the pre-deprivation night, however total 24 hoelsleNd not differ between
pre and post deprivation measures. Circadian parameters of acroptidssgphase were not
reported. Leproult, Copinschi, Buxton and Van Cauter (1997) investigateal pai total sleep
loss and cortisolPlasma cortisol samples were collected from ten healthy fore32 hours
under three sleep protocols, normal sleep (2300 to 0700), partial digprif@100 to 0800) and
total sleep deprivation. Data was analyzed using Wilcoxon sigmddrtest. The quiescent
period was determined but cosinor analysis was not used. All cqtfdes followed a normal
pattern with peaks between 0700 and 0900. Results demonstrated anckffamecortisol
following both partial and total sleep deprivation. Cortisol was ise@drom 1800 to 2300 on
the second day when compared to the day before the sleep loss. fEasanion cortisol was
greater in the total sleep deprivation that the partial sleepvdépn (45% verses 37%). Also,
the onset of the quiescent period was delayed in the both total aral pkgp loss. It is
possible that the increase in cortisol and the delay in onset otenoesmay be attributable to a

phase shift in the cortisol rhythm.
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In another study of total sleep deprivation, Moldofsky, Lue, DavidsonGamdzynski,
(1989) studied ten healthy males under 40 hours of sleep deprivatismaRtartisol was drawn
every 30 minutes to two hours throughout the study. Loss of a night pfreledted in reduced
sleep latency and an increase in sleep duration on the night folloMandifferences in plasma
cortisol were noted between the period before and the period followesyp sleprivation.
However, cortisol data were analyzed using mean values for fourntewals. Such analysis
may lack the sensitivity to detect cortisol differences. o8immor rhythm was not described in
this study. The studies of healthy individuals may suggest thattehorsleep disturbances have
little impact on the circadian cortisol rhythm. However, thek laf investigation into the cortisol
rhythm cosinor parameters in these studies prohibits drawing ttesdusions with any
confidence.

As in the studies investigating cortisol and depression, codisblinsomnia studies
have yielded conflicting results. Only one study reported cirogai@ameters. Of the five recent
studies involving cortisol and insomnia, three found no group differencessildies with non-
significant findings modeled the cortisol circadian rhythm. Om®mnted AUC results and the
second reported only evening cortisol levels. Riemann and collea?0@2) (studied cortisol
secretion during the night in a group of ten chronic insomniacs (sixewpand ten age and
gender matched controls. After two nights of acclimation to dberhtory, serum cortisol was
sampled every 30 minutes from 1900 to 0900. Results demonstrated tlsat cidt not differ
between the insomnia group and healthy controls in area under the curve.

Varkevisser, Van Dongen, Van Amsterdam, and Kerkhof (2007) also didndoa f
difference in cortisol secretion in a naturalistic studpB®finsomniacs and 20 healthy controls.

Well-being, including fatigue, mood and sleepiness, and cortisol weasured over the course
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of a day. Insomniacs reported a decrease in well-being, howevengwertisol levels were not
elevated in comparison with controls. The cortisol results are imasbrib earlier studies were
insomniacs demonstrate elevated evening cortisol. Compensatorynisethaesulting from the
naturalistic setting of the experimental condition may account for tkeofaaevated cortisol.

Only one study investigated the cosinor rhythm of cortisol ianmsa, describing the
acrophase and amplitude of the rhythm. Varkevisser, Van Dongen, arkthoKeg2005)
conducted a study of 11 individuals diagnosed with chronic insomnia and 1Byheatitrols
implementing a 24-hour constant-routine protocol. Salivary cortisol colscted every three
hours. Cortisol results demonstrated no differences between theniasgraup and controls in
absolute values or circadian parameters of amplitude and pleaseolsleep under the constant
routine protocol and the large interval between samples may contigbtite lack of significant
group differences.

In contrast to the studies that have found no differences é&etwentrols and
individuals with insomnia, two studies report significant group diffees. In a study by Shaver,
Johnston, Lentz and Landis (2002) sleep quality and stress were ineesiigavomen with
insomnia and healthy controls. Urine cortisol was collected dvercourse of the day. In the
insomnia group, morning urine cortisol was elevated compared to congots @.05).
Additionally, insomniacs reported higher levels of distress when cempar controls. No
rhythm analysis was conducted to explore the influence of caeatiythm on higher morning
cortisol levels, however higher levels may reflect an eaaieophase in insomniacs compared to
controls. Rodenbeck, Huether, Rither, and Hajak (2002) studied cortisol anchseepn male
chronic insomniacs and seven age matched healthy men. Participantstvgo nights in the

laboratory for the procedure. On the second night cortisol samplescolezeted. Participants
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went to bed at their habitual bedtime and were allowed t@ sdselong as desired, rising
spontaneously in the morning. Plasma cortisol was sampled every hog the evening and
night, beginning four hours before bedtime. Data was analyzed #s aneler the curve for four
hour intervals. The quiescent period for cortisol was also determiesdlt® found that cortisol
levels were elevated during the evening and night in the insommig gompared to controls.
Higher levels of cortisol in the first four hours were coredatvith poorer sleep quality. There
was a delay in the onset of the quiescent peped(.01) and an advance in the offge&(0.01)

in insomniacs compared with controls. The shortened quiescent period cquiddn ethe
elevation in cortisol levels and also suggest a circadian rhgibemation in individuals with
insomnia.

Studies examining the cortisol slope. Common to many of the studies employing
salivary collection methods is a truncated sampling tirmaené. Most studies fail to collect
cortisol over the night time frame, focusing on the period from awageto 2200. This
truncated sampling threatens accurate circadian descriptiessédntial data points are not
measured. The truncated sampling may result from theoreticatleattons that underlie these
studies. A number of investigations on the role of cortisol in heaith illness have been
premised on stress activation models. Stress and emotions arbtttmagtivate the HPA axis
causing increases in cortisol. Elevated cortisol upon awakingeflexted in steeper cortisol
slopes over the day time. Blunted HPA activation would result fretneas induced deregulated
or exhausted HPA system leading to flattened slopes in ill individuals.

A number of disorders and diseases share a common constellatispmptoms.
Individuals with cancer, fiboromyalgia, depression, and trauma rejpoitas sickness behaviors

of altered mood, altered sleep quality and decreased energy. Gdadianm rhythm of cortisol has



86

been an important area of research in all these disorders. Raadies, conducted since the late
1990’s, have focused on cortisol slope to the exclusion of consideration obrtisol phase
position. Between 1997 and 2007, 19 studies have investigated the slope ol aortisth
healthy individuals and individuals experiencing alteration in mood, slaefity and energy.
Lack of analysis of phase position may reflect the theoreisalimptions that underlie the
majority of the studies.

A theoretical framework proposing a phase shift model in contrast to arsivds$ could
also explain the flattening of the cortisol slope in illness. Thgnty of studies that report a
flattening of slope use a minimal sampling methodology. Cortisopkesmare limited to a
sample collection upon awakening and a few subsequent collectionauaethe course of the
day. Few studies collected samples over a whole 24 hours. Cosinor diubcilator analysis
were not employed in the data analysis in any of the studibsugh one study used multilevel
growth curve analysis (Adam, Hawkley, Kudielka, & Cacioppo, 2006). Linegression for
cortisol on time was used to determine the slope of the cortistihelehroughout the day.
Utilizing linear regression analysis assumes that all smrtcollection times fall on the
descending arm of the sinusoidal curve that describes the ciradytlam of cortisol. With
collection times spaced every two to four hours, this assumptiod easlily be incorrect. The
timing of first saliva collection in relation to wakening timeynalso play a critical role in the
determined slope. Additionally, slope may be influenced by methodologaresiderations
governing whether participants woke on their normal schedules oramaiened at a specified
time. Adam, Hawkley, Kudielka, and Cacioppo (2006) studied older adults for threatdayee
time points; wake, 30 minutes later and at bed. Using multileveltgrowves, the study found

that slope was predicted by the amount of the morning rise in cortisol. Highreariing values



87

were associated with steeper slopes ¢ 0.553,p < 0.001). None of the studies allow for the
possibility of a difference in phase position to account for thesrdifice in slope. A sample
collection occurring at the nadir of the rhythm would yield aste slope then when all samples
occur prior to or subsequent to the rhythm’s nadir. It is feasible thatpbeee slope difference
between participants experiencing sickness behaviors and cordflelsts a difference in the
cortisol phase position.

Of the 19 studies, five have studied healthy participants, two hasieedtwomen with
fibromyalgia, six have studied cancer, one studied trauma and one stegredsion. With the
exception of the studies by Catley, Kaell, Kirschbaum, and Stone (200i@h used multilevel
random effects modeling, and Adam, Hawkley, Kudielka, and Cacioppo, (200€}; whked
multilevel growth curve modeling, all the studies used linear regmeor repeated measures
ANOVA to analyze the data. For the linear regressions, contiaslregressed on time for the
data that excluded the samples that reflected the cortiskeamg response (CAR). Four of the
studies did not find a difference in slope between the groups. Fitiediesfound a flatter slope
in the at least one group.

The majority of cortisol studies involve group differences betwi populations and
healthy controls. Of five reported studies examining cortisol slopaly healthy participants,
all five studies found significant differences in gender, raam@unic and personality factors.
Outcome measures differed among all the studies. Sample amesirfrom 80 to 781 indicating
ample numbers to detect small differences in slope on each outcome.

Samples taken only at two or three time points on a single daydprthe minimum data
needed to determine slope. Cohen, Schwartz, Epel, Kirschbaum, Sidney,eananS2006)

investigated 781 healthy adults between the ages of 33 and 45 ydars. s8mples were
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collected six times on a single day referenced from the tf waking of the participant until
bedtime. A linear regression line was fitted to the individualta.da statistically flatter slope
was found in African Americans € -.26,p < 0.0001) even after controlling for education and
income. Both low education and low income was associated with f&tiees ( = -0.11, p <
0.05; r = -0.15, p < 0.05 respectively). Unexpectedly, poorer sleep quality was pdgitive
associated with slope € 0.12,p < 0.05) suggesting better sleep quality with flatter slope. It is
important to note that sleep quality was measured with a dimglpoint likert type question. In
another study, Polk, Cohen, Doyle, Skoner, and Kirschbaum (2005) examinewl catrtil4
times over one 24-hour period in 334 healthy adults (159 men) betweegethefal8 and 54.
Participants were monitored in a hotel for two days and samgpliested 1830, 2230 and the
following morning at 0545, 0615, 0645, and hourly between 0800 and 1600. Sleeptwé®dis
in order to collect samples. Results found a steeper slope in wanmgaed to men. In men
with low PA slope was flatter, however, in women with high PA tlopes was flatter. The
results are difficult to interpret due to methodological and sansglges. The influence of
environmental and sleep disturbances could not be controlled. Samplisgedtige to
variability in participants’ normal wake times confound the resuftsaddition, 42% of the
sample was comprised of smokers. Smoking has been found to impact cortisol levels.
Averaging samples over a number of days allows for the effe#ctdaily variation
contributing to a more robust profile. In a study by Sjogren, Leandeand Kristenson (2006),
the cortisol slope of 257 adults ranging in age from 30 to 64 wastigatesl. Cortisol samples
were obtained at wake, 30 minutes later and in the evening ferdhases. Averages of the three

days were log transformed and linearly regressed. Flatter rhytknesassociated with cynicism,
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depression and exhaustion. A positive correlation was found between csldiseland self-
esteem in womerp(= 0.02) but not merp(= 0.76).

In a study of 80 healthy Chinese adults, Lai and colleagues (20@Bhined the
relationship between cortisol slope and positive affect findingcatBtisignificant relationships.
Data from three collection times at 1200, 1700 and 2200 on two consecutiveel@yanalyzed
by ANOVA. In participants with higher affect the cortisabgé was steeper as determined by a
significantly lower 2200 cortisol value compared to participanth Yawer positive affectt(=
3.3, p < 0.001). Negative affect did not demonstrate the same effects aortieol slope
prompting the authors to conclude that positive resources are moretigeedf cortisol activity
than negative influences. The authors used the Chinese Affect scalsample of Chinese
nationals. Validity and reliability were reported as adequatetheitgeneralizability to an
American culture of the findings is limited due to cultural ddfeces in definition and
measurement of affect between cultures. Approximately half (52%j)e sample were women.
Ages of participants ranged from 19 to 55 years. No considera@sngiven to potentially
confounding factors usually considered in circadian rhythm studwydimg wakening time,
menstrual cycle/status, and annual season. In addition to cultural, eremtahrand social
factors unique to China limit the generalizability of this study.

A large body of literature has described the differences insocbglope between healthy
and clinical populations. Results include both no group differences andicsighigroup
differences. Of the studies that found no difference in slope, oneomdsicted with participants
diagnosed with fibromyalgia (FM) and one study included both FM aedmatoid arthritis

(RA) patients. The third study involved women diagnosed with metadtegast cancer. All
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studies were conducted in naturalistic settings with particigaerf®rming saliva collection at
specific times during the day. All collections were performed duringrdaytours.

Catley, Kaell, Kirschbaum, and Stone (2000) used multilevel randorotefi@odel to
analyze salivary cortisol collected from a sample of 21 F#lepts, 18 RA patients and 22
healthy controls. In the FM group, 86% were female. In the RA g®ifh were female and in
the healthy control group 73% were female. Saliva samplescweieeted every two and a half
hours between 0800 and 2100. Multilevel random effects modeling haslvhetage over
linear regression in not treating the participants as fixetbrfacBoth the participants and
cortisol samples were treated as random effects. Resultedhwvdifference in slope among
the three groups. Demographic differences in the groups may adoopatt for the lack of
significant differences in slope. The three groups differed onnattpethe RA group older than
the other two groups. The study did not control for medication use bgipants. Both the FM
group and the RA group took medications including antidepressants anchg@ications. The
study did not report accounting for menstrual status or phase in the femalpatsic

The second study demonstrating no difference in slope involving Fiipants was
conducted by McLean and colleagues (2005). Twenty women with FM and |i6yhaantrols
provided saliva samples upon awakening, one hour later, five houranat@nce between 1500
and 1600 for two days. Data were analyzed by repeated measuysssasfarariance (ANOVA)
and spearman’s rank correlation. The results showed no differendernal variation. This
study is limited by sample size, with reported heteroggmeithe presence or absence of abuse
history. The study did not report controlling for menstrual phase arstmmtion status.

Repeated measures ANOVA requires equally spaced fixed cofietttnes contributing to a
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24% loss of data due to non-adherence. Differences in awakening times could acdacktdbr
statistically significant group differences.

A study of 103 women with metastatic breast cancer was condugté@drber-Cobb,
Sephton, Koopman, Blake-Mortimer, and Spiegel (2000) and examineddhensip between
cortisol and social support. Saliva samples were collected at 0800, 120@nt7P000 for three
days. Cortisol slope was determined by linear regression. Rebkaltged no correlation between
social support and cortisol slope. This study did not compared wombmmeiiastatic breast
cancer with a healthy control group. The study did not compareteymseverity and cortisol
slope. Differences in wakening time, menstrual cycle, or menstrual stetast controlled.

Fifteen out of 18 studies did report slope differences betwkwssl and healthy groups.
All of the studies compared groups where sickness behaviors dypifee symptoms of the
disorder or compared symptoms of sickness behaviors within one @bugtudies involving
participants diagnosed with breast cancer found flatter slopesicercpatients when compared
to controls and flatter slopes in measures of fatigue, affecietgnand survival. Seven studies
involved healthy participants measuring hardship, affect, exhaustibessem, and trauma.
One study examined depression in a population of adults with corortary disease (CAD).
All of the studies were conducted under naturalistic conditions allofeimttpe entraining effects
of the environment to maintain the normal rhythm of the participamgicipants collected
salivary samples during the daytime hours. With the exception oty by Bower, Ganz,
Aziz, and Fahey (2005), all data were analyzed by linear @gret determine cortisol slope.
Bower, Ganz, Aziz, and Fahey (2005) used multilevel modeling to dedtre cortisol slope in

a study of 42 breast cancer survivors and 16 controls.
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Of the six studies involving breast cancer participants, one stoahpared the cortisol
slope of breast cancer participants with healthy controls (Adratbe, Kalin, Thurow,
Rosenkranz, & Davidson, 2003). Seventeen women with metastatic bt \ware compared
to 31 controls on cortisol slope. Saliva was collected at time kihgal200, 1700 and 2100 on
three consecutive days. Linear regression was used to detesiope and groups were
compared using t-tests. The women with cancer exhibited a fi@e {46 = -2.19,p < 0.05)
compared to controls. In controls but not cancer patients, flatter sl@age significantly
correlated with lower social support£ - 0.40,p < 0.05) and trended to a positive correlation
with perceived stress € 0.32, p = 0.07).

Sephton, Sapolsky, Kraemer, and Spiegel (2000) studied 104 women witstatieta
breast cancer. Saliva was collected at 0800, 1200, 1700 and 2100 for Yyse&ldpe was
determined by linear regression. The Cox proportional hazard modelisedsto regress the
cortisol slope on survival time. The results showed that flattgrespredicted shorter survival
times pazard ratio= 464.9;p = .0036). The study further noted that only 37% of the participants
exhibited normal rhythms, with a cortisol peak at 0800. Of the irenga63%, cortisol levels
peaked later in the day for 49% and earlier in 14%. These deviahinthyexhibited lower
morning and higher evening cortisol values than normal rhythms. The sutbted that
participants with the flatter slopes exhibited lower morning andehnigvening cortisol that was
statistically significant suggesting that more participants flat slopes may have earlier or later
phase positions than normal.

The study did not report the relationship of phase position with sutuival The study
was strengthened by the investigation of potential confounders.e&spn pain and sleep

quality were controlled. Only sleep quality demonstrated a sgnif relationship with slope
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being higher in participants with flatter slopes. This relatignstid not eliminate the
significance of the relationship between slope and survival. They stigd not control for
menstrual status or cycle and medication use.

Using 91 women with metastatic breast cancer from the sameples as the previous
study, the relationship of the cortisol slope and psychologicalkedegnt was examined. The
Weinberger Adjustment Inventory Long Form (WAI) was used to meafistress, restraint, and
defensiveness. The WAI has been used as a trait measure t¥enediect and depression.
Participants were classified into one of four groups (non-extrsatieassured, high anxious, and
repressor). The cortisol slope was determined by linear sg®gre and the four levels were
compared using the Kruskal-Wallis test. The groups differei$titatly on slope* = 8.03, p <
0.05) Repressors' cortisol slope was significantly flattem tisalf-assureds’. The pooled
repressor-plus-high-anxious group's cortisol slope was sigmifyclatter than the self-assured
group's. Repressors' cortisol slope was significantly flatt@n the non-extreme group's slope.
The author acknowledge that 40% of the participants demonstrated timing of pesak calties
that was phase advanced or phase delayed when compared to thedetpexfor the rhythm
peak.

In a second study examining the relationship between cortisol slogerepressor
characteristics, 29 women with breast cancer participatethierapy session (Giese-Davis et al.
2006). Expression of positive and negative affect was recorded by \odeatal coded by
researchers. The WAI was used to measure distress, reatrdidefensiveness. Salivary cortisol
samples were collected at 0800, 1200, 1700, and 2100. Women who demonstratedraigh res
in expression and those high on negative affect exhibited flattesalostopes B = .50;p =

0.03B = -.47;p = 0.02, respectively). Expression of positive affect was unrelatezbrtisol
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slope. Samples were collected at 0800 regardless of wake tatter Blopes would be expected
in participants with earlier wakening times. This study is also limitea &ipall sample size.
Disturbances in affect, sleep quality and energy define, ingeptession. A number of
studies examine both depression and sleep quality in a specific populdadijirva, Tashev,
Delchev, and Bakalova (1995) investigated plasma cortisol levels growp of depressed
volunteers with and without sleep disturbances. Cortisol was measu@8@0, 1600 and 2200
in 122 depressed individuals. Good sleepers comprised 60 participantif@hwand bad
sleepers comprised 113 participants (85 women). This study founelragrtisol levels at 0800
in bad sleepers compared to good sleepers on the first day toath©n day two, participants
received oral administration of dexamethasone. Cortisol leveks lgher at 2200 in the sleep-
disturbed group. When compared with a control group of 65 healthy persali$enence was
noted in cortisol levels between controls and depressed without slsepbdnces but in
participants with disturbed sleep, cortisol levels were higher.eBo@anz, Dickerson, Petersen,
Aziz, and Fahey (2005) studied 29 breast cancer survivors, 13 with o¢patigue and 16 non-
fatigued. Saliva was collected for two days at wakening, 1200, 1700 and Z2p@. was
determined by linear regression and multilevel modeling was tesedmpare the groups on
demographic and symptom variables. Flatter slopes were found iatitneetl group compared
to the non-fatigued group. However, no differences in cortisol slopesbetgroups were found
for sleep quality and depressed mood. The authors noted that four 29 tbertisol slopes
demonstrated considerable variation from the expected phase positidme Imon-fatigued
women two exhibited cortisol peaks around 1200 on one of the sample dals. fatigued
women, two exhibited increased cortisol levels at the lastatimfetime of 2200, suggesting a

cortisol peak sometime during the night. This study is limited bynall sample size, which may
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explain the lack of significant findings regarding the symptomdegfressed mood and sleep
disturbances. Effects of menstrual status and cycle on cortigthinthwere not considered.
Approximately half the women were on the medication tamoxifens inknown how the
medication impacts diurnal rhythms.

Backhaus, Junghanns, and Hohagen (2004) studied cortisol and sleep m@aadjtpup
of insomniacs and healthy controls. Cortisol was measured in thengqmakening and 15
minutes later) and evening over a period of one week in a grouparhmescs (n = 14) and
healthy controls (n = 15). Results showed lower morning cortsals p < 0.05) in the
insomnia group compared to controls. The slope, measured from thenmtiasing sample and
the evening sample was flatter for the insomnia grqup= (0.013). Morning cortisol was
negatively correlated with subjective measures of sleep qualityhich higher scoring on sleep
guality indicated poorer sleep. Results suggest that elevated moorirspl is consistent with
better sleep. The possibility of a phase shift in cortisol contngut lower morning cortisol
levels cannot be eliminated.

Another study found a flattening of the cortisol rhythm in a sangblinsomniacs.
Vgontzas and colleagues (2001) studied cortisol and sleep in 11 indiwdtraissomnia (five
women) and 13 healthy controls. Controls and patients were age anthbedyndex matched.
The participants followed a protocol of 4 consecutive nights in @ &éeratory with scheduled
bedtime between 2200 and 0600. Plasma cortisol was drawn every 30 noinutss fourth
night and modeled using cosinor analysis. Results showed a significAsblccircadian rhythm
in both groups. There were no rhythm differences between groups. Bafpsgpeaked in the
early morning and reached a nadir approximately one hour preleeép. Mean cortisol values

were significantly higher in the insomnia group between the hout2@d and 1400 and lower
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between 2200 and 0200. In addition the amplitude was decreased in the ingpoupa
compared to controls. Lack of phase difference between groups nairibetable to the three
night of sleep entrainment to a 2200 to 0600 sleep schedule. The study diétexwhine
morningness-eveningness of the participants although it did statbehzarticipants had regular
sleep schedules similar to that used in the study.

Sleep quality was studied by Palesh and colleagues (2008) in 99 woithebreast
cancer in relation to cortisol slope. Salivary cortisol wasectéd for two days at waking, thirty
minutes later, at 1200, 1700 and 2100. Linear regression was used toirtetiie slope of the
cortisol rhythm by regressing all cortisol levels on tinmrfrwaking. Total number of hours in
bed (TIB), sleep latency, sleep efficiency, wake episodes, ake wafer sleep onset were
measured using wrist actigraphy. Flatter cortisol slopeslatecewith depression € 0.21;p =
0.05) and the average length of wake episodes((21;p = 0.04). There were no relationships
between cortisol slope and any other sleep measures. Over ahefttive sample was using
antidepressant medication including serotonin reuptake inhibitors (S@RU) tricyclics.
Nineteen participants were taking medications for sleep distugbambe use of medication may
explain the lack of significant findings between cortisol slope and many efee measures.
Studies examining the relationships between cortisol and other rhythms.

Studies investigating the temporal relationship between two or olegical rhythms
are limited. A number of studies measured more than one biologithim but did not compute
the phase relationship between the rhythms, rather reported phasenpasf each variable
individually. Some studies have found between group phase differenmes rhythm but not in
another. These studies will be discussed here. A phase shift inygtherim the absence of a

phase shift in the second rhythm suggests a possible phaseldiegence between variables.
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Avery and colleagues (1997) found a phase delay in cortisol foripartits with SAD when
compared to controls. The study by Avery and colleagues (1997) involedhafe participants
with a diagnosis of SAD and nine controls. Participants were rejtorenaintain a routine for
one week prior to sample collection in which sleep was permittgdbativeen 2100 and 0600.
Blood was collected every hour for 24 hours. A two harmonic modelusag to fit the data.
The cortisol minimum was delayed approximately two hours (0011 f@ Béticipants and
1003 for controlsp < 0.05) in participants with SAD. Light therapy was shown to phase advance
SAD participants. Phase position for the acrophase differed betyweeaps by approximately 30
minutes (0652 verses 062@, = 0.05). Thyroid stimulating hormone (TSH) was also measured
in this study. The phase position of TSH was not different betwédnh [@rticipants and
controls. The PAD was not reported but a two-hour phase delay in SADigsmts would
suggest that the PAD between depressed and control participands We significantly
different. This study is limited by a small sample sizee Do variations in menstrual cycles the
authors were unable to control for menstrual cycle. Two SAD paatits and one control were
in the luteal phase of their cycle. In order to isolate theadian rhythm from the effects of
masking a constant routine was used during sample collection. Undeartoasvironmental
conditions and bed rest with no sleep periods, the masking effects of sleepantkattivity are
controlled. The use of constant routine and standardized awake tgkesunderestimating or
overestimating the degree of phase shift secondary to thetseffethe normal daily routine on
phase placement. This study fitted the data to both a 24-hour rlayttira 24-hour rhythm with
a 12-harmonic. Differences in parameters between the two antdgbniques can be seen in the
acrophases. The cosinor analysis reported a pretest acrophase ef-Q%2 hour. Under the

addition of the 12 hour harmonic, the acrophase was reported as 08%&2 Hours, suggesting
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greater accuracy in the 24 hour plus 12 hour harmonic model. The authatshadtevo of the
subjects could not be fitted to the cosinor model.

Another study in which more than one variable was measured, but thes phais
compared to each other, involved cortisol and interleukin-6 (IL-6).isobrand plasma IL-6
levels were collected from participants in a study by Alaad colleagues (2005). The study did
not report PAD between cortisol and IL-6, but did report on the phasgoposi both cortisol
and IL-6 in depressed and non depressed participants. Nine patscgpagnosed with major
depression and nine healthy controls were studied. Participantanaéched on age, BMI and
gender. Five of the depressed participants were female. Thewasdgonducted in a research
facility and all women were in the follicular phase of the nrera$ cycle. Participants were
allowed to be active during the day but required to be on bed restepetineehours of 2200 and
0700. Blood samples were collected serially between 0800 on day tw®&0ilthe following
day. Data was fitted to both single and multiple cosinor curves. Wigedepressed group was
compared to the control group, a phase shift was noted in IL-6, butamt$ol. In the
multicomponent cosinor model, the orthophase was located at 0024 hour for cantrdl&32
hour for depressed participants. The bathyphase was located atdislfdr controls and 0424
hour for depressed. This represents a phase shift of almost 12 hoursolGhdt not differ
significantly between depressed participants and controls. The orthaylasésol was located
at 0652 hour for the control group and 0632 hour for the depressed group. Tighas¢hwas
located at 0900 hour for the control group and 0804 hour or the depressed gsoalealt from
this data that the group PAD significantly differed in depressiotro8s-correlation between IL-
6 and cortisol lag times was performed. The mean of the individuaévalf the correlation

coefficients showed a significant lag in healthy participants nmit depressed participants.
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Healthy controls demonstrated a six hour lag in the orthophase ®fwhen compared to
depressed participants. Individual PADs were not reported in this study.

The study was strengthened by careful matching on gender, ageamMmenstrual
cycle phase as the authors note the significant influence of esdrame IL-6 secretion.
Homogeneity in diagnosis of major depression was increasteyexclusion of co-morbid
diagnoses including anxiety, eating disorders, substance abuse wciibtios disorders.
Additionally, the ability to detect with precision, the orthophases atiyjplaases was improved
by the use of multicomponent cosinor analysis. This study watetiroly small sample and the
use of antidepressant medications, which may have contributed to kheflaifference in
cortisol phase position between groups. The study design that prohibiig#dahaising and
retiring times and the standardization of meal timing and nutrition mayilmatetto rhythms that
were deviant from those under natural environmental conditions.

Studies have been conducted on the timing of endogenous rhythms and slégp qua
parameters, such as sleep onset. One early study reported@hieeRieen the cortisol and the
sleep rhythm was conducted by Jarrett, Coble, and Kupfer (1983). tlitig isvolved 14
participants diagnosed with primary depression and 14 controls. The somée@ matched on
age and gender with depressed group. Participants were controlleeristrual cycle stage but
not menstrual status. The PAD between cortisol and sleep onseles@asbed. Participants
remained ambulatory within a research facility until habitualtibee allowing for a somewhat
more naturalistic environment compared to constant routine conditiomsd Blas drawn every
20 minutes. The nadir was determined by the mean of the lowest ¢brtisol levels. Sleep
onset was determined by a three-night sleep electroencepimalogkeutely depressed

participants demonstrated a smaller PAD between cortisol nadlislaep onset compared with
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controls (188 minutes verses 239 minutes respectiyehly;0.017). The study is limited by
sample size and the inclusion of participants taking medicatioie & the 14 depressed
participants were taking antidepressant medications.

Circadian Rhythm of Cortisol Summary. Results of studies involving the diurnal
rhythm of cortisol in health and illness have proven to be highlydg#aeous. Many studies
have found significant group differences while other similarly gie=i studies failed to
demonstrate significant differences. Lack of continuity in grdwgracteristics may account for
some of this heterogeneity in results. In studies of depressegbsy the inclusion of co-
morbidities and a variety of depression types may confound resulggolps of participants
with cancer and immune disorders, differences in symptom mamidestaay confound results.
Results suggesting a flattening of the cortisol slope have dentedstm highest amount of
consistency among studies. These studies fail to exclude to theilggssf a phase shift in
cortisol as an explanation for the flattened slope. More investigét needed to evaluate the
possible influence of phase position in relation to flattened slog¢hddological differences
and small sample sizes threaten confidence in results. Fuditeerthe lack of investigation into
the phase angle differences among rhythms may contribute tladkeof consensus among
studies.

Circadian Regulation of Estradiol

No studies have been found that investigated the circadian rhythm of estrawiélTalo
studies compared estradiol and cortisol circadian rhythms. THiause, and Goretzlehner
(1993) investigated cortisol and estradiol rhythms in women witteqonelabor. Results found
that in preterm labor, the cortisol rhythm was phase delayedmparison with controls. The

estradiol rhythm exhibited no difference in phase position betweesrpré&tbor and term labor.
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Again, while the phase angle between the two rhythms was notedpardelay in one rhythm
and not in another points to the possibility of different phase ahgtesen rhythms. The phase
shift of cortisol in the absence of a similar phase shift imag®| suggests a possible
misalignment between the rhythms.

A study by Bao and colleagues (2004) compared circadian cortis@saradliol rhythms
in 27 women, 12 with a diagnosis of major depression. Cortisol and estaaBomeasured
every two hours over a 24-hour period at four times during the melnsyale. Measures were
taken on the first day of the menstrual cycle, during the lateutdr phase, early luteal phase
and late luteal phase. As expected, both cortisol and estradiandeated clear diurnal
rhythms. The best model to represent the data was found tpdaked cosine function with one
additional harmonic. For cortisol, most participants (85% of contnods G6% of depressed)
exhibited an ultradian rhythm of six or eight hours. In 34% of the depdeparticipants a 12-
hour ultradian rhythm best described the rhythm. In estradiol, theé comsmon ultradian
harmonic accounting for 56% of the controls and 54% of depressed parsonsithe fourth
(six-hour) harmonic. Estradiol level variations were consistensadhe menstrual cycle (@l
0.12), with depressed exhibiting larger amplitudes than conots @.046). For controls, the
acrophases of cortisol and estradiol were significantlyetated ( = 0.729,p = 0.003). The late
luteal phase demonstrated the highest correlation. The depressgul dgmonstrated no
correlation in acrophases during the late luteal phase, suggtsiing coupling of cortisol and
estradiol is present in healthy participants but not depresseé@nvaxdecoupling of the cortisol
and estradiol phases suggests a phase misalignment in depressed women butyobhtalth
This lack of correlation was evident despite the fact that a nuofilibe depressed women were

taking medications for depression, including Clonazepam, Imipramineaxdatloe,
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Amitriptyline, and Sertraline. A documented affect of antidepressara phase shift in cortisol.
The presence of a statistically significant differenceraugs despite the potential phase shifting
effects of medication may speak to a high degree of misalignmelepression or may suggest
that antidepressant medication serves as decoupling agents.

While studies that examine the diurnal rhythm of estradiol arg laited, variations
across the menstrual cycle of cortisol and other rhythms have been tret stiljeestigation. A
number of studies have examined the diurnal expression of various horamzhbghaviors at
different times over the menstrual cycle, recognizing theréifiee in reproductive hormones at
the different times. These studies imply that the changingamaental milieu of reproductive
hormones during the various phases of the menstrual cycle influeacections of circadian
rhythms. While suggesting an influence of reproductive hormonesroad@n rhythms and
perhaps the SCN, these studies fall short in directly examihmgatential influence of the
circadian nature of the reproductive hormones themselves.

The menstrual regulation of mood has been documented since tha ®&bly (May,
1976; Silbergeld, Brast, & Noble, 1971). Premenstrual syndrome and premémltsphoric
disorder are characterized by changes in positive and negatieg aféep quality and energy
levels occurring predominantly during the luteal phase of the noahgtycle (Freeman, 2003;
Futterman, & Rapkin, 2006); Halbreich, Borenstein, Pearlstein, & K20@3; Johnson, 2004,
Reed, Levin, & Evans, 2008; Steiner et al., 2006; Wright & Badia, 1999).

Studies across the menstrual cycle have suggested thablcsetisetion varies over the
cycle. Studies of mean levels show conflicting results with saperting lower cortisol levels
in the luteal phase (Symonds, Gallagher, Thompson, & Young, 2004) amel remporting

elevated cortisol levels during luteal phase (Andreano, Arjomandi, & Cabhill, 200%. Qudies
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have found no quantitative differences in cortisol but significantrdifiges in timing (Parry,
Javeed, Laughlin, Hauger, & Clopton, 2000). In addition, temperature ad®lifferences and
phase delays in the luteal phase compared to follicular phase favddmimented (Nakayama
et al., 1997).

The limited number of studies reporting a diurnal rhythm in @strgrohibits the
formation of substantive conclusions. Adequate data does not exisgessag influence of the
diurnal rhythm of estradiol on health. However, the evidence of healthtigar across the
menstrual cycle suggests that the influence of estradiol reqtur¢éher investigation. One
characteristic of estradiol that remains unexplored is the circadizti@ar
Pilot Study

A pilot study was conducted to explore the participant burden, adhdrepoatocol and
accuracy of data collected in a study involving 24 hour salivanpbkag. Fitting a nonlinear
regression to data requires an adequate number of data points acradsgaate range to
establish an accurate representation of the rhythm. Salivanplisg requires the specific
actions and attention on the part of the participant, potentially disrupting otivéresc Salivary
sampling demonstrates a number of advantages over plasma samgdliragySampling allows
for collection by the participant in a naturalistic setting,less disruptive to routines and
preferred by most participants (Hanrahan, McCarthy, Kleibemgdndorf, & Tsalikian, 2006).
Salivary cortisol samples possess an advantage over plasnsolcsainples in that salivary
samples represent the active, free fraction of cortisol, avotimgneed to analyze the within-
subject and between-subject differences in cortisol-binding globin aftS&y, Lynn,

Laudenslager, & Kohrt, 2005).
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In order for mathematical models to be accurate, sampling capstire all significant
information represented. Inappropriate timing of collection and faitorecollect threaten
accuracy. Non-adherence to collection schedules has been addnesseanber of studies. The
awaking cortisol response (ACR) is often used to determine thisatqrofile upon awakening.
The protocol usually includes sampling at 0, 15, 30 and 45 minutes post awakening. Studies have
found that non-adherence to ARC sampling protocol results in @rflattrve (Kudielka,
Broderick, & Kirschbaum, 2003; Thorn, Hucklebridge, Evans, & Clow, 2005)ubliest relying
on estimating non-adherence from self report, rates of non-adhereneeesigmated to be
between 13 and 33% (Thorn, Hucklebridge, Evans, & Clow, 2005). Other studies have
investigated collection adherence across the daytime hours. edtroeically monitored
participants, adherence to a sampling protocol of six collections darmge day period was
found to be 74% (Kudielka, Broderick, & Kirschbaum, 2003). In a study of auter® a
protocol of five daily collections over a seven day period electronically orediadherence was
found to be 71% (Broderick, Arnold, Kudielka, & Kirschbaum, 2004). When collectizestare
not fixed, electronically monitored adherence was found to be 81% wihisli@ermined to not
affect the diurnal profile of cortisol (Jacobs, Nicolson, & Derom, 200&g diurnal cortisol
profile was determine by hierarchical multiple regression tecias, therefore it remains unclear
as to whether non-adherence affects the determination of theotatirophase derived by
nonlinear regression analysis. No study has been found to evaluasuéoaf adherence on
estradiol sampling. Studies have been limited to sampling protbetlencompasses only
daytime hours. Night collection schedules impact on adherence hbsarostudied. The effect

of non- adherence on curve fitting is unknown.
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To assess burden a burden scale was developed. The researatest-®articipant
Burden Scale is a four-item Likert scale with one additional -@peled question designed to
assess the subjective experience of participation in this spstifily. Item responses ranged
from 1 to 4. Total possible scoring ranged from 4 to 16. A final opeleg question invited
participants to add any additional thoughts regarding the study procedure.

Sample. A convenience sample of women with normal menstrual cyclesrecasited
from an urban university. Five women participated. University womepresent a relatively
homogenous group in comparison to the general population, demonstratingr siolala
functions, educational levels and socio-cultural status. The sampienoén was selected based
on responses to the Horne-Ostberg Morningness-Eveningness QuestidiMitad)). Women
were eligible if they demonstrate eveningness (ET) or mgnass (MT). Women who score
from 16 to 41 are considered ET and those who score from 59 to 86 aecethdVT (Horne
& Ostberg, 1977). Inclusion and exclusion criteria adhered to theriariof the small-scale
study.

Procedure. Procedure for the pilot followed the procedure as described above in the
small-scale study with the exception of a total collectiontwélve samples from each
participant. Suggestions for increasing saliva production werenatgarovided to participants in
this pilot.

Analysis. Data was fit to the peaked cosine function with one additional dracm
Y=M+ACOS((t-®,)+VSIN(t-®,))+BCOS(u*td,) model (Bao et al., 2003). Due to the expected
burden of waking every two hours during the night, the full set of wagfit to the model, as

well as, a truncated set of data that eliminated the night-time collection.



106

Results. Participant burden was addressed by a researcher-developed boate. Total
scores ranged from 8 to M¢£9.4, SD=1.52). The highest burden was reported for sample
collection during the nightM = 3.4,SD = 0.56). Lowest burden was reported for keeping the
diary (M=1.4, SD = .055). Comments added by participants included, ‘Difficulty gemeay
sufficient quantity of saliva’ and ‘Difficulty abstaining from food/beveageaor to collection’

Three of the five participants collected all required samples withinoifextton window.
Two participants missed samples (40%). A total of three sanpdes missed (5%). One
participant missed one sample collection at the 2000 hour collectien Another participant
missed two collection times, one at 0600 hour and 0800 hour.

The discrepancy in acrophases between full samples and trusaatptés ranged from
14 minutes to seven hours and 20 minutes (Table 2.1). The greategtatisgrappeared in the
estradiol regressions. Table 2.2 presents according to morningressagness type, the results
of the data obtained from the PSQI, SSQ, POMS and PANAS, thedeAieen cortisol and
estradiol as determined by the full sample model. The PADpéoticipant five differed
considerably from the other four participants. In addition, participaatreéported poorer sleep
quality with a score greater than five on the PSQI. Scoriag @onsiderably higher on the
fatigue subscale of the POMS, lower for the vigor subscalecavet for subjective sleep quality
for participant five.

Participants reported difficulty in waking during the night to ablialivary samples.
Waking during the night to collect saliva samples was moderatelyety difficult for all
participants. Despite the reported difficulty in waking during thghiito provide salivary
samples, only one overnight sample was missed. Difficulty irergéing sufficient saliva to

adequately fill the vial was reported by participants. Technituescrease saliva production,
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including rinsing mouth with cold water, visualization and food smeby mssist in saliva
production.

Modeling of both cortisol and estradiol differed between full samples$ truncated
samples. In cortisol, acrophases for full samples and truncatgolesamere closer than in
estradiol samples. This may be due to loss of important informairothé estradiol samples.
While cortisol, on average, acrophases approximately 45 minutesaaftekening, estradiol
acrophases during the night, at approximately O4@®&k@ali & Southern, 2006)Failure of the
truncated sample to provide similar acrophases to the full samgjebe attributed to poor
goodness of fit in some data sets. The small number of data pe&ytsalso contribute to
inaccurate regressions. In samples where the model explaineer gheen 70% of the variance,
greater congruence between full sample acrophases and truseaigade acrophases was
demonstrated. The small-scale study increased sample @oilécdm 12 to 13 in the 24 hour
period. It would possibly be of benefit to extend the collection overhandi4 hours (seven
collections) to increase the number of data points for analysis. Due to liestmarces, extended

sampling was not possible in this study but will be considered in the future.
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Table 2.1.

Pilot Study: Peaked Cosine Function with One Additional Harmonic
Y=M+ACOS((te1)+VSIN(t-®1))+BCOS(u*t-D).

FS = Full Sample, TS = Truncated Sample with nighe values removed, CA = Cosinor Analysis

Particip Measure Har- R? Acro- Har- R? Acrophase Acrophase CA Fit
ant monic  FS phase monic TS TS TS CA
FS FS
1 Cortisol 3 0.50 08:15 3 0.48 08:01 09:00 0.33
Estradiol 4 0.66 16:25 4 0.79 09:05 17:00 0.45
2 Cortisol 3 0.74 07:52 3 0.70  08:01 09:30 0.27
Estradiol 2 0.50 21:33 2 0.59 00:37 05:25 0.57
3 Cortisol 3 0.85 22:25 3 0.93 01:22 00:30 0.93
Estradiol 3 0.37 08:33 3 0.19 00:58 02:20 0.72
4 Cortisol 3 0.87 1438 3 0.89  14:08 14:00 0.10
Estradiol 2 0.56 04:19 2 0.62 17:34 02:00 0.64
5 Cortisol 3 0.89 11:25 3 0.92 10:51 09:50 0.05

Estradiol 2 0.84 15:05 2 0.85 14:45 13:50 0.17
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Pilot Study Scores on Subjective Measures.

Participant MEQ PSQI POMS POMS POMS POMS SSQ PANAS PANAS PAD
Vigor- Fatigue- Depression- total Positive Negative
Activity Inertia  Dejection Affect Affect
1 MT 16 2 3.21 -11.66 4.1 37 13 8.17
2 MT 2 7 1 9.64 3214 30 20 23 10.32
3 MT 4 19 9 0 287 49 41 11 10.13
4 ET 5 9 8 11.79 28.67 48 29 15 10.31
5 ET 7 2 14 5.36 39.24 171 13 14 3.66

MEQ=Morningness-eveningness Quaatd@e, PSQI=Pittsburgh Sleep Quality Index, POM®file of Mood Survey, SSQ=Subjective Sleep

Quality, PANAS=Positive Affect Negative Affect SeaPAD=Phase Angle Difference, MT=morning type, E¥ening type
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Chapter 3
Resear ch Method
Design

A descriptive, comparative, correlational study design was usedplmre the phase
relationships among the biological rhythms of cortisol and estradwbltl@e social rhythm of
morning-eveningness. The phase relationships were examined inrhai to altered affect,
sleep quality and energy level. A sample of women with normalstnel cycles was used in
this study.

The purpose of this study was to identify phase relationships betivediological rhythms
of cortisol and estradiol and describe their association withrhaalivomen. This study is the
first step in identifying, describing and determining the relatigndbetween contributing
endogenous rhythms and affect, sleep quality and energy levetpEb#ic aims of this study
are:

Aim 1. To analyze and compare the circadian morning-eveningness rhythhreancadian and

ultradian rhythms of cortisol and estradiol in healthy premenopausal women.

Working Hypothesis 1a. Healthy premenopausal women will exhibitcadian and ultradian

rhythm in both cortisol and estradiol that can be fitted to multiple cosinor curve.

Working Hypothesis 1b. Healthy, premenopausal women will exhibitsobrand estradiol

circadian rhythm parameters of phase, amplitude, and mesor thahsteste independence
from each other between subjects.

Aim 2. To determine the relationship between the circadian moregsgeveningness rhythm,

and the circadian and ultradian cortisol and estradiol rhythms in healthy premethepausn.
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Working Hypothesis 2a. The cortisol circadian rhythm parametenghase, amplitude, and
mesor will differ between morning types and evening types. Moryipes will exhibit a phase
advance relative to evening types.

Working Hypothesis 2b. The estradiol circadian rhythm parametephade, amplitude, and
mesor will differ between morning types and evening types. Moryipes will exhibit a phase
advance relative to evening types.

Aim 3. To determine the relationships among morningness-eveningmghlsny cortisol and
estradiol rhythms and affect, sleep quality and energy level in healthgmvom

Working Hypothesis 3a. In healthy premenopausal women, the cortisol/esplagse angle will
correlate nonlinearly with affect. The relationship will fitgaadratic model: Y=BO + B1*X
+B2*X"2, where the most positive and least negative affect is expressepeatifecphase angle
difference, referred to as the optimal PAD.

Working Hypothesis 3b. In healthy premenopausal women, the codisatli®ol phase angle
will correlate nonlinearly with sleep quality. The relationshifl fitia quadratic model: Y=BO +
B1*X +B2*X"2, where the highest quality of sleep is expressea@ &pecific phase angle
difference, referred to as the optimal PAD.

Working Hypothesis 3c. In healthy premenopausal women, the cortisol/esphdse angle will
correlate nonlinearly with energy level. The relationship wesemble a quadratic equation
Y=BO0 + B1*X +B2*X"2, where the highest level of energy is expressedpeeific phase angle
difference, referred to as the optimal PAD.

Working Hypothesis 3d. The specific cortisol/estradiol PAD co#ifig the highest level of

affect, sleep quality and energy will not differ from each other.
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Working Hypothesis 3e. The specific cortisol/estradiol PAD réfigahe highest level of affect,
sleep quality and energy will not differ between morning types and evening types.
Human Subjects

Institutional Review Board approval was obtained from Wayne Shaiteersity prior to
study initiation. Individual participants were informed of the studyigiesprocedures,
participant responsibilities and compensation. Participants werem@dbthat all information
will be kept confidential and no personal identifiers were recosditldl the data collected.
Participants were assigned a number that was recorded onex hsaswhich was maintained in
a separate locked file cabinet in the research office. Thstembst will be destroyed at the
earliest possible time following completion of the study in coamgle with HIC requirements.
Participants were made aware that all participation is valy@iad were given the opportunity
to stop the study at any time. Written consent was obtained from all partsipa

Risks involved for the participants included potential loss of timesrruption of
activities including sleep for a 24-hour period, possible frustration aangety from data
collection techniques. Possible loss of time and interruption of aesiviesulted from the
repeated collection of saliva every two hours around the clocktfatalbof 24 hours. Measures
were taken to minimize the impact of sample collection in treegdeof the study. Sampling
times were flexible to approximately an hour window around the two mark. The sample
collection method has been reviewed to minimize the time and effiguired. The two hour
collection protocol reflects the minimum needed to insure accdedtebased on the pilot study
described in chapter three and conducted to determine the minimtanpdints needed to

provide an accurate description of the participant’s circadian rh{utier, unpublished data,
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2009). Timing of data collection was determined by the participaotder to minimize the
impact of loss of sleep on required activities of the following day.

Frustration and anxiety from data collection methods include difficabtaining
adequate saliva, awakening several times during the nighdigndmfort from completing
guestionnaires that evoke emotions. Various techniques for incressivg production that do
not interfere with accuracy of data were offered to participdmshniques include swishing the
mouth with water, exposure to food smells, and visualization. Parttsipgere reassured that a
missed collection time during the night may be compensated fdighyl\s shortening the time
between the remaining collections. Discomfort from survey completias expected to be
minimal. The researcher was present for most of the survegtmtieand available to assess the
degree of distress experienced by the participant. No partisipapbrted undue distress in
completing the surveys.

There were expected individual benefits for the participantsicipants may have felt
good about contributing to the understanding of circadian rhythms and gig@lotontribution
to improving health states.

Sample

This small-scale study investigated the feasibility and patesignificance to science of
conducting a large-scale study. A small-scale study wasated due to the monetary cost and
subject burden of multiple cortisol and estradiol sampling. Much ofdkearch in repeated
salivary hormone sampling in humans has been limited by smablsames. However, even in
small samples statistically significant differences haeen documented. In a sample of 12
women with major depression and 15 controls, Bao and colleagues, (20@4aberto detect

differences in phase correlation between depressed and nondepressed women.
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Twenty-four participants were recruited for this study. Ondagipaint was dropped from
analysis. Eleven morning-types (M-Types) and 12 evening-typ@ygEs) were represented in
the sample.

Inclusion criteria. Eligible participants had the following characteristics: preopausal
female between 25 and 35 years of age; regular menstrual cyclesieiw82 days, Caucasian,
able to read and speak English, nonsmoker or willing to refrain framkiegnduring collection,
major sleep period occurs during the night and either a morning dypmening type as
determined by the MEQ.

Homogeniety of sample is important to detect the influence of vidwgables under
investigation in a small study. Participants were selectedatamize equivalency in hormone
milieu, which can vary over a range of normal, depending on phasernstmal cycle, age and
menstrual status. Hormone concentrations in women vary across @hpahf As women
approach menopause, hormone secretions loose the normal ovulatory meanysieliaEven
within the menstrual cycle there are cyclical changes. Tfeetef menstrual cycle phase is not
completely understood presently (Baker & Driver, 2007). Kudielka, Heltmamand Wust
(2009) report that in the luteal phase, salivary cortisol stesggnse is elevated compared to the
follicular phase.For reasons of reducing bias through homogenous sant@isgnple will be
restricted to 25 to 35 year olds. Women in this age group are ofténgdeéh similar social
roles, such as work outside the home and rearing of school-aged droptesged children.
Because this is a small scale study, the sample wilhingetl to Caucasian women. The effects
of race and ethnicity on circadian rhythm profiles have yet tadeguately explored. A few
studies have suggested that differences between racial and ethnic groups ([@x&sstis et al.,

2007). The sample was limited to English-speaking women in ordentmtéor the effects of
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culture and ethnicity on circadian rhythms. Smoking and nicotine irgtikets the circadian
rhythm of cortisol, both short term and long term use. Kudielkih&temer, and Wust (2009)
report that after smoking at least two cigarettes, smokers sigoificant elevations of salivary
cortisol levels and habitual smoking results in blunted salivarysobrresponses. The sample
was further limited to women with major nocturnal sleep periods.milosleep patterns that
occur at night are considered reflective of proper functioning of dineadian system.
Abnormally early or late sleep cycles are indicative afadian rhythm sleep disorders (Sack et
al., 2007).

Exclusion criteria. Exclusion criteria included: pregnancy or lactation within the past
three months, prescription drug use including oral contraceptives whihifast three months,
steroid use, illicit drug use, pre-existing diagnosis of any caédir psychiatric disorder, pre-
existing diagnosis of an endocrine disorder, pre-existing diagabsisep apnea or periodontal
disease, history of oophorectomy, transmeridian travel across dhrmore time zones in the
past month, shift work in the past three months, and unusually high etreists such as
divorce, death in the family, loss of job.

Pregnancy is accompanied by significantly elevated levelsodisol and estradiol.
During lactation these levels decrease but remain differenttiiferpre-pregnant state. Lactating
women have demonstrated lower than normal cortisol levels (Kudidithammer & Wust,
2009). Oral contraceptives suppress endogenous reproductive hormones aratethaeafent
ovulation so that women taking these preparations do not have norma. djdenen taking
oral contraceptives demonstrate significantly lower salivanyisol responses and a blunted
salivary cortisol stress responses (Kudielka, Hellhammer, &tWa@99). Oral contraceptives

have been demonstrated to affect sleep composition (Baker & D2i@@v,). Individuals with
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endocrine and non-endocrine disorders exhibit abnormal cortisol andi@deeels unrelated to
variables in this study. Abnormal hormone levels are charaateasd defining in many
disorders. This study seeks to investigate the cortisol and estradiol rhgtheedthy women.

Transmeridian travel, shift work and disrupting life events tesulinusually high levels of
stress. The effects of chronic and acute stress on corti@ lare presently unknown. It has
been theorized the stress causes an increased activation d?Ahaxi$ resulting in excessive
production of cortisol. Lower cortisol secretion may result fromoaaractive system that
becomes exhausted over time and fails to produce normal levels @folcoKudielka,
Hellhammer, and Wust (2009) report that study results are hightydgeineous with higher,
lower and similar cortisol responses in chronic and acute stress.

Recruitment. Participants were recruited from a population of university studerds
urban university. Additional participants were recruited from the nsomty. Community
dwelling ambulatory women who reside in urban and rural areas ohesmiit Michigan
comprised the additional participants. Participants were recnoiiberily through invitation by
the researcher at graduate and undergraduate classesethplaasized the participation will not
in any way affect class grades. Additional recruitment frbe ¢community was needed, as
adequate sample size was not obtained through University recruithtghitional recruitment
was accomplished through flyers posted in public locations and dagmtoach by the
investigator.

Setting. Data collection took place in the participant's home or ordirsglyere of
activity. The researcher met initially with the participait a location convenient for the
participant to explain the study and obtain signed informed consent..

Major Study Variables
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The major variables of interest in this study are: saliisgg cortisol circadian rhythm,
salivary free estradiol circadian rhythm, affect, sleep quality, andgievel.

Significant bio-markers of endocrine function include cortisol andaaistit Cortisol
reflects the functioning of the HPA axis and salivary freeismrtis equivalent to unbound
cortisol in the body.

Salivary cortisol. Cortisol demonstrates a circadian and ultradian rhythm. Salivary
cortisol was measured using Salimetrics’ expanded range, higditigéy, salivary cortisol
enzyme immunoassay kit (catalog number 1-3002/1-3012). This assalegigeed to capture
the lower levels of cortisol found in saliva when compared to serura-dssay coefficients of
variation range from 3.35% to 3.65%. Inter-assay coefficients @dtiaar range from 3.75% to
6.41%. Linearity of dilution tests yield recovery results from 80th987.9%. Sensitivity has
been reported to be <0.003 mg/dL (Salimetrics, 2011).

Salivary estradiol. Salivary free estradiol is the biologically active form sfregen in
women of reproductive age. Estradiol has been shown to demonstridtecircadian and
ultradian rhythms. Salivary estradiol was measured using &aiosi high sensitivity salivary
estradiol enzyme immunoassay kit (catalog number 1-3702/1-3712). Ta@sshy precision is
determined for high, middle and low samples. Coefficients of vaniadre 7.0%, 6.3% and
8.1%, respectively. Inter-assay precision has been reportddgforand low samples with the
coefficients of variation of 6.0% and 8.9%, respectively (Salimetrics, 2011).

Affect. Affect includes the emotional processes experienced by the individual
representing their psychological mood disposition. Affect was medsom a bi-dimensional
scale that includes positive and negative affect. Positivet&fiR) represents the degree to

which an individual pleasurably engages with the environment while inmeggfect represents
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subjective distress (Crawford & Henry, 2004). PA is the degredicchvan individual feels alert
and excited. Negative affect (NA) is the degree to which awitheal feels sad and lethargic.
Affect can be closely associated with mood disorders including si@preand anxiety. Mood
disorders include cognitive and physiological components as wigleaamotional component of
affect. Depression can be characterized by low positivetadfet high negative affect. Positive
and negative affect was measured as independent subscales usimgitive Bnd Negative
Affect Schedule (PANAS). The PANAS consists of 20 mood-basedtadie10 to measure
positive affect and 10 to measure negative affect) that thigipartt rates on a five point likert
scale. Affect is measured by the participant’s subjective reetqpe response to each of the
adjectives as being (a) not a bit, (b) a little, (c) modbratd) quite a bit, or (e) extremely. The
PANAS is scored by summing the responses related to PA andisgrtina responses related to
NA. Adjectives reflective of PA include “active”, “attentive’né “excited”. NA adjectives
include “hostile”, “afraid” and “irritable”. Higher scores on tpesitive affect and lower scores
on the negative affect subscales are considered indicative @ hgylels of affect. The PANAS
has been used extensively in clinical and nonclinical populationséssaaffect under varying
temporal instructions ranging from “today” to “in general” (Fodlam& Moskowitz, 2000;
Pressman & Cohen, 2005; Steptoe & Wardle, 2005). This study used thewébis’
instructions. The tool has demonstrated sound psychometric propenited. testing was
performed on a sample of undergraduate university students. Intensastency reliability has
been reported as high, with Cronbach alphas of .88 for the PA scale amd tB& NA scale
(Watson, Clark, & Tellegen, 1988). Independence of subscales has been tdeeubria a
number of studies. In a sample of 1003 nonclinical adults in the UnitedétimgCrawford and

Henry (2004) tested the psychometric properties of the PANASfaml that demographic
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variables had only a modest influence on PANAS scores. CrawfutdHenry (2004) report
reliability for the PA ranges from .86 to .90 and reliability fioe NA ranges from .84 to .87. In
this study, Chronbach’s alpha for the positive affect subscale92aShronbach’s alpha for the
negative affect scale in this study was .86.

Affect was also measured using the Profile of Moods (POMS) subscalasiFansiety
and Depression-Dejection and the POMS total score. The tensimtyasixbscale includes nine
items measuring musculoskeletal tension and psychomotor agitatiordephession-dejection
subscale comprises 15 items measuring personal inadequacy, hassesswness, isolation
and guilt. The other subscales include Anger-hostility, Vigor-AsstivFatigue-Inertia and
Confusion-Bewilderment. Anger comprises 12 items measuring anrgyapitterness,
resentment and ill-temper. The Confusion subscale comprises saverthi@ assess cognitive
efficiency. Fatigue-Inertia and Vigor-activity will be dissed under energy. A global estimate
of mood is given by the summation of the six subscales where toe-Xctivity subscale is
weighted negatively. Internal consistency for all subscaledbées reported at .90 and above.
Test-retest reliability ranges from .65 for Vigor to .74 for depogs (McNair, Lorr &
Droppleman, 1981). In this study, Cronbach’s alpha for the POMS wafiags: POMS total
scale alpha was .81, Depression-Dejection subscale alpha wasn@0ni&nxiety subscale was
79.

Sleep quality. Sleep quality refers to the subjective experience of beingdedter sleeping.

Sleep quality reflects the restorative function of sleep aradfésted by social and biological
rhythms. The Pittsburgh Sleep Quality Index (PSQI) provadglobal measure of sleep quality
and takes less than five minutes to complete. The PSQI consid$® sdif-rated items that

generates seven component scores as well as a global scoRS@hmeasures sleep quality on
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a four point Likert scale ranging from 0-3. Scores range frota 8 for each of the seven
components. The global score ranges from 0 to 21. The seven compondmsPR8QI are:
subjective sleep quality, sleep latency, sleep duration, habiteaip sefficiency, sleep
disturbances, use of sleep medication, and daytime sleep dysfuAatiorerall score of five or
greater indicates poor sleep. Validity and reliability was establisha sample of good and poor
sleepers. Internal consistency was .83. Test-retest reliabilityBidsr the global score. Validity
was established by statistically significant differencethe good sleepers and the poor sleepers.
(Buysee, Reynolds, Monk, & Berman, 1989).The internal consistencyiligfi@f the scale has
been reported in the literature to be .83; however, in this samplertmbach’s alpha was
computed to be inadequate at .40.

Day to day variation in sleep quality was measured using then rseore on the
Subjective Sleep Quality scale (SSQ). This scale is aebdl & point response Likert type scale
with two subscales: quality of sleep (5 items) and effestesfp (9 items). The scale responses
range from 1 (strongly agree) to 6 (strongly disagree). eeagores indicate poorer subjective
sleep experiences. In a sample of healthy adults, the SSQ demonstratethahdotsistency of
.88 and an estimated validity using a visual analog scale and @ler&%&jing from .89 to .95
and .86 to .92, respectively (Smith and Davis, 2002). This study used @héofb score as a
measure of the sleep quality experienced the night prior tis@loand estradiol sampling.
Internal consistency reliability for the SSQ for this study sample was .91

Energy. Energy reflects the level of vigor and vitality felt and sehbyely reported by
the individual. Energy is the ability to do work efficiently and een studied in the literature
as alertness or lack of sleepiness. Fatigue is a complimetnacept to energy defined as

persistent mental or physical tiredness or exhaustion (Dittness®ly, & Brown, 2004). Vigor
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represents sufficient energy to complete the necessary iastiot living as defined by the
individual. A number of scales have conceptually linked energy and moGdn@r (2004)
defines the “mood of energy” and “feelings of having the capaoitgomplete mental or
physical activities” (p. 435). For the purpose of this study, enegresents a state of physical
and mental potential and actualized ability to do work. Mood, on the dthed, is
conceptualized as positive and negative affect. Two Visual AnaldgsSg#AS), one for energy
and one for fatigue, were used to measure energy. Visual analeg ate desirable measures
because of the simplicity in administration and demonstrateditgfiaand validity(Ahearn,
1997). Visual analog scales allow for a high degree of sensitovichange (O'Connor, 2006).
The VAS-Energy is a single item measure anchored at onéetideel very fatigued” and “I
feel very refreshed” at the other end. The VAS-Fatiguesiagie item measure anchored at one
end by “I feel inactive” and “full of energy” on the other end.

The POMS is the most widely accepted and employed measuenenfy levels
(O'Connor, 2006). POMS is a 65-item Likert type scale writtean sgventh grade reading level.
Participants rate themselves on the 65 adjectives along a fineguaile ranging from “not at
all” to “extremely”. The POMS scale has been shown to be sensit changes in subjective
states over days to weeks as well as sensitive to trarmaatbastics (McNair, Lorr, &
Droppleman, 1992). The POMS factors into six subscales. Two subscajesA¢tivity and
Fatigue-Inertia were used in this study to measure enBgliability has been reported by the
tool developers as .87 to .89 for vigor and .93 to .94 for fatigue (McNalr, 9992). O'Connor
(2004) report reliability scores from a number of studies ranging from .87 to .92 édoravid .90
to .94 for fatigue. The vigor and fatigue subscales have shown higHatiorrewith other

measures of fatigue and vigor (O'Connor, 2004). The vigor subscale isesnpight items
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describing the positive affect of energy. The fatigue subsoamprises seven items describing
low energy. The psychometric properties of the POMs were stirdia sample of 400 healthy
adults, including 70 university students by Nyenhuis, Yamamoto, LuchB#aien, and
Parmentier (1999). Validity was determined by comparison witlVikigal Analog Mood Scale,
Beck depression Inventory, and the State-Trait Anxiety Inventoryefations ranged from .70
to .79. The cut-point between clinical and nonclinical scores of +1.5 sthddeiations above
the standard mean was determined in this sample to be 21.2 for t&@dstofgr depression, 21.5
for anger, 25.1 for vigor, 20.4 for fatigue and 18.5 for confusion in feonaleersity students.
These cut points are similar to the study by McNair, Lorr, arappleman which reported cut
point scores of 25, 31.9, 20.4, 25.5, 20.9 and 20.3, respectively (1981). The POMs was chosen
for this study, inter alia, because of its ability to measuré koergy and mood, providing
validation for both the VAS-E and the PANAS. In this study, the Crdribadpha for Fatigue-
Inertia subscale was .84 and Vigor-Activity subscale was .82.

Psychometric testing was performed on all tools used in this study in ordaiuate the

reliability and validity in the sample of normally menstruating womenrapdrted in Tale 3.1.
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Table 3.1
Cronbach’s Alpha for Instruments Used with Study Sample (n=23)

Instrument Item number  Possible Range Cronbach’s Alpha
POMS
Total Scale Score 65 -25-+124 0.810
Depression-Dejection 15 0-60 0.895

Subscale Score

Tension-Anxiety 9 0-36 0.786
Subscale
Fatigue-Inertia 7 0-28 0.840

Subscale Score
Vigor-Activity 8 0-32 0.818
Subscale Score

PANAS

Positive Affect 10 10-50 0.921
Subscale Score
Negative Affect 10 10-50 0.857
Subscale Score

SSQ Scale Score 19 1-6 0.905

PSQI Scale Score 7 0-21 0.393
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Screening variables. Morningness-eveningness expresses the social rhythms ofyactivit

and rest and reflects the integration of endogenous and exteynkdtoes. Individual circadian
phase states have been measured by the Morningness-eveningestssnQaire (MEQ; Horne,
& Ostberg, 1971). The MEQ is a 19-item scale that measurgwréferential likelihood of an
individual being active at a given time of day. The scale consistsultiple choice questions
whose sum ranges from 16 to 86. Lower scores reflect a predefen@veningness. Smith,
Reilly, and Midkiff (1989) compared the validity and reliability dfirde morningness-
eveningness scales finding the MEQ to have an overall coeffialkma of 0.82. Most
correlations between the three scales were significant. Ektert@ria, such as rising and
retiring times, alertness, and well-being, correlated stromglly the MEQ. The MEQ was
further validated against oral temperature measurements, wiadragesity and preferred times
of the day correlated with elevated body temperature (Smith, Reilly &i¥]id989).

Demographic variables. Demographic variables included height, weight, age,
employment, level of education, marital status, health complaoitacco use, alcohol use, and
caffeine use.

Extraneous study variables. Alcohol and caffeine use was treated as potential
confounding variables not as exclusion criteria. Alcohol consumptiorcese of 20 grams per
day has been associated with higher levels of mean cortisalever urinary cortisol was
uncorrelated with amount of alcohol consumption (Thayer, Hall, Solldtséher, 2006). Little
is known regarding the effects of alcohol on circadian rhythms, mutkt research focusing on
the acute stress response (Adinoff, Iranmanesh, Veldhuis, & Fist@8, Bernardy, King,
Parsons, & Lovello, 1996; Croissant, & Olbrich, 2004; Errico, King, Uoyé&l Parsons, 2002;

Wand & Dobs, 1991). Lovallo, Dickensheets, Myers, Thomas, and Nixon (2000) repated
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the diurnal patterns of cortisol did not differ between alcohol depengkemitipants and
controls. In addition, female study participants do not exhibit thee sartisol responses as men
(Croissant & Olbrich, 2004). Alcohol produces effects on menstrudé eggularity with the
severity of disturbances increasing with level of alcohol consumgfionanuele & Emanuele,
1997).

Studies suggest that caffeine, equivalent to two to three cupsfeé antreases cortisol
production. (Sung, Lovallo, Pincomb, & Wilson, 1990). Caffeine induced comismases have
been noted to last as long as three hours after ingestion (LoAé#lbsi, Blick, Whitsett, &
Wilson, 1996). Few studies have included women. Lovallo, Farag, Vincent,ashamd Wilson
(2006) found that the cortisol response to caffeine differs in womeggesting a different
mechanism in men and women. Among the pregnant women, salivary coetistd were
significantly reduced after coffee intake (Tsubouchi, Shiméjayashi, Toda, Morimoto, &
Murata, 2006).

Data Collection Procedure

Potential participants were approached by the principal investigedoridually and in
class settings at Wayne State University. It was ®ideisat participation is voluntary and will
have no effect on any class grade. All interested students were given @é&oMBmplete. Upon
completion, questionnaires were scored. Results of the MEQ wpelared to all students and
the principal investigator (PIl) provided a contact number and e-fhalas explained that
women who scored over 70 or under 39 were potentially eligiblen¢twsion in the study and
are encouraged to contact the investigator in person, by phone ok &anécipants interested
in the study were provided with informed consent. After detengieiigibility for participation

in the study, the principal investigator (Pl) determined vwhth garticipant the expected day for
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the onset of menses. The investigator contacted the particighat éiime. Based on the start of
the menstrual cycle, an appropriate day for sampling, between dayd288 of the menstrual
cycle, was determined by the participant according to her wutlsacial activity schedule. The
investigator scheduled a meeting with the participant for the daytp the sample collection
day. At that time, each participant completed the demograpleistiquanaire and the PANAS,
PSQI, and SSQ. The participant received instruction in keepingrya aha salivary sampling
protocol. The diary consisted of columns with the following headimggake time, first
collection time, any food eaten 60 minutes prior, second colledtray) and any food eaten 60
minutes prior. The column heading repeated for a total of thidekection times. In addition,
the diary asked the participant to record time of sleep, inaff@take, and alcohol intake for
each collection time. Sampling protocol for cortisol and estradad as follows: At every
collection, the participant will refrain from brushing or flogsthe teeth until after the second
collection of the day. Participant will not eat within the hour beéaléection. Immediately prior
to collection the participant will rinse her mouth with cool wafdter a five minute wait, the
participant will expectorate through the straw provided into thepkagncontainer provided.
The participant must avoid directly touching the interior of the anat or the saliva. The
participant must fill the vial to the indicated 3 mL line.

After verbalizing understanding and performing a correct denadiwstrof the sampling
procedure, the participant received the collection containers amerafor the collection day as
determined by the first day of menstruation. The morning of the diyebeollection, the
participant completed the SSQ. On the collection day, the particygminstructed to perform
the sampling protocol at time of awakening, 30 minutes later and vieen ®vo hours around

the clock for the remainder of the day, for a total of 13 samptles.timer was available to be
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used to help the participant to remember to take the sample on time. At nightpanlatk was
available to awaken the participant. Collection materials Wwep# at the bedside during the
night and the participant was instructed to collect the samplarkmess while remaining in bed.
Samples were stored in a cold pack at the bedside until morning ansitéhhed in a household
freezer until retrieval by the investigator on the following .d&y anticipation of sample
collection, the PI notified the participant by phone or email the lidore to remind her to
complete the SSQ and start collecting saliva on the following mgriRarticipants recorded
collection times and any deviations from protocol in a diary. Tharfghged for collection of
samples and questionnaires at the participant’s convenience dheanfpllowing day. The
participant received $75.00 for her participation.

Data was kept in accordance with HIC guidelines in a lockedcéilenet in a secured
office at Wayne State University. Data was screened and lmhgditer each data collection
period for each participant to insure that useable data was edlleSalivary collections were
stored in a freezer atless than or equal to four degrees Cdlerisefrigerator was located
within a locked room dedicated to research activity. A coding diatyowas developed for data
entry. Demographic data, data from questionnaires and scalesliaadydaormone data were
coded and entered in a designated computer. Data was backed up asappmprevent loss,
with access to data by specified personnel approved by the Human Invasti¢atnmittee.

Data Preparation

All statistical analyses were done using the Statistiecak&e for the Social Sciences
(SPSS) version 19.0 for PC and GraphPad Prism 5.0. Error checkingesoutere created as
part of the database analysis application. Statistical anddggian with preparatory activities

such as the treatment of missing data, identification of outircs other such data cleaning
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tasks. The distributions of all obtained measures were plotted gaéipHor visual inspection
regarding deviation from normality, and appropriate gquantitatigés teuch as Kolmogorov-
Smirnov Goodness-of-Fit Test or The Shapiro-Wilk Test for Norsnaliére used to evaluate
these possible deviations. Visual examination of scatter plots, fastegand other graphical
summaries were employed to identify associations of intevetstet aims of the project and to
provide quick, but accurate, information about the data. Before progeedth any statistical
test, the data were assessed for the assumptions underlying the test.
Missing Data

A number of participants declined to answer a total of 12 questioniseosubjective
measures for affect, sleep quality and energy level. No rdasdhe missing data was given.
For the affect measure of the PANAS, no questions were unamnkswére POMS scale, which
measures affect and energy level, had 10 items without respongke full sample. Two
participants declined to answer one item each. One participamivbadissing data points, one
had three missing data points and one participant declined to afmewetems. Sleep quality
measures resulted in one missing item on the PSQI foradawlo participants. No participant
declined to address any item on the SSQ. The VAS-E and the M@#&d-completed at every
time point with the exception of two participants who missed one pion& each. Missing data
on the subjective measures were replaced by the statiseeal af the sample. Two participants
had 12 of the 13 saliva collections. All other participants collealieti3 samples. Cortisol and
estradiol data were curve modeled with the available data.

Salivary Cortisol and Estradiol
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Salivary sampling employed a passive drool technique in which apmatety 1.8 mL of
saliva was collected by drooling down a straw into a collectiohageording to manufacture
recommended protocol. Samples were frozen to 0 degrees Fahrenheit untis.analys

Assays were run in duplicate on 310 salivary samples using Satsheligh Sensitivity
Salivary Cortisol Enzyme Immunoassay Kits (Salimetrics, 20ah)l Salimetrics' High
Sensitivity Salivary Estradiol Enzyme Immunoassay Kits (&atiics, 2011). Salivary cortisol
and estradiol levels were determined by calculating the mkete duplicate assay results. The
guantitative measurement of cortisol and estradiol was detetnty using an enzyme-linked
immunoabsorbent technique (ELISA) according to manufacturer’'s instngciiSalimetrics,
2011). The intra-assay precision for the cortisol assays waseé@s 0.9993D = 0.033)ug/dL
for high values and 0.09BD = 0.004)ug/dL for low values. The coefficients of variation were
3.35 and 3.65, respectively. The lower limit of sensitivity for sottwas 0.003ug/dL. The
cortisol inter-assay precision was determined to be 18R2G-(0.038)ug/dL for high values and
0.101 6D = 0.006)ug/dL. Coefficient of variation is 3.75 and 6.41, respectively (Saliosgt
2011). The intra-assay precision for the estradiol assay kits ngported as 20.26D = 1.42)
pag/ml for high values, 7.2450 = 0.45) pg/ml for mid-range values and 3.8DE 0.31) pg/ml
for low values. Coefficients of variation were 7.0% for high, 6.3%nfiad and 8.1% for low
values. Inter-assay precision was 24.8P € 1.47) pg/ml for high values and 4.7800= 0.42)
pg/ml for low values. Coefficients of variation were 6.0% for hgtues and 8.9% for low

values. The lower limit of sensitivity for estradiol is 1.0 pg/ml (Salircgt2011).

Data Analysis
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Descriptive statistics, including mean, mode, standard deviatione ramgy skewness
were used to describe the characteristics of the sample whd\atriables. Statistical Package
for the Social Sciences (SPSS 19.0, 2011) was used to compute the descriptivs statisti

Variables were examined to meet the assumptions of linearaantichear regression and
correlation analysis. The assumptions of Pearson Product MomentaBiorrehclude normal
distribution, homoscedasticity and linearity. Linear correlatioalys®s was used to address
bivariate correlations between subjective measures and chrondiigeegoal of nonlinear
regression is to fit the data to a model expressed as an edqbhatialefines Y as a function of X
and one or more parameters by minimizing the sum of squares. Nwnlegession uses an
iterative approach to fitting the data. Assumptions of nonlinearessgms are; normal

distribution and accurate model selection. Nonlinear regressiopeveesmed using GraphPad

Prism 5.0 for MacOS (2011, GraphPad Software, San Diego V@#w.graphpad.com
GraphPad Prism employs the Marquardt method of performing nonlegassion. Automatic
outlier elimination was performed using a Q value of 1%. Siged#ta analysis for each aim is
as follows:

Aim 1 was to analyze and compare the circadian morning-evensgmghm and the
diurnal and ultradian rhythms of cortisol and estradiol of normally menstruatingrmvom
Working Hypothesis 1a. Normally menstruating women will exhgbitircadian and ultradian
rhythm in both cortisol and estradiol that can be fitted to multiple cosinor curve.

Working Hypothesis 1b. The cortisol and estradiol circadian rhythranpeters of phase,
amplitude, and mesor will demonstrate independence from each other betweets.subjec
Aim 1 was tested by visual examination of the raw data and ¢itimg using GraphPad Prism

5.0d constrained nonlinear regression analysis. The model selecaduligle cosinor curve:
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Y=M + ACOS((t-d,) + VSIN(t-®;)) + BCOS(u*td,) where M represents the curve mean, A is
the amplitude, v is a measure of peakedness and u representsaitiaruliarmonic. Curves of
two, three and four harmonics were compared using Akaike’'s Inform@titerion (AIC) and
the curve harmonic with the best fit was chosen. Independence of tablesrof amplitude,
mesor and phase was determined using descriptive and Pearsont-prochent correlation
statistics.

Aim 2 was to determine the relationship between the circadianimgmess-eveningness
rhythm, and the diurnal and ultradian cortisol and estradiol rhythmermally menstruating
women.

Working Hypothesis 2a. The cortisol circadian rhythm parameteasnpfitude, and mesor will
differ between morning types and evening types.

Working Hypothesis 2b. The estradiol circadian rhythm parametfeghase, amplitude and
mesor will differ between morning types and evening types. Mortyioes will exhibit a phase
advance relative to evening types.

Aim 2 was tested by determining the acrophase as the point @urtre of the highest
amplitude. Differences in phase, amplitude and mesor between tiygeMytoup and the E-type
group were determined using Independent Student T-test for normathbutied data and
Mann-Whitney U for data that did not meet the assumptions of higyntignificance level was
set at a p-value equal to or less than 0.05.

Aim 3 was to determine the relationships among morningness-enessghythm,
cortisol and estradiol rhythms and affect, sleep quality and enkrgst in normally

menstruating.
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Working Hypothesis 3a. In normally menstruating women, the cortstdeaiol phase angle will
correlate nonlinearly with affect. The relationship will resesnél quadratic model where the
most positive and least negative affect is expressed at a specific phasdiffergnce.

Working Hypothesis 3b. In normally menstruating women, the cortis@ekstphase angle will
correlate nonlinearly with sleep quality. The relationship re#lemble a quadratic model, where
the highest quality of sleep is expressed at a specific phase anglenddfere

Working Hypothesis 3c. In normally menstruating women, the cortsokdiol phase angle will
correlate nonlinearly with energy level. The relationship wskerable a quadratic model, where
the highest level of energy is expressed at a specific phase anglendife

Working Hypothesis 3d. The specific cortisol-estradiol phase afifference reflecting the
highest level of affect, sleep quality and energy will not differ from each.othe

Working Hypothesis 3e. The specific cortisol-estradiol phase afifference reflecting the
highest level of affect, sleep quality and energy will not diffetween morning types and
evening types.

In order to address Aim 3, the PAD between cortisol and estrad®Ildetermined by
subtracting the estradiol acrophase from the cortisol acrophasealkes greater than 12 hours
24 was subtracted from the value and for values less than -12 howes 2¢lded to the value to
account for the circular nature of clock time. The cortisolestt PAD was regressed against
each of the health indicators of affect, sleep quality and emevglusing the quadratic equation
Y = BO + B1*X +B2*X"2. The quadratic model was compared to a strdigdtusing the Extra
Sum of Squares Fit Test. A p-value of 0.05 or less was used tondetesignificance. For

models that fit a quadratic equation significantly better thatmaaght line, the cortisol-estradiol
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PADs were examined for equivalency in the entire sample andiigeasips of M-types and E-

types.
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Chapter 4: Results of Data Analysis
Introduction

The purpose of this study was to describe the circadian rhythowtafol and estradiol
in relation to health and compare the circadian variation by chronotype. Thissidehvored to
describe the relationship between the cortisol-estradiol phate difference and health. Health
was conceptualized as high levels of positive affect, low levelsegative affect, high sleep
quality and high energy levels. Measures used for affect includedPtbile of Moods
guestionnaire (POMS), and the Positive and Negative Affect JeANAS). Sleep quality was
measured using the Pittsburgh Sleep Quality Index (PSQI) andSubgective Sleepiness
Questionnaire (SSQ). Energy was measured by two subscales ®OMS8 and two visual
analog scales. Phase angle differences were determinednfooeeling individual cortisol and
estradiol circadian rhythms and calculating acrophases. The r@sufisesented in the following
sections: a) sample demographics, and b) major findings related to the stady aim
Sample Demographics

Participants were recruited from the College of Nursing at a public urlparsity in the
Midwest and from the greater metropolitan community. Initially, 24i@pants were recruited
for the study, 12 M-types and 12 E-types. One participant was subfgqeemoved from the
analysis due to the inability to dertermine an estradiol acrepfid® final sample consisted of
21 (91.3%) participants from the College of Nursing and two (8.7%) ftencommunity.
Sample characteristics are presented in Table 4.1. Eleveaigzarts were M-types and 12
participants were E-types. The mean age of the sample was38.7 6.8) years with an
inclusive range of 21 to 39 years. The mean BMI was BD7=(4.5) Kg/nf with a range from

18.0 to 41.6 Kg/rh All participants were college students with 5 (21.7%) having a $tgbol
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diploma, 16 (69.6%) having a bachelors’ degree, and two (8.7%) havingsdeteees. Of the
participants, six (26.1%) were married, 16 (69.6%) were single aad48%) was divorced.
Fifteen (65.2%) had no children, 3 (13.0%) had a child between one and fivg shd%) had
a child over the age of five. Participants reported an averageaddieine intake of 1.39D =
1.1) cups per day and an average weekly alcohol intake ofSD2%= (2.8) glasses per week.
Caffeine intake ranged from zero to four cups per day and alcolygddrom zero to 10 glasses
per week.

In the M-type group, the mean age was 380 € 5.4) years and the mean BMI was 23.0
(SD = 1.8) Kg/m. Three (27.3%) of the M-type participants were married, seven%f3@re
single and one (9.1%) participant was divorced. Seven (63.6%) had no children, two (18.2%) had
a child between one and five years of age and two (18.2%) had childreeebéeiive and 12
years old. All M-type participants had a college education; two (18.2%) werengddward the
Bachelor's degree, eight (72.7%) held a Bachelor's degree anq9di¥) held a Master’'s
degree. Daily mean caffeine intake was BB € 1.3) cups per day. Weekly mean alcohol intake
for the M-type participants was 1.8[0= 1.2) glasses per week.

In the E-type women, the mean age of the participants was2B.8 4.1) years. Mean
BMI was 26.0 (SD =5.9) Kg/fn Three (25%) E-type participants were married and nine (75%)
were single. Eight (22.7%) had no children, one (9.1%) participant hadbdebehiveen one and
five years of age and two (18.2%) had a child between the afjge &6 12. As with the M-type
women, all E-type women had at least a high school degree aadwoeking toward a college
degree. Three (25%) E-type women were in the Bachelor's progeayht (66.7%) were

Master’s students and one (8.3%) held a Graduate degree. The Extyup consumed on
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average 1.33D = 1.2) cups of caffeinated beverages daily and 383 2.5) glasses of alcohol

weekly.
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Table 4.1
Sample Characteristics

Total Sample (n=23) Morning-type (h=11)Evening-type (n=12)
Characteristic Mean Inclusive Number Mean Number Mean Number
(SD) Range (%) (SD) (%) (SD) (%)
MEQ ; ; ; 65.7(5.9) -  34.8(5.8) -
Age 28.7(5.8) 21-39 - 30.7(5.4)* - 25.8(4.1)* -
BMI 24.7(4.5) 18.0-41.6 - 23.0(1.8) - 26.0(5.9) -

Marital Status

Married - - 6(26.1) - 3(27.3) - 3(25)
Single - - 16(69.6) - 7(63.6) - 9(75)
Divorced/
- - 1(4.3) - 1(9.1) - -
Separated
Number 0
Children
(n=22)
None - - 15(65.2) - 7(63.6) - 8(72.7)
1to 5 years
- - 3(13.0) - 2(18.2) - 1(9.1)
5 to 1.
- - 4(17.4) - 2(18.2) - 2(18.2)
years

Education



High Schoc

Graduate

Bachelor’s

Degree

Graduate

Degree
Daily Caffeine

1.3(1.1)

Intake
Weekly

2.9(2.8)
Alcohol Intake

*Significant group difference gt = 0.014

0-4

0-10
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5(21.7) -

16(69.6) -

2(8.7) -

- 1.3(1.3)

- 1.8(1.2)

2(18.2)

8(72.7)

1(9.1)

1.3(1.2)

3.3(2.5)

3(25)

8(66.7)

1(8.3)
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Descriptive Satistics for major Sudy Variables

Descriptive results for the major study variables of affect, sleeptyjaalil energy level
are presented in Table 4.2 for the entire sample and in Table 4.3 by chronotypewva$fec
measured by the POMS total scale and two subscales; Depression-Degadtibension-
Anxiety, and by the two PANAS subscales; Positive Affect and NegatieeiAiThe mean score
for the POMS total was 15.8D= 24.1). Scores ranged from -24 to +86.8. For the POMS
Depression-Dejection subscale, the mean score waSB2 §.9) and for the Tension-Anxiety
subscale the mean score was GB € 4.2). The ranges for the subscales were 25 points and 16
points, respectively. For M-types, the POMS total averaged S22 (19.4) and for E-types the
POMS total averaged 21.2 (SD =27.2). There was no significant differencesehejvoups
to1= -1.22,p = 0.24). On the subscales, the means did not differ significantly between M-types
and E-types. For the Depression-Dejection subscale, the mean scoreyfoedvivas 2.9SD =
3.1) and for E-types 7.3D = 8.8). An Independent Students’ T-test was -164 (.12). On the
second affect subscale, Tension-Anxiety, M-types had a mean score 8D %(0) while E-
types averaged 6.B5D= 4.5). Comparing the groups resulted in a T-test score of 044 (
0.67). Table 4.4 reports the results of the independent student T-test between pasonoty

The mean scores on the two PANAS subscales measuring positive and negative affe
were 33.6 $D=8.3) and 17.33D = 5.7), respectively. Scores on the PA subscale ranged from
13 to 46 and scores on the NA subscale ranged from 10 to 30. For M-types, the PA mean was
36.5 SD=5.5) compared to E-type mean of 31ISDE 9.8). The difference between chronotype
was not statistically significant {1y = 1.62, p = 0.12). NA also did not differ between groups
(tey= -1.06,p = 0.30) with mean scores for M-types and E-types of 1501<4.4) and 18.63D

= 6.6) respectively.
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Sleep quality was measured using the PSQI and the SSQ. The sample asyéeldecle
a mean score of 3.5D=1.7) on the PSQI and 4.5 = .97) on the SSQ. Scores ranged from 1
to 8 on the PSQI (higher score means lower sleep quality) and 1.7-5.9 on the SSQ ¢bigher s
means higher sleep quality). M-types and E-types did not differ fromather on either the
PSQI € 21~ -1.44,p = 0.16) nor the SSQ¢{1= 0.91,p = 0.37). Mean PSQI scores for M-types
was 3.0 §D= 1.5) and for E-types 4.8D= 1.8). Mean SSQ scores for M-types was 83 £
0.85) and for E-types 4.3D=1.1).

Energy level was measured by the two POMS subscalesué&dtigrtia and Vigor-
Activity as well as two visual analog scales for energyfatigue. The Fatigue-Inertia subscale
mean score was 7.3D = 5.4) and the mean subscale score for Vigor-Activity was (8D6=
5.5). The range for the Fatigue-Inertia Subscale and the Vigorit&cSubscale were 23 and 22
points respectively. The mean scores for M-types were &3/=(6.4) for the Fatigue-Inertia
Subscale and 15.5D = 6.1) for the Vigor-Activity Subscale. For E-types the meansescon
the energy subscales were 73D(= 4.7) and 14.13D = 5.2), respectively. Neither sub-score
differed significantly between M-types and E-types, with thelént T-test for Fatigue-Inertia at
-0.51 p = 0.62) and Vigor-Activity at 0.44p(= 0.66). Scores on the visual analog scales for
energy were averaged over the 24-hour sampling for each of thgy earet fatigue VAS. An
average score for each participant was obtained. The samatesoere was 72.5D = 14.8)
for the energy VAS (VAS-E) with a range from 45.3 to 113.3. The dveaample mean for the
fatigue VAS (VAS-F) was 73.8650 = 16.6) with a range from 45.3 to 110.5. Scores were not
significantly different between chronotypes. The mean score foyplls was 69.79D = 12.1)
on the energy VAS and 69.3[D= 13.2) on the fatigue VAS. For E-types, the mean of the energy

VAS was 75.7 %D = 16.9) and the mean score of the fatigue VAS was BD%(19.0).



Table 4.2

Means and Inclusive Ranges for Major Study Variables (n = 23)
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Variable N Mean(SD) Inclusive Range
POMS
Total Scale Score 23 15.4(24.1) -24 - +86.8
Depression-Dejection Subscale Score 23  5.2(6.9) 0-25
Tension-Anxiety Subscale Score 23 6.3(4.2) 0-16
Fatigue-Inertia Subscale Score 23 7.3(54) 0-23
Vigor-Activity Subscale Score 23  14.6 (5.5) 3-25
PANAS
Positive Affect Subscale Score 23 33.6(8.3) 13-46
Negative Affect Subscale Score 23 17.3(5.7) 10-30
SSQ Scale Score 23 4.5(.97) 1.71-5.93
PSQI Scale Score 23 3.5(1.7) 1-8
Energy VAS-Energy Scale Score 23 72.7(14.8) 45.3-113.3
Fatigue VAS-Fatigue Scale Score 23 73.86(16.6) 45.3-110.5
Cortisol Acrophase (hours) 23 9.7(3.2) 2.06-15.01
Estradiol Acrophase (hours) 23 7.9(6.4) 19-22.19
Cortisol-Estradiol PAD (hours) 23 2.7(5.0) -7.9-11.92




Table 4.3
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Means and Inclusive Ranges for Major Study Variables by Chronotype

Morning-type (N = 11)

Evening-type (n =12)

Variable Mean(SD) Inclusive  Mean(SD) Inclusive Range
Range

POMS

Total Scale Score 9.12(19.4) -24-50 21.2(27.2) -14-86.8

Depression-Dejection  2.9(3.1) 0-9 7.3(8.8) 0-25
Subscale Score

Tension-Anxiety 5.9(4.0) 0-11 6.7(4.5) 1-16
Subscale Score
Fatigue-Inertia 6.7(6.4) 0-23 7.9(4.7) 2-18
Subscale Score

Vigor-Activity 15.2(6.1) 4-25 14.1(5.2) 3-22

Subscale Score

PANAS

Positive Affect 36.5(5.5) 25-44 31.0(9.8) 13-46

Subscale Score

Negative Affect 16.1(4.4) 10-24 18.6(6.6) 12-30

Subscale Score

SSQ Scale Score 4.7(0.85) 3.29-5.93  4.3(1.1) 1.71-5.29
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PSQI Scale Score 3.0(1.5) 1-5 4.0(1.8) 1-8

VAS-Energy 69.3(12.1) 45.3-84.20 75.7(16.9) 55.1-113.3
Scale Score

VAS-Fatigue 69.7(13.2) 45.3-82 77.7(19.0)  52.6-110.5
Scale Score

Cortisol 8.32(3.4)* 2.06-13.60 11.0(2.5)* 7.22-15.01
Acrophase (hours)

Estradiol 6.24(4.7) 1.83-21.54 9.46(7.5) 19-22.2
Acrophase (hours)

Cortisol-Estradiol 1.5(5.1) -3.89-6.61 3.6(6.7) -7.90-11.92

PAD (hours)

*Difference in means between Morning-type and Evening-type t21)= 2.16, p = 0.042



Table 4.4
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T-test for Significance in Health Measures Between M-types and E-types

M-type E-type

Instrument Mean(SD) Mean(SD) T-Test  P-Value
POMS

Total Scale Score 9.12(19.4) 21.2(27.2) -1.22 24

Depression-Dejection 2.9(3.1) 7.3(8.8) -1.64 12
Subscale Score

Tension-Anxiety 5.9(4.0) 6.7(4.5) -44 .67
Subscale Score

Fatigue-Inertia 6.7(6.4) 7.9(4.7) -51 .62
Subscale Score

Vigor-Activity 15.2(6.1) 14.1(5.2) .442 .66
Subscale Score
PANAS
Positive Affect Subscale Score  36.5(5.5) 31.0(9.8) 1.62 12
Negative Affect Subscale Score 16.1(4.4) 18.6(6.6) -1.06 .30
SSQ Scale Score 4.7(0.85) 4.3(1.1) 91 37
PQSI Scale Score 3.0(1.5) 4.0(1.8) -1.44 16
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Reliability of the Cortisol and Estradiol Measures

Cortisol was measured using the Salimetrics High Sensitidgrtisol Enzyme
Immunoassay. The Salimetrics High Sensitivity Salivary Gar&nzyme Immunoassay has a
sensitivity to detect 0.008g/dL, with serum correlation of 0.9. The intra-assay coeffisi@ft
variation for this study were 6.7 for cortisol and the inter-assefficients of variation were
11.9. Estradiol was measured using the Salimetrics High SetysitivB-Estradiol Enzyme
Immunoassay. The Salimetrics High Sensitivity Salivarg-Egtradiol Enzyme Immunoassay
has a sensitivity of 0.01 pg/mL, with serum correlation of 0.80. The-assay coefficients of
variation for this study were 9.3 and the inter-assay coeitief variation were 13.3. For the
estradiol samples, the pH indicator in the assay diluent indicgtedssble saliva pH outside of
acceptable parameters. A random pH test was performed on a randoof thgsaliva samples.
None of the pH values were below the acceptable value of 5. Six (1eaB8@m samples were
slightly higher than the acceptable upper limit of nine with vataeging from 9.03 to 9.64.
Elevated pH may artificially lower the estradiol values.
Findings Related to Study Aims and Hypotheses

The purpose of this study was to explore the phase relationshipsehettwee circadian
rhythms of cortisol and estradiol and the health indicators ottafééeep quality and energy
level in healthy M-type and E-type women. To address this purpose, shecific aims were
developed and tested. Results are discussed in the following section.

Specific aim 1. The first specific aim of the study was to describe and canther
circadian and ultradian rhythms of cortisol and estradiol in healtwen. It was hypothesized
that healthy women would exhibit a circadian rhythm in both cortsal estradiol fitting a

cosinor curve with ultradian harmonics. To address this hypothesisls|of cortisol were
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measured imug/dL by calculating the mean of duplicate assays. Estrasireld were measured
in pg/L also by calculating the mean of duplicate assayscotisol and estradiol data of each
participant were separately fitted to the nonlinear curve mddelM + A*cos(X-phaseshift) +
B*cos(C*(X-d), where M is the mean of the circadian rhythm and Ahe circadian rhythm
amplitude. B is the amplitude of the ultradian rhythm and C is thedrac, where the second
harmonic is equal to eight hours, the third harmonic is six hourshenduarth harmonic is four
hours. Finally, d is the phase position of the ultradian component.

The fit of the curve to the data points for each participant wassaed. Measuring
goodness of fit in nonlinear regression differs from a linearessipn. TheR? value in a
nonlinear regression determines if the curve fits the data libdara horizontal line going
through the mean of all the Y values and does not necessarilytatangte main parameter in
the determination of fit. Other considerations important to determinowg well the curve
represents the true curve include visual inspection, normalitgsaduals, replication tests and
run tests (Motulsky & Christopoulus, 2004). Visual inspection assesseslbssvthe points are
to the curve. Normality of residuals, replication and run tests uredle extent to which the
data points exhibit a normal distribution around the curve.

In this study, replication tests were not performed due tdattleof multiple values for
each point. The goodness of fit results from the regression valueslitpwhresiduals, and run
tests are reported in Table 4.5. The individual cortisol and estradial ptants, overall,
demonstrated good curve fit. Visual inspection of the data pointdedigboints close to the
curve in all participants, except the estradiol curve for onécyamt. The estradiol data points
for participant number 2 were noticeably further from the cumem in the other participants.

The run test and normality of residuals were not significantparticipant number 2 and no
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outliers were identified. The normality of residuals test sigsificant for a number of cortisol
curves. The curves for participants 1, 4, 6, 22, and 23 demonstrateddiiAgnormality of

residual p-values less than 0.05. The estradiol curves demonsigitéatance in the normality
of residuals in one participant, number 4. The run tests wereigmtiant for any of these
curves. Visual inspection of the curves where normality of resicwadssignificant p-values
confirmed the probable accuracy of the estimated acrophases. Onyrotest was significant

and that was in the estradiol curve for participant number 4.
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Table 4.5
Goodness of Fit for Cortisol and Estradiol Curve (N=23)
Cortisol Curve Estradiol Curve
Participant R2  Normality P- Run R2  Normality P- Run
of Value Test P- of Value Test P-
residuals value Residuals Value
1 0.47 18.14 0.000* 0.296 0.46 0.042 0.980 0.966
2 0.55 .794 0.672 0.296 0.40 1.333 0.513 0.999
3 0.95 1.067 0.587 0.976 0.72 0.105 0.949 0.881
4 0.32 17.75 0.000* 0.576 0.68 0.340 0.843 0.043*
5 0.46 2.973 0.226 0.911 0.51 1.359 0.507 0.733
6 0.52 7.302 0.026* 0.576 0.55 0.349 0.839 0.966
7 0.88 1.612 0.447 0.533 0.56 1.987 0.371 0.954
9 0.77 7.756 0.021 0.606 0.74 0.889 0.641 0.966
10 0.63 0.229 0.892 0.347 0.54 6.045 0.049* 0.929
11 0.73 1.940 0.379 0.879 0.57 5.175 0.075 0.347
12 0.56 1.182 0.554 0.999 0.66 1.687 0.430 0.966
13 0.75 3.372 0.185 0.879 0.45 3.575 0.137 0.879
14 0.78 1.431 0.489 0.347 0.35 2.246 0.325 0.966
15 0.54 4.246 0.120 0.878 0.67 1.577 0.454  0.793
16 0.73 0.601 0.740 0.576 0.49 1.444 0.486  0.347
17 0.55 1.182 0.554 0.879 0.38 0.858 0.651 0.966

18 0.62 0.015 0.993  0.500 0.50 0.480 0.787 0.733
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20

21

22

23

24

0.75

0.57

0.90

0.60

0.69

0.83

1.438

3.876

0.999

11.150

11.850

2.186

0.487

0.144

0.607

0.004*

0.003*

0.335

*One-tailed significance level p<0.05
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0.500

0.879

0.879

0.652

0.348

0.296

0.37

0.49

0.52

0.88

0.29

0.39

1.287

3.822

0.356

5.200

0.258

0.480

0.526

0.148

0.837

0.074

0.879

0.043*

0.966

0.999

0.500

0.47

0.793

0.296
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The second hypothesis for specific aim number one posited thairtis®lcand estradiol
circadian rhythm parameters of phase, amplitude and mesor waulohdiate independence
from each other. The mean values for the sample are reportedbie 4%. The cortisol
acrophase mean for the sample was SO 3.2)ug/dL. The cortisol mesor for the full sample
was 0.177 %D = 0.106)ug/dL and the amplitude mean was 0.16D€ 0.134)ug/dL. Estradiol
mean values for acrophase, mesor and amplitude in the full sam@e/®eSD = 6.4 pg/L),
6.73 D= 3.76) pg/L and 2.925D = 2.41) pg/L, respectively.

Test of Normality using Kolmogorov-Smirnov with Lillifors sidieance correction was
significant at the 0.05 probability level for all cortisol andradibl parameters. Therefore,
independence of cortisol and estradiol parameters in the full samgléhe subgroups M-types
and E-types was determined by Spearman’s Rho bivariate cametatalysis. Results can be
found in Table 4.7. None of the correlations were significant atréfismnce level of 0.05. The
r-value for full sample acrophases was 095 0.67). In the full sample thefor amplitude and
mesor were -0.10p(= 0.64) and -0.31p(= 0.15), respectively. Similarly, M-types showed no
correlations between acrophase=(0.25,p = 0.47), mesorr(= -0.22,p = 0.52), and amplitude (
= -0.53,p = 0.09) of cortisol and estradiol. Finally, there were no sigmficartisol and
estradiol correlations in the E-type subgroup on the parameteasrophaser(= -0.23,p =

0.48), mesorr(=-0.43,p = 0.16), and amplitude € 0.28,p = 0.38).
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Table 4.6
Curve Fit for Cortisol and Estradiol (N =23)
Full Sample (N=23) M-types (N=11) E-types (N=12)
M(SD) No.(%) M(SD) No.(%) M(SD) No.(%)
Cortisol
Curve Fit
R .66(.158) - .64(.139) - .68(.177) -
SS .657(1.87) - .785(2.31) - .539(1.45) -
Sy.x 171(.236) - 176(.272) - .166(.210) -
Harmonic
2 - 13(56.5) - 5(45.5) - 8(66.7)
3 - 5(21.7) - 3(27.3) - 2(16.7)
4 - 5(21.7) - 3(27.3) - 2(16.7)
Acrophase 9.7(3.2) - 8.32(3.4) - 11.0(2.5) -
Mesor .177(.106) - 0.18(0.11) - 0.18(0.10) -
Amplitude .161(.134) - 0.14(0.13) - 0.17(0.14) -
Estradiol
Curve Fit
R .53(.14) - A47(.111) - .586(.151) -
SS 178.5(262.6) - 228.2(297.2) - 132.9(230.0) -
Sy.x 3.84(3.028) - 4.27(3.36) - 3.43(2.77) -

Harmonic



152

2 - 11(47.8) - 4(36.4)
3 - 10(43.5) - 6(54.4)
4 - 2(8.7) - 1(9.1)
Acrophase 7.9(6.4) - 6.24(4.7) -
Mesor 6.73(3.76) - 7.29(4.2) -
2.92(2.41) - 3.00(2.3) -
Amplitude

Model: Y=M + A*cos(X-PhaseShift)+B*cos(C*(X-d))

9.46(7.5)
6.21(3.4)

2.85(2.6)

7(58.3)
4(33.3)
1(8.3)
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Table 4.7

Cortisol and Estradiol Curve Parameters Correlations in Full Sample an@Hrgnotype (N =
23)

Full Sample (N=23) M-type (N=12) E-types (N=11)

R P-Value R P-Value R P-Value
Acrophase 0.95 0.67 0.25 0.47 -0.23 0.48
Amplitude  -0.10 0.64 -0.53 0.09 0.28 0.38
Mesor -0.31 0.15 -0.22 0.52 -0.43 0.16

Spearman’s Rho Correlations at 2-tailed significance level of 0.05



154

Specific aim 2. The second specific aim of this study was to determine thioredhip
between the circadian morningness-eveningness rhythm and thadiairahythms of cortisol
and estradiol. It was hypothesized that the circadian rhythm ptesmof phase, mesor and
amplitude would differ between M-types and E-types and thaphlhse would be advanced in
M-types compared to E-types. Both the cortisol and estradiol pteema@e suggested to differ
between chronotypes. To test this hypothesis, Independent Sample Stlidests were used
for the cortisol and estradiol acrophases. For nonparamentric dédaxdi Mann-Whitney U
two sample rank sum tests were conducted for amplitude and Based on the Kolmogorov-
Smirnov tests for normality, parametric assumptions were veblatell cortisol and estradiol
parameter data except cortisol and estradiol acrophases. Nonperdests were conducted
between M-types and E-types on the parameters of mesor anduaenpii cortisol and estradiol.
M-type group and E-type group are reported in Table 4.8. The cortisphase mean for the
subgroups of M-types and E-types were 8.32 (3gIL and 11.0 (2.5)ug/dL, respectively. An
Independent Sample Students’ T-test indicated statisticailyifisiant difference in cortisol
acrophase between groupg:( = 2.16,p = 0.042). The acrophase in M-types was phase
advanced by 2.68 hours when compared to E-types. In addition, no group diferemedound
in the cortisol parameters of mesor and amplitude (see TableTh&)cortisol mesor for M-
types was 0.185D = .11)ug/dL and the cortisol mesor was 0.8D(= 0.10)ug/dL for E-types.
The mean amplitude of cortisol curves was 038 £ 0.13)ug/dL for m-types and 0.150 =
0.14)ug/dL for E-types.

The M-type estradiol acrophase was 6.8D (= 4.7) pg/L and the E-type estradiol
acrophase was 9.46D = 7.5) pg/L. For the estradiol mesor, m-types averaged 32%4.2)

pg/L while the E-types averaged 6.8D(= 3.4) pg/L. The estradiol amplitude was 3.8DE
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2.28) pg/L for M-types and 2.855D = 2.6) pg/L for E-types. In the M-type and E-type
subgroups none of the estradiol parameters differed between groupsifatasice levels of
0.05. Analysis resulted in no significant difference between Mstyrel E-types in acrophase

(te1) = 1.23,p = 0.233), mesomp(= 0.479) or amplitudep(= 0.758).
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;%brllﬁ“igéice test for Cortisol and Estradiol Curve Parameters between Mappds-types
M-types E-types
Variable Mean(SD) Mean(SD) T-test;(nrl1l, n = p-value
12)

Cortisol
Acrophase 8.32(3.4) 11.0(2.5) 2.16 0.042*
Mesor 0.18(0.11) 0.18(0.10) - .806
Amplitude 0.14(0.13) 0.17(0.14) - 356

Estradiol
Acrophase 6.24(4.7) 9.46(7.5) 1.23 .233
Mesor 7.29(4.2) 6.21(3.4) - 479
Amplitude 3.00(2.3) 2.85(2.6) - 758

* Independent T-test significance@t0.042; 2-Tailed Significance Testing

Wwilcoxon—-Mann-Whitney two-sample rank-sum test
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Specific aim 3. The third aim of this study was to determine the relationsaipsng
chronotype, cortisol and estradiol rhythms and the health indicat@feat, sleep quality and
energy level. It was hypothesized that relationships extsidam the cortisol-estradiol PAD and
the health indicators that can be fitted to a nonlinear equatidrdégree polynomial model)
Y=BO0 + B1*X +B2*X"2. To test this hypothesis the cortisol-estradidlD was determined by
subtracting the estradiol acrophase from the cortisol acrophase. Positiveeumtoel 2 indicated
that cortisol was phase delayed compared to estradiol. Negatives\Viagtween -12 and zero
indicated a phase advance in cortisol compared to estradiol. Becknek time is circular,
positive values greater than 12 indicate a phase advance imlo@tédive to estradiol and were
recalculated by subtracting 24 from the computed value. Similarly, valudhadessl 2 indicate a
phase delay in cortisol relative to estradiol and were reeadmiby adding 24 to the computed
value. The mean cortisol-estradiol PAD of the full sample and by chranatypported in Table
4.2 and Table 4.3, respectively. The cortisol-estradiol PADs and th# hesdsures were then
modeled to the equation Y=B0 + B1*X +B2*X"2. Goodness of fit was detemnusing thd?
values, D’Agnostino’s normality of residuals, run tests and visual inspection oftthpadats.
Affect. Affect was measured using PANAS and POMS scales. Two subsiddlee POMS that
address affect, Depression-Dejection subscale and Tension-Anwietg, used. The curves
generated from the cortisol-estradiol PAD and affect measies®nstrated data points that
visually appear close to the curve in all scales (see Figuye@obdness of fit results can be
seen in Table 4.9. For the full sample, correlations of the abdasdradiol PAD with the affect
scales ranged from 0.28 for Positive Affect to 0.36 for the Dsjanedejection subscales. All
the affect scales fit the quadratic model better than mistrigne at a significance level of 0.05.

One subscale violated the normality of residuals assumption. Sagruécwas found for
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D’Agnostino’s normality of residuals test for Positive Affekf € 7.3,p = 0.02). All run tests

were nonsignificant in the affect measures.
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Table 4.9
Goodness of Fit for Cortisol-Estradiol PAD and Health Indicator Measuoe Full Sample
(N=23)

Goodness of Fit Straight Line

R(DF)  Normality of Run F(DFn, DFd) p

Residuals) Testp

Affect
POMS Total Score .34(26) 1.4(0.50) 0.97 5.8(1,20) 0.62
POMS Depression-.36(20) 0.81 (0.66) 0.96 6.5(1,20) 0’02

Dejection Score
POMS Tension- .30(20)" 5.9 (0.05) 0.90 4.4(1,20) 0.048

Anxiety Score

Positive  Affect .28(20)* 7.3(0.02Y 0.54 4.5(1,20) 0.047
Score
Negative  Affect .30(20}  1.6(0.44) 0.51 6.21(1,20) 062
Score
Sleep Quality
PSQI Score .04(20)  1.58(0.45) 0.83 0.015(1,20)  0.90
SSQ Score 17(20)  7.8(0.02) 0.92 1.6(1,20) 0.19
Energy
POMS Vigor- .13(20)  0.73(0.70) 0.70 2.8(1,20) 0.11

Activity Score
POMS  Fatigue- .06(20) 9.56(0.01) 0.98 1.3(1,20) 0.27

Inertia Score
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VAS-Energy Score .02(20) 5.5(0.06) 0.81 0.10(1,20) 0.76
VAS-Fatigue .03(20) 1.36(0.51) 0.51 0.16(1,20) 0.76
Score

Model: Y=B0O + B1*X +B2*X"2. POMS = Profile of Moods; PSQI = Biurgh Sleep

Quality Index; SSQ = Subjective Sleep Questionnaire; VAS = VisualogScale.
ICorrelation greater that 0.25;

“Significant ap<0.05
*Trend to significance at between 0.05 and 1.00
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In the M-type subgroup goodness of fit are considerably lower than fésltlsample and for E-
types (see Table 4.10). Examples of the M-type curve fitbeafound in Figures 4.2, 4.3 and
4.4. None of the affect measures significantly fit a quadratic model deteatstraight line (See
table 4.10). D’Agnostino’s normality of residuals were significanthe 0.05 level for POMS
Tension-Anxiety K?= 6.9,p = 0.03) and Positive Affeckf= 6.2,p = 0.046).

In contrast, the data for the E-type group demonstrated greater geadrig than either
the M-type or the full sample in the measures of affect. Goodrsfd#sresults are reported in
Table 4.11. Correlations for the affect scales ranged from 0.2Bdsitive Affect to 0.70 for
Depression-Dejection. Data visually appeared to follow the modrlace well. None of the
data violated normality of residuals or run tests. Examples d&-tiype curve fit can be found in
Figures 4.2, 4.3 and 4.4.

Sleep quality. Two scales measured sleep quality in this study; the P&fthe SSQ.
Upon visual inspection of the full sample, the data points for both nesadid not lie close to
the modeled curve. The? for the PSQI and SSQ were low at 0.04 and 0.17 respectively (see
Table 4.9). In addition, the curve did not statistically modelita points better than a straight
line for either the PSQIF = 0.015,p = 0.90) or the SSQF(= 1.6,p = 0.19). Figure 4.4
illustrates the sleep quality measures for the full sample curve fit.

The PSQI and SSQ both performed in a similar manner for the cppenstibgroups.
The PSQI demonstrated &3 of 0.18 in the M-type group and 0.03 in the E-type group. The
SSQ demonstrated &3 of 0.23 for the M-types and 0.13 for the E-types. None of the curves for
the subgroups demonstrated better fits to the data points than ghtstiae. Table 4.10
summarizes the goodness of Fit for M-types. Goodness of finddEitypes can be seen in table

4.11. Figure 4.4 illustrates the curve fit for M-type and E-type.
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Energy. Four measures were used to assess energy levels in theppatsiciTwo scales
were visual analog scales, one for energy and one for fatiguehich the average of 13 time
points was averaged for each participant to yield an averagbefatay of sample collection.
Tests for normality showed a normal distribution. Scores were cechpsing a paired T-test.
Scores on energy did not differ from fatigug:( =1.215,p = 0.237). Scores on energy were
highly correlated to fatigue scores at 0.96. Results werdasifor each of the subgroups, M-
types and E-types (See Table 4.13). The third and fourth energy neaseirgubscales of the
POMS: Fatigue-Inertia and Vigor-Activity. In the full sampt®ne of the measures exhibited
good fit to the quadratic curve. For all four measures, visual inspectithe data suggests a
poor fit with the model consistent with o results (see Figure 4.3). The VAS scales fit the
model withR? statistics of 0.01 and 0.03. Neither data set fit the model be#terat straight line
(see Table 4.9). Data from the Fatigue-Inertia measure ailed to fit the model curve better
than straight line and demonstrated a I&vof 0.06. The data from the Vigor-Activity scale
almost trended toward a significant fit to the model over a straightiife= 0.11).R* goodness
of fit was 0.13 for the Vigor-Activity scale. D’Angostino’s norlitya of residuals were non
significant in all measures except Fatigue-Ineiia=(9.56,p = 0.01).

For the M-type subgroup, the four measures of energy gave diffeisrits as the full
sample. Visual fit of the data points to the curve was poor, withexiception of the POMS
Vigor-Activity score, withR? values ranging from 0.09 to 0.41 (see Table 4.10). None of the
measures fit the curve better than a straight line (seeef@ydrd), except POMS Vigor-Activity.
Lowest curve values for the Vigor-Activity corresponded to a PAD.6¥ hours. The lowest
points for the VAS curves could not be determined. E-types demimass@nilar results to the

full sample, withR? values ranging from 0.00 to 0.13 and none fitting the curve betterathan
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straight line. Results for the E-type group can be found on Table 4dcales in the chronotype
subgroups violated normality assumption.

Overall, D’Agnostino normality of residuals were significanpatalues less than 0.05 in
three curve from the entire sample. The normality of residuagssignificant for Positive Affect
(K*=7.3,p=0.02), SSQK?~7.8,p = 0.02) and POMS Fatigue-Inertia subsc&le=9.56,p =
0.01). Of the cortisol-estradiol PAD curves in the M-type women, tibywere significant for
normality of residuals. The POMS Tension-Anxieity D-Agostina ¥ess significant?~6.9,p
= 0.03), as was the Positive Afe(6.2,p = 0.046) in M-types. No normality of residuals test
in the E-type group demonstrated significance. Run tests wareraignificant for the cortisol-
estradiol PAD and health indicator measures curve in the entmglesathe M-types and the E-

types.
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Table 4.10

Goodness of Fit for Cortisol-Estradiol PAD and Health Indicator Measures for M-type3]
Goodness of Fit Straight Line
R(DF) Normality of Run  F(DFn, p

Residualsf) Testp DFd)

Affect

POMS Total .30(8)  0.40(0.82) 0.83  2.9(1,8) 0.13
Score

POMS 20(8)  1.30(0.52) 0.83  0.15(1,8) 0.71
Depression-

Dejection Score
POMS Tension- .12(8) 6.9(0.03) 0.74 0.22(1,8) 0.65
Anxiety Score

Positive ~ Affect .07(8)  6.2(0.046) 052  0.82(1,8)  0.39

Score

Negative Affect .15(8)  1.8(0.41) 0.91  1.4(1,8) 0.27
Score

Sleep Quality

PSQI Score 18(8)  1.13(0.57) 0.91  1.6(1,8) 0.24
SSQ Score 23(8)  3,2(0.21) 0.99  1.5(1,8) 0.25
Energy

POMS  Vigor- .41(8)  1.02(0.60) 0.74  5.4(1,8) 0.649

Activity Score
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POMS Fatigue- .33(8)  0.92(0.63) 091  1.2(1,8) 0.20

Inertia Score

VAS-Energy .09(8) 0.96(0.62) 0.52 0.64(1,8) 0.45
Score
VAS-Fatigue .21(8) 2.1(0.35) 0.33 0.72(1,8) 0.42

Score

Model: Y=B0 + B1*X +B2*X"2. POMS = Profile of Moods; PSQI =tBburgh Sleep Quality
Index; SSQ = Subjective Sleep Questionnaire; VAS = Visual Analog Scale.

ICorrelation greater that 0.25

“Significant ap<0.05

*Trend toward significance at p<0.1, >/=0.05
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Table 4.11

Goodness of Fit for Cortisol-Estradiol PAD and Health Indicator Measures for E-ty&3)n
Goodness of Fit Straight Line
R(DF) Normality of Run F(DFn, p

Residualsf) Testp DFd)

Affect

POMS Total .52(9)' 2.727(0.256) 0.825  3.972(1,9) 0.677
Score

POMS .70(9)' 4.031(0.135) 0.854  9.640(1,9) 0.613
Depression-

Dejection Score

POMS Tension- .47(9)! 1.727(0.422) 0.608  4.729(1,9) 0.858
Anxiety Score

Positive  Affect .29(9)! 1.519(0.468) 0.392  1.578(1,9) 0.241
Score

Negative Affect .68(9)" 1.530(0.466) 0.652  16.18(1,9) 0.603

Score

Sleep Quality

PSQI Score .03(9) 1.695(0.433) 0.825  0.0239(1,9) 0.880
SSQ Score 13(9) 5.704(0.058)0.652  0.1516(1,9) 0.706
Energy

POMS  Vigor- .04(9) 2.259(0.323) 0.987 0.274(1,9) 0.613
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Activity Score
POMS Fatigue- .13(9) 0.470(0.323) 0.652 0.656(1,9) 0.439

Inertia Score

VAS-Energy .00(9) 2.740(0.254) 0.392  0.021(1,9) 0.888
Score
VAS-Fatigue .02(9) 1.027(0.598) 0.392  0.034(1,9) 0.857
Score

Model: Y=B0O + B1*X +B2*X"2.

POMS = Profile of Moods; PSQI = Pittsburgh Sleep Quality IndSQ = Subjective Sleep
Questionnaire; VAS = Visual Analog Scale.

Correlation greater that 0.25

“Significant atp<0.05

*Trend toward significance at p<0.1, >/=0.05
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Table 4.12
Optimal Cortisol-Estradiol PAD Based on Curve Fit (N =23)
Full Sample M-type E-type
Affect
POMS Total Score 3.23 - 4.85
POMS Depression-Dejectior3.78 - 4.62
Score
POMS Tension-Anxiety Score  3.90 - 4.00
Positive Affect Score 3.50 - 4,72
Negative Affect Score 3.57 - 2.69
Sleep Quality
PSQI Score - - -
SSQ Score - - -
Energy
POMS Vigor-Activity Score - 0.69 -

POMS Fatigue-Inertia Score - - -
VAS-Energy Score - - -

VAS-Fatigue Score - - -

PAD = Phase Angle Difference; POMS = Profile of Moods &t&SQI = Pittsburgh Sleep
Quality Scale; SSQ = Subjective Sleep Quality Scale; \FABisual Analog Scale; PAD in
hours

(-) unable to compute PAD
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Table 4.13
Comparison of Energy and Fatigue VAS (N = 23)

T-test (DF) p-value Correlation
Full Sample (N=23) 1.215 (22) 0.237 .958
M-type (n=11) 1.145 (10) 0.277 951
E-type (n=12) 0.419 (11) 0.683 967




Figure 4.1
Curve Fitto Y = B0 t B1*X + B2*X"2 for Affect Measures and Cortisol-Estradiol PAD
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Figure 4.2

Selected Curve Fit to Y = BO +B1*X + B2*X”2 for Affect Measure @ndisol-Estradiol PAD

in M-types and E-types
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Figure 4.3
Curve Fit to Y = BO +B1*X + B2*X"2 for Vigor-Activity Measure andr@sol-Estradiol PAD

in Full Sample and by Chronotype
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Figure 4.4

Curve Fit to Y = BO +B1*X + B2*X”"2 for the Pittsburgh Sleep Qualitgex (PSQI) ang

Cortisol-Estradiol PAD in Full Sample and by Chronotype
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Upon visual inspection of the cortisol and estradiol curves, it was tieaétivo types of
curves were described by the data. The first curve type exhidittominant circadian rhythm
with superimposed ultradian rhythms. The second curve type exhibitksnaant ultradian
component with little or no circadian element (see Figure 4.%¢ R1 %) cortisol curves
demonstrated an ultradian-dominant curve. Eight (33.3%) of the estcanh@s demonstrated
an ultradian-dominant curve. Analyses of group differences betweesdiein-dominant and
ultradian dominant curve types were conducted. Independent studesits Twiere used for
parametric distributions and Mann-U Whitney test was used for nanpatac distributions.
Table 4.14shows the results for demographic and curve parametablesrand Table 4.15
shows the results for the health variables. A significant diffterevas found only in the measure
of the cortisol mesor between the cortisol ultradian-dominant anddéan-dominant groups.
The cortisol mesor for the cortisol circadian-dominant group wasu@sfl. (SD = 0.09) in the
circadian-dominant group and 0.2430(= 0.143) in the ultradian-dominant group. Cortisol
mesor was 0.08@g/dL lower in the cortisol circadian-dominant group (Whitney Manp-8
0.05). Trends toward significance were found in the estradiol groups.stitaeliel circadian-
dominant group had an estradiol amplitude of 3.55 pg®M € 2.65) while the estradiol
ultradian-dominant had an estradiol amplitude of 1.48 pgdbl< 0.53), a difference of 2.07
pg/ml (Whitney Mann Up = 0.053). In addition, a trend toward significance was found in the
estradiol groups on the POMS Tension-Anxiety subscale. Thediesti@rcadian-dominant
group exhibited a mean score of 5.8D(F= 4.53) and the ultradian-dominant group exhibited a
mean score of 8.13D = 2.42). An independent T-test score was -2[03 0.056). In the group
where both the cortisol and estradiol rhythms exhibited an ultradiamnant rhythm (n = 2),

trends toward significance were found in the cortisol mesor and betbottisol and estradiol
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amplitude. In the group where both cortisol and estradiol exhibitedlialtralominant rhythms,
the cortisol mesor was 0.3%@/dL (SD = 0.20), the cortisol amplitude was 0.35&/dL (SD =
0.24) and the estradiol amplitude was 2.09 pgli € 0.36), verses the circadian-dominant
group with measures of 0.16d/dL (SD = 0.084), 0.14jig/dL (SD= 0.11) and 3.00 pg/m5D

= 2.51), respectively. The Whitney Mann U p-values were 0.09 for thisaamesor, 0.06 for
the cortisol amplitude and 0.053 for the estradiol amplitude. BMI alendéd toward
significance in the group where both cortisol and estradidhrhy demonstrated an ultradian-
dominant pattern, with a BMI of 21.3D = 0.81) verses a BMI of 24.BD = 4.6). The Whitney

Mann U significance level was 0.095.
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Figure 4.5 Example of A. Circadian-dominated curve type and B. Ultradian-dominateé curv
type
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Table 4.14

Comparison of Circadian-dominant and Ultradian-dominant Curves on Demographic Variables
and Rhythm Parameters

Cortisol Estradiol Cortisol and Estradiol
Circadian-Dominant Circadian-Dominant One or More
(N=18) (N=15) Circadian-Dominant

Ultradian-Dominant  Ultradian-Dominant  (N=21)
(N=5) (N=8) Both Ultradian-

Dominant (N=2)

T-test Significance T-test Significance T-test Sigaifice

Chronotype - 0.41 - 0.58 - 0.71
Caffeine - 0.88 - 0.61 - 0.83
Intake

Alcohol - 0.24 - 0.35 - 1.0

Consumption

Age - 0.50 - 0.86 - 0.23
BMI - 0.11 - 0.33 - 0.095
Acrophase
Cortisol - 0.37 - 0.58 - 1.0
Estradiol - 0.86 - 0.81 - 0.75
Amplitude
Cortisol - 0.12 - 0.66 - 0.66
Estradiol - 0.71 - 0.053 - 0.74

Mesor
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Cortisol - 0.09 - 0.79 - 0.05
Estradiol - 0.60 - 0.57 - 0.83
PAD 0.342 0.74 -0.153 0.88 1.06 0.39

BMI = Body Mass Index; PAD = Phase Angle Difference
!Significance level of 0.05;
% Trend toward significance at level between 0.05 and 1.0
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Table 4.15
Comparison of Circadian-dominant and Ultradian-dominant Curves on Health Indicator
Measures
Cortisol Estradiol Cortisol and Estradiol
T-Test Significance T-test Significance T-test  Sigaifice
Affect
POMS
Total 0.325 0.75 -0.047 0.65 -0.641 0.53
Depression- - 0.91 - 0.69 - 0.65
Dejection
Tension- 0.520 0.61 -2.03 0.056 -0.814 0.42
Anxiety
Positive Affect -1.04 0.31 0.735 047 0.199 0.84
Negative - 0.28 - 0.48 - 0.35
Affect
Sleep Quality
SSQ -0.598 0.56 -0.11 091 -0.132  0.90
PSQI - 0.42 - 0.43 - 0.83
Energy
Fatigue-Inertia - 0.50 - 0.98 - 0.96
Vigor-Activity -0.856  0.40 0.984 0.34 -0.667 0.52
VAS-E 0.404 0.69 -0.210 0.80 -0.771 0.50
VAS-F 0.820 0.42 0.608 0.55 -0.764 0.45
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Time of Wakening and Cortisol and Estradiol Parameters

Time of morning awakening was computed for each participant angarechwith the
cortisol and estradiol parameter of acrophase using Pearson’s tpnoolment correlations. The
cortisol-wake PAD was determined by subtracting the wake fnom the time of the cortisol
acrophase. The estradiol-wake PAD was determined by subtréotivgake time from the time
of the estradiol acrophase PAD. Pearson’s product moment cameleds used to analyze the
bivariate relationship between the cortisol-wake PAD, wake tand,the cortisol and estradiol
acrophases. The estradiol-wake PAD did not meet the assumptions oéalityorosing
Kolmogorov-Smirov test of normality. A Spearman’s Rho correlatiolyaisawas used for
determining the bivariate relationships between the estradiol-Wal® wake time and the
cortisol and estradiol acrophases.

Significant relationships were found in the full sample and the chypeaubgroups. For
the full sample, the estradiol-wake PAD correlated signifigamtlh the estradiol acrophase (r =
0.74, p < 0.001) and the cortisol-wake PAD correlated with the cortismgplaase (r = 0.743, p <
0.001). The cortisol acrophase also correlated significantly wattevime (r = 0.48, p = 0.02),
but the estradiol acrophase did not show a significant correlation.otNer significant
correlations were found for the full sample (see Table 4.16).

M-types demonstrated correlations in both the cortisol-wake andedtradiol-wake
PADs. The cortisol-wake PAD was significantly associateth whe cortisol acrophase (r =
0.944, p < 0.001). The estradiol-wake PAD correlated with both thedestecrophase and
wake time (r = 0.945, p < 0.001 and r = -0.697, p = 0.02, respectively).l&diome for the
morning chronotype can be found in table 4.17. For the E-types, correlatoaslso found in

the cortisol-wake and the estradiol-wake PADs. The cortisol-wW&{@ correlated significantly
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with the cortisol acrophase (r = 0.704, p = 0.01). The estradiol-wake &w¥related
significantly with estradiol acrophase (r = 0.755, p = 0.005). Table 4.18mpsethe correlations

for the E-type group. In neither M-types nor E-types did wake tioneelate with either cortisol

or estradiol acrophases.
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Table 4.16
Correlations Between Selected Cortisol and Estradiol Variables and dfindéakening in Full
Sample (N = 23)

Estradiol Wake Time Cortisol-Wake Estradiol-Wake
Acrophase PAD PAD
Cortisol  0.16 (0.94)  0.48 (0.02) 0.743 (0.00§ -0.03* (0.16)
Acrophase
Estradiol - -0.05 (0.81) 0.147 (0.50) 0.74 * (0.00)
Acrophase
Wake - - -0.234 (0.28) -0.25* (0.25)
Time
Cortisol- - - - 0.253* (0.24)
wake PAD

*Spearman’s Rho Correlation
'Significance at <0.05
PAD = Phase Angle Difference
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Table 4.17
Correlations Between Selected Cortisol and Estradiol Variables and ®im@&/akening in
Morning Chronotypg® = 11)

Estradiol Wake Time Cortisol-Wake Estradiol-Wake

Acrophase PAD PAD

Cortisol 0.104 (0.75)  0.093 (0.79) 0.944 (0.60) 0.01* (0.98)
Acrophase

Estradiol -0.42 (0.20) 0.380 (0.25) 0.945* (0.00)

Acrophase

Wake

-0.241 (0.48) -0.70* (0.02)
Time

Cortisol-

0.445* (0.17)

wake PAD

*Spearman’s Rho Correlation
'Significance at <0.05
PAD = Phase Angle Difference
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Table 4.18
Correlations Between Selected Cortisol and Estradiol Variables and ®im@&/akening in
Evening Chronotypes (N =12)

Estradiol Wake Time Cortisol-Wake Estradiol-Wake
Acrophase PAD PAD
Cortisol -0.23 (0.93) 0.47 (0.15) 0.7040.01) 0.161* (0.62)
Acrophase
Estradiol - -0.34 (0.28) 0.027 (0.93) 0.755* (0.005)
Acrophase
Wake - - -0.321 (0.31) -0.270* (0.40)
Time
Cortisol- - - - 0.308* (0.33)
wake PAD

*Spearman’s Rho Correlation
'Significance at <0.05
PAD = Phase Angle Difference
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Chapter 5
Discussion, Conclusions and Recommendations

I ntroduction

This chapter discusses the findings of this study that sougixatnine the relationship
between cortisol and estradiol circadian rhythms and the sickeéss/iors of altered affect,
sleep quality and energy level. The chapter includes discussitre cfample characteristics,
study measures and the study results. Discussion of the findiraygarized by study aims.
Strengths and limitations of the study are addressed, as welphsations for nursing practice
and research. Finally, recommendations for future research are presented.
Discussion of Sample Characteristics

The final sample consisted of 23 healthy premenopausal women. Tuwentyomen
were recruited from a metropolitan College of Nursing and two wonwere recruited from the
greater community. One participant was dropped from the studtodare inability to detect an
estradiol acrophase. The dropped participant did not differ sigmifygcfom the rest of the
sample participants. The dropped participant was a 26 year-old Mrtgpeed woman, with no
children. The participant reported drinking an average of 1.5 cakeirthinks per day and two
alcohol drinks per week. The participant used no medications, prestyiptier the counter, or
herbal. Usual bedtime was 2230 and on the day of salivary colleb&gratticipant went to bed
at 2230 and rose at 0530. Measures on all scales, except energynaverpositive than the
mean for the sample, with higher affect and better sleeptyu&core for the dropped
participant on the POMS vigor-activity scale was 13, 1.6 points lower thaatmgle mean. The
scores on the Energy VAS and Fatigue VAS were slightly |dkgar the mean at 72.5 and 73.6,

respectively. With the exception of a slightly lower than aweragergy level, the dropped
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participant reported less sickness behaviors than average. @ati®el above data, the lack of an
identifiable estradiol acrophase in this particular participant mitady a resulted of design or
measurement error in the timing of collection or assayingepies. It is also possible that the
participant did not exhibit a circadian estradiol rhythm.

All women were full-time post secondary school nursing students timereithe
baccalaureate or Masters’ programs. The mean age of the saagl28wW years, with ages
ranging from 21 to 39 years. M-type women were older than E-typ@men, which was
consistent with the current literature (Adan & Almirall, 1992; I@heski, Ferraro, Petros, &
Plaud, 1997; Monk, 2007; Paine, Gander, & Travier, 2006). However, in a published,revi
Kerkhof (1985) provides evidence that age may not differ betweenatlpan All participants
were either nurses or student nurses, none working the midnight shsftifes/ork was an
exclusion criterion. All participants were studying toward areegin nursing at either a
university or college. Participants’ BMI averaged 24.7 Kg/Btype women had higher BMI
than M-type women, with BMIs at 26.0 Kgfrand 23.0 Kg/my respectively. The chronotype
differences were not statistically significant. All peiiants with a BMI over 25 Kg/frwere E-
types, suggesting that lack of statistically significantedénces in BMI may be due to small
sample size, small effect size or sample homogeneity. Onlypanieipant had a BMI over 30
Kg/m?. Higher BMIs in E-types has been suggested in the literé8oreca, Fagiolini, Frank,
Goodpster, & Kupfer, 2009; Schubert & Randler, 2008).

Chronotype groups did not differ from each other on marital statugamily
demographics. In the sample, over half the women were single gindnav children. One
participant was divorced or separated. Of the six married woménwéee M-type and half

were E-type. Two women had children between one and five yeagepbae woman in each
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chronotype. Of the two women with children between five and 12 yeaageyfboth were M-
types. In the literature, one study did find that a mother'psheke patterns are influenced by
the presence of children in which women with children exhibited aherahronotype
(Leonhard & Randler, 2009). Lack of difference in this study mayelsed to sample size or
student status. With only four women with children, it is impossibldraw any conclusions
about motherhood and chronotype. Caffeine intake did not differ between chreanaiyipen
average of 1.3 cups per day in both M-types and E-types. Weekly alotdda@ was higher in
the E-type women, however, this may be due to an outlier. One E-typmuwreported an
average weekly alcohol intake of 10 glasses per week. In the rest of the,saogdcohol intake
exceeded 3 glasses per day.
Discussion of Study Measures

This study employed five questionnaires, two visual analogsaaid two biological
measures. Four subscales of the POMS, and two subscales 8INAS vere also used for this
study.
Affect. Affect was measured using the Profile of Moods State (POM&) score and the
subscales of Depression-Dejection and Tension-Anxiety. AvaP&dS scores were 15.4 for
the total score, 5.2 for the Depression-Dejection subscale and r6tBefol ension-Anxiety
subscale.

The two subscales of the Positive and Negative Affect ScRIBBIAS) were used to
measure affect in this study. Mean scores for this sample 8&6 for PA and 17.3 for NA.
Studies with university students found similar scores that ramgedZ9 to 36 for PA and 15 to

22 for NA (Merz & Roesch, 2011; Thome & Espelage, 2004; Watson, Clark & Tellegen, 1988).
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Chronotype differences for affect were not supported by this stadgpendent student
T-tests by chronotype were non-significant for PA (p = 0.12) andNA 0.30). However, PA
demonstrated greater difference between M-types and E-tgpasNA, with M-type women
scoring 5.5 points higher (36.1 verses 31.0). It is possible with ar lsegaple size, the
chronotype difference would be statistically significant. Curstudiies support higher PA in M-
types than E-types, but no difference by chronotype in NA (Ha&llEm, Sbarra, Bootzin, &
Bernert, 2010; Murray, Allen, & Trinder, 2003).

Sleep quality. SSQ Scores for this sample ranged from 1.71 to 5.93 with an average of 4.5
suggesting that sleep quality was fairly high on average énitht before sample collection.
Only one patrticipant scored below 3.0 and she was an E-type, witiheacsdl..71. For the PSQI,
Buysse, Reynolds, Monk, Berman and Kupfer (2000) report that a cutgmare of five has a
sensitivity of 84% and a specificity of 86.5% in detecting sleeprdigss of patients verses
controls. Five out of the 23 participants scored five or greaterhenPSQI suggesting
approximately a 20% incidence of disturbed sleep in this sample filitling is consistent with
the literature. Studies have reported poor sleep in the general popwativeen 10 to 35%
(Akerstedt, Fredlund, Gillberg, & Jansson, 2002, Baker & Driver, 2004) aniblyosp to 60%
(Lund, Reider, Whiting & Pritchard, 2010). Internal consistency for ®@IRn this sample was
poor (o = 0.34). This in part may be related to the use of the instruméntealthy women.
The PSQI was designed for a clinical population and has been showmfdompéetter in
depressed individuals than healthy controls (Buysse, et al., 1989). Irastpritre internal
consistency for the SSQ was 0.91. Discrepancy between measdrgmar reliability in the
PSQI makes confident observations about the sleep quality of theigaentscin this study

difficult. M-types and E-types did not differ from each other dhegisleep measure; PSQI or



189

SSQ. The average score for the PSQI was slightly higiveE#ypes, 4.0 verses 3.0, but the
difference was not statistically significant. This is in cast to a number of studies that report
poorer sleep quality in E-types compared to M-types (Chung, Chang,Xao & Hsu, 2009;
Ishihara, Miyasita, Inugami, Fukuda & Miyata, 1987; Webb & Bonnet, 1978).h@rother
hand, other studies have failed to find significant chronotype diffese(féoret, Touron, Benoit
& Bouard, 1985; Lehnkerig & Siegmund, 2007). Of the five participants aviscore greater
than or equal to the cut-point for disturbed sleep, all were Estgppgorting the evidence that
suggests that E-types exhibit worse sleep quality than M-tydse, the mean E-type scores
were higher than M-types, although not statistically significant.

Energy. Energy was measured by two subscales of the POMS; Vigorit&cand Fatigue-
Inertia, and two visual analog scales; Energy VAS and Fatidu& Mean score for the POMS
Fatigue-Inertia subscale was 7.3. Mean score for the POMS Xivity Subscale was 14.6.
The mean score on the Energy VAS was 72.7 and the Fatigue V&A%3 In M-type women,
the POMS Fatigue-Inertia subscale score was slightly lcamer the POMS Vigor-Activity
subscale score was slightly higher than in E-types, but naeitbee difference reached statistical
significance. This is supported in the literature. Studies have foumiffacences between M-
types and E-types on daytime sleepiness (Hilliker, Muehlbach, &dev & Walsh, 1992;
Taillard, Philip, & Bioulac, 1999). Of the participants scoring greater time standard deviation
above the mean on the POMS Fatigue-Inertia subscale, threef dourowere E-types,
suggesting a chronotype difference in energy. A few studies d&lavenoted a difference in
chronotype on energy with studies of increased daytime sleepiepssted in E-types

(Matchock & Mordkoff, 2009) and alertness (Clodore, Foret, & Benoit, 1986)th®@ POMS
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Vigor-Activity subscale, scores greater than one standard mevizlow the mean were equally
divided between M-types and E-types.
Salivary Measures

Salivary cortisol and estradiol were measured to determineirttedian rhythms of the
biological hormones. The Salimetrics High Sensitivity Saliv@oytisol Enzyme Immunoassay
had good sensitivity (0.003). The intra-assay and the inter-asséficients of variation were
reliable at 6.7 and 11.9, respectively. Intra-assay coefficientaridtion less than 10 and
interassay coefficients of variation less than 15 are consdidereeptable (Salimetrics, 2011).

The Salimetrics High Sensitivity Salivary Estradiol Enzyimenunoassay intra-assay and
inter-assay coefficients of variation were reliable at 9.318h8, respectively. These coefficients
of variation are similar to those found in another published study (Bao et al. 2004).

In this study, pH measures for some of the estradiol sampleselevated with 19.3 % of
a random sampling of 15% of the full sample with pH values above 9iGar$gpH values in
healthy participants range from 5.67 to 7.96 across the 24-hour dey,intria-individual
variation of 0.91 (Larsen, Jensen, Madsen, & Pearce, 1999) andSRG30(54) in participants
at rest (Sato, 2002). None of the cortisol samples had pH vaee.0 and the elevated pH
values showed no recognizable pattern within participant samples, ssnggeossible
contamination with buffer solution after testing of the samples for the @aatsays.

The saliva samples were collected by passive drool accorditigetonanufacturer’s

instructions (Salimetrics, 2011). All participants produced adequditea dar cortisol and
estradiol assaying at all collection times. The quantitatigasurement of cortisol and estradiol

were performed using an ELISA procedure according to the maardést instructions
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(Salimetrics, 2011) and processed by a skilled lab techniciamedrain immunoassay
techniques, at the Wayne State University, College of Nursing Biophysibatatory.
Discussion of the Findings Related to Study Aims

Specific Aim 1.In the first research aim it was hypothesized that coréiadl estradiol
would demonstrate a circadian rhythm that could be fitted to anarosnodel and that the
circadian parameters of phase, amplitude and mesor would not etvetateen cortisol and
estradiol. The hypotheses of the first research aim were dagdpor this study. In all
participants, the cortisol and estradiol data converged on a cosiodel.m Cortisol data
demonstrated greater curve fit with lower sum of squares ditfesefR- values) than estradiol.
Correlation coefficients for cortisol ranged from 0.32 to 0.95 wrily two data sets correlating
at less than 0.50. Estradiol correlation coefficients ranged from 0.28&owith ten data sets
correlating at less than 0.50. The multioscillator cosinor modebé@s used to model circadian
rhythm in several studies (Bao et al., 2003; Koenigsberg et al., 208dm&, 1997). The
cortisol data fit the curve model better than the estradiol slaggesting the possibility that the
circadian and ultradian profile of estradiol expression mdgvioa different model from that of
cortisol. Gibertini, Graham and Cook (1997) suggest that the tempgmadssion of different
circadian rhythms may follow models that are not cosinor in nature.

Five out of 24 data sets violated normality of residuals assomsgh the cortisol curve fit
and two violated the normality of residuals assumptions in thedesdtcurve fit at significance
levels less than 0.05. In four of the five cortisol curves and onleeafinto estradiol curves the
lack of normal distribution may be accounted for by an outlier. Ih eadisol case the outlier
may indicate the morning cortisol awakening response. In thediestcarrve, the outlier is the

highest value and may represent the acrophase or may be due tioemess error. Violation of
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the normality assumptions suggests a systematic explanation viatial® from the chosen
model. In the cortisol curves, the model may not adequately eafttarcortisol awakening
response. Cortisol has consistently demonstrated a robust circadiatliradian rhythm (Baehr,
Revelle, & Eastman, 2000; Elverson & Wilson, 2005; Freeman, Webb, Aner&oly, 2008)
Few studies have examined the circadian rhythm of salivagdesitrBao and colleagues (2003)
sampled 15 women every two hours for 24 hours at four times during th&uaéngcle, fitting
the estradiol data to a cosinor rhythm. The authors found theodfita peaked diurnal rhythm
with ultradian harmonics that demonstrated a mean acrophase imartiiem®rning. In this
current study, the majority of participants’ estradiol curvettie model without violating
assumptions, the correlations were lower than for cortisol. Findihtgs study are consistent
with Bao and coworkers (2003).

The cortisol and estradiol circadian parameters of acrophasafwtend mesor were
uncorrelated in the full sample using Pearson’s Product momentatiomefor the acrophase
and nonparametric Spearman’s Rho rank correlation for amplitude and mesor.t©Gorfetahe
acrophase was 0.9% & 0.67). Lack of correlation in acrophase suggests that cortisol and
estradiol are subject to different phase setting pacemakemsctiatiependently of each other. A
study by Bao and colleagues (2004) found that the cortisol and estiathphases correlated
only in the menstrual phase of the menses cycle. Consistent witktubdg by Bao and
colleagues (2003), cortisol and estradiol were not correlated in the lalgph#sa of this study.

It was also noted that the cortisol acrophase correlated witlhvagke time = 0.48, p =
0.02) in the full sample. The estradiol acrophase did not correldtdime of wakening, further
supporting different timing of the cortisol and estradiol pacemak®gelation of cortisol but

not estradiol with wake time raises the possibility of an araleyaéndent phasing of cortisol but
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not estradiol. Challet (2007) discussed the phenomenon of phasing offsghmas in nocturnal

mammals are opposite of diurnal mammals while other rhythmglased similarly in both

nocturnal and diurnal mammals. Challet (2007) refers to rhythmsataatppositely phased as
arousal-dependent and rhythms that are phased the same asiadapaident. According to
Challet (2007), temperature and corticosteroid are arousal-depemdentelatonin is arousal-
independent. The circadian rhythm of gene production is phased simarallgesponse to light
is basically the same manner in nocturnal and diurnal mammatsayitbe that in humans
cortisol is an arousal-dependent circadian rhythm and estradiah isrousal-independent
circadian rhythm. Figure 5.1 illustrates a possible mechabgmhich cortisol and estradiol

may be independently entrained and phased.
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Figure 5.1Possible pathway of cortisol and estradiol entrainment
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Specific Aim 2. The second specific aim explored the cortisol and estradiol rhiythm
terms of morningness-eveningness. It was hypothesized thairtts®lcrhythm and the estradiol
rhythm would be phase advanced in M-type women compared to E-type women. This hgpothesi
was partially supported by the findings. There was a signifisetistical difference in cortisol
acrophase between the two groups, at a probability level of las®.0& However, the findings
trended to significance (Mann-Whitney Y a 12, n = 11, p = 0.074), suggesting significant
results may be found in a larger sample. The mean acrophdgetypes was 8.32 hours and
the mean acrophase for E-types was 11.0 hours, a 2.68 hour phase auWdrgpes. This
finding is consistent with a number of published studies on cortisolchrahotype. Studies
report a possible phase advance of cortisol in M-types compared \{pe&-{Bailey &
Heitkemper, 1991; Kudielka, Bellingrath, & Hellhammer, 2007; Randler Bakc2010). The
hypothesis that the mesor and amplitude would differ between chroeofigsenot supported.
The differences between mesor and amplitude were not stdlyssigamificant. Additionally, no
chronotype differences were noted in any of the estradiol parameters eltbatatare no known
studies investigating the estradiol circadian rhythm parameteM-types and E-types. Findings
from this study do not support a difference by chronotype in thededtraythm parameters of
acrophase, amplitude and mesor.

Specific aim 3. The third specific aim investigated the relationship between chronotype
cortisol and estradiol circadian rhythms and sickness behaviors.fi&dBgGi the sickness
behaviors examined were alterations in affect, sleep quality and energySleeeific aims 3a, b,
and c hypothesized that the phase relationship between the coriis@staadiol circadian
rhythms would be nonlinearly related to affect, sleep quality arealgg level and that this

relationship could be fitted to a quadratic equation. For the full santipk hypothesis was
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supported in the affect measures. The hypothesis was not supportecnmethg measures for
the full sample. In addition, neither of the sleep measures fiadratic model. It is important to
note that the PSQI demonstrated poor internal consistency imathjges possibly contributing
to a lack of significant findings.

Hypothesis 3d stated that the optimal PAD would not differ betwHeat,asleep quality
and energy level. Hypothesis 3d was not supported by this study. Thalop®d mean value
was 3.60 (SD = 0.26) hours, determined by the mean of the optimal PAR dive affect
measures. All PADs for the affect measures were betweeraB®3.90 hours. In the M-type
women, the optimal PAD as an average of the five affect megswas 4.18 (SD = 0.89) hours.
No optimal PAD was found for sleep quality or energy. Both solrtand estradiol have been
independently implicated in affect disorders. Examining a cortiswhdiol PAD for low affect
has supporting evidence. Evidence for the concept of an optimal PAf2c¢hlzas support in the
literature. A number of studies identified optimal PADs betweemboes and the sleep
parameters of wake, midsleep and dim-light melatonin onset MLk depression. Depression
severity has shown a linear association with the DLMO-wake tand the DLMO-sleep time
PADs in 18 depressed women (Emens, Lewy, Kinzie, Arntz, & Rough, 20@ression
severity demonstrated a linear relationship between temperatdséeep PAD and the DLMO-
temperature PAD, however no group differences were noted (Hd&3lgsse, Kupfer &
Germain, 2010). PAD between temperature minimum and wake time $A@8participants
suggested a trend toward a three hour PAD associated with reducsgmptoms after light
treatment that was not statistically significant (Murray, et al., 2006).

Group differences in cortisol-DLMO were found in six healthyd asix depressed

individuals, with approximately a two hour greater PAD in depregseticipants (Buckley &
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Schatzberg 2010). In addition, a six-hour optimal PAD was demonstraigdemneDLMO and
mid-sleep in winter depression (Lewy, Lefler, Emens, & BaBéf6). With the exception of
Buckley and Schatzberg (2010), no studies have investigated an optimab&ABen two
endogenous hormones.

Hypothesis 3e explored the chronotype differences in optimal PA@Iatisg that there
would be no difference in optimal PAD between M-type and E-type womeifect, where an
optimal PAD was found for the full sample, only the E-type womdmnbged an optimal PAD.
The affect, sleep quality and energy measures for M-type walhaknot fit a quadratic model
better than a straight line. This may be due to the small sasige¢ ( = 11) and a smaller
correlation between sickness behavior and the cortisol-estradial RA-type women the data
fit a quadratic model on all five affect measures. The avdeadde for affect was 4.18 (SD =
0.89), which is slightly longer than that of the full sample by abalitdn hour. The difference
may be due to measurement error or to a difference in awiglentrainment between
chronotypes. It has been observed that M-types and E-types diffee iphtasing of some
circadian measures and sleep parameters. E-types exlamparature minimum closer to wake
time than M-types (Baehr, Revelle, & Eastman, 2000). The acropbisexly temperature,
plasma cortisol, and heart rate occur later in E-types (B&iléleitkemper 2001). Core body
temperature is phase advanced by three hours in M-types, ardifateat cannot be attributable
to sleep or activity rhythms (Waterhouse et al., 2001). A |dPdéd in E-types would suggest a
greater phase delay in estradiol than in cortisol for E-type women.

The PAD between cortisol and estradiol may not be the appropvdleto measure in
order to detect circadian misalignment in sleep and energyrlohsices. This study found no

significant correlations in either M-types or E-types for sfeep and energy measures with the
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exception of M-type women and the POMS Vigor-Activity scores possible that an optimal
PAD exists for sleep quality and energy level that involvéerophysiologic, psychological,
social or behavioral circadian rhythms. For example, melatonma ®rmone secreted in a
circadian nature by humans. Optimal sleep quality may be assdavith a specific melatonin
related PAD. Also, insulin may play a role in an optimal PAD for maximalggrerels.
Conclusions

This study is the first to investigate the PAD between sartand estradiol and its
relationship to select sickness behaviors. The cortisol-estradDIfé¥Aoth M-type and E-type
women demonstrated variability among participants, suggesting thae phkationships are
individually determined and vary from one person to another. Cortisoéstnadiol acrophases
demonstrated large ranges in this sample of women. The cortsatiel PAD was associated
with affect but not sleep quality or energy level. The corgstfadiol PAD correlated with
affect on all five measures in the full sample and in E-typmen. The cortisol-estradiol PAD
did not correlate with affect measures in M-type women. Noné¢hefsickness behaviors
measures differed by chronotype although with respect to affestmay be due to the small
sample size. Cortisol acrophase demonstrated a positive lineglattion with wake time but the
estradiol acrophase did not correlate with wake time possiblyestigg an arousal—-dependent
mechanism of circadian regulation for cortisol but not estradiol.
Findings Related to Theoretical Framewor k

The aim of this study was to test the theoretical relationship betweenrtiselesstradiol
PAD and sickness behaviors. The theoretical framework digethis study proposed that the
cortisol-estradiol PAD would play a significant role in the espren of sickness behaviors via

an effect on the inflammatory process. This was supported onthdasickness behaviors that
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manifest as alterations in affect. The framework was not supfoteother sickness behaviors
including alterations in sleep quality and energy. These initralinfgs suggest that the
mechanisms by which individual sickness behaviors manifest mayr diffong sickness
behaviors. Phase angles between hormones other than cortisol amtiolestra between
hormones and behaviors may underlie individual sickness behaviors. A siRgiabetween
cortisol and estradiol may not adequately explain all sickness behaviors.

The theoretical framework underling this study further assetttat exogenous and
endogenous pacemakers exert differential influence over the timemglogenous rhythms. This
was supported by this study in that the cortisol rhythm and treded rhythm did not correlate
with participants. The cortisol rhythm did correlate with wakeetisuggesting an exogenous,
activity related pacemaker. The estradiol rhythm was notlatetewith wake time suggesting
the influence of a pacemaker that is independent of the cortisol pacemaker.

Strengths and Limitations

Strengths. This study was the first to investigate the PAD between obdisd estradiol
and the relationship between the cortisol-estradiol PAD and sickeéssiors. This study has a
number of strengths. The study measured cortisol and estradioltexehpurs across an entire
24-hour period. The cortisol awakening response was captured by an adgsioreatollection
30 minutes following wake time for a total of 13 saliva samplas pagticipant. Multiple
sampling across the 24-hour period allows for greater confidencedelimg the circadian and
ultradian rhythms. Another strength was the use of multiple inesgor each of the sickness
behaviors; affect, sleep quality and energy level. To reduce confoundiiaiples the sample
was homogenous for race and occupation. Saliva samples were olattithe same time in the

luteal phase of the menstrual cycle for all participants, awgidifferences in circadian rhythm
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characteristics due to phase of the menstrual cycle. Parteipane very compliant in saliva
collection and diary reporting. Very few collections were ndsee insufficient. Compliance
may have been high due to the study design. Participants weitedesl about collecting via
telephone or e-mail the night before collection. A contact phone numisergiwen to the

participant with instruction that the researcher could be readhadyatime day or night with

concerns. Furthermore, the curve modeling procedure did not requaedistant time points so
flexibility in saliva was possible. Studies suggest that noncomgliasitt collection procedures
affect the results (Broderick, Arnold, Kudielka, & Kirschbaum, 2004)s ®tudy was further
strengthened by the natural setting in which saliva was tetle@ natural setting allows for
hormone expression in the body that is more consistent with theipantis daily secretion

patterns. The effects of a laboratory environment on the hormone prodacticgecretion may
provide data that is inconsistent with a natural environment. This ptoshded insight into the
relationships between circadian rhythms within the individual, as opposagigregate means.
Understanding the temporal characteristics of rhythms andrtéiationship with other rhythms
provides information on the functioning of peripheral oscillators. An axhditistrength of this

study was consideration of the role of chronotype in the investigattithe cortisol and estradiol
rhythms.

Limitations. This study was limited by a number of factors. First, thetimships tested
must be understood as associations, not causal relationships. Gepiétalizaimited by the
homogeneity and small size of the sample. The convenience saagptelected primarily from
a cohort of graduate and undergraduate nursing students at an urbasitynvellege of
Nursing. Education level, student status and race were simiassathe sample. The sample

consisted of 23 women; too small for adequate power to determine diftengnces. Non-
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significant findings may be a result of type Il error and $igamt findings may possibly be
spurious due to the small sample size.

Other design limitations include sampling every two hours ovemglesR4-hour period,
subjective measures of affect, sleep quality and energy lewlself-report compliance. It is
optimal to sample salivary hormone over a number of days andhaekadan values to more
accurately model the circadian rhythms. Numerous studies th@oemsalivary sample across
the day have been limited to two to six samples. Study designsstnégaboratory conditions and
plasma sampling have the ability to perform sampling at grdet¢quencies. The optimal
number of salivary samples needed for both adequate curve fit iandizing interruption to
normal daily activities has not been adequately studied. Samplimg &ve hours has been
suggested to be acceptable, however, a higher sampling rate on&depyreater confidence in
the rhythm parameters. This study is further limited byube of subjective measures for the
assessment of affect, sleep quality and energy level. Subjestasures have been found to
inconsistently correlate with objective measures and threatathtyadf results (Williamson.
2007). Lack of adequate internal consistency reliability on thel B&Qsure further questions
results obtained on the global sleep quality measure. Sampling faralravironment prohibits
researcher oversight of participant compliance with study procedbcd®wing the saliva
collection protocol was the responsibility of the participant and noctdim@onitoring of
compliance was done. Compliance was maximized by use of a diaegdrd exact time and
conditions under which saliva as collected. Abnormally high pH valud9% the estradiol
samples represents an additional threat to assay validity.

Study Implications
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This study investigated the circadian characteristicsvofltormones in healthy women
and their relationship to three sickness behaviors. Implicationsetedience and practice of
nursing are discussed. Recommendations for further research are addressed.

Nursing research. One goal of nursing research is to explicate the underlyiodets
that describe and predict health in humans. To this end, this shadawwrs to explain the
mechanisms by which sickness behaviors emerge from the inteoplagarious circadian
rhythms. Understanding the PADs among rhythms in humans holds #dmgigloto understand
the development of the symptoms that are common to many diseasssgocThis study
contributes to nursing knowledge by suggesting a possible phase réli@tibesveen cortisol
and estradiol that affects affect in healthy women. This duudlyer suggests that other sickness
behaviors of disturbed sleep and energy may be the result of @uliffeechanism than the one
identified for affect.

Evolving from the basic research that generates knowledge andtamdiéng the models
that describe processes, intervention studies may be conducted. &asdte possible
relationship between the cortisol-estradiol PAD and affect, pdlaiing interventions can be
developed and tested to determine their effects on depression, prealesgtrdrome, and
premenstrual dysphoric disorder, among others. The emerging modelsugggst phase
responses between cortisol and estradiol may differ based @pehb#ic entrainer. This study
suggests the possibility that cortisol represents an arousatdemt rhythm while estradiol
represents an arousal-independent rhythm. Arousal-Independent phase sluftide melatonin
and y-Aminobutyric acid (GABA). Arousal-dependent non-photic phase shifters include
serotonin (Challet, 2007). Much nursing research is needed to unddistagifects of specific

entrainers on health.
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Finally, explicating a model for phase-setting in human health pmwademethod by
which to explore additional, yet unknown, phase entrainers. Measurirgfféltes of entrainers
on an optimal cortisol-estradiol PAD can contribute to understandingdtential role of
interventions in the alleviation of symptoms of illness. Potentialgm@rs may include such
diverse phenomena as music, visual art, and physical/temporalarrdesorder among many
others.

Nursing practice. Initial findings from this study may contribute to nursing prachge
introducing the concept of the existence of an optimal PAD in health and ilinesslidgksng the
importance of phase relationships among endogenous circadian rhythyndead to
interventions that nurses can employ with confidence to improve €aseovering the
significance in optimizing PADs draws attention to the impoeaoicregulating environmental
factors in the acute care setting and educating clients ihaime setting. The use of light and
noise, temporal order and routine, may all play a significantimolee differential entrainment
of circadian rhythms. When and how nursing interventions are providedestay the potential
phase shifting effects of the intervention. Accurate and complete stadding of the models
that explain the relationships among circadian rhythms are essentiabiste of the timing of
interventions. This study is an initial step in the development obr@ momplete model of an
optimal cortisol-estradiol circadian rhythm in disturbed affect.

Summary

In summary, this small-scale study represents an init@l & the development of an
understanding of the possible phase relationships between cortisadteadiod and the impact
of the phase relationship on sickness behaviors in women. This studdssugtat an optimal

cortisol-estradiol PAD may exist that reflects high levelaftéct. Further study that includes a
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larger, more heterogeneous sample is warranted by the findiegenped here. This study
suggests the possibility that chronotype differences in afteotdf by other studies may, in
actuality reflect PAD rather than chronotype differences. Fughgly is warranted in order to
develop an accurate and complete model of the role of phase rdigioms health and to

develop safe and effective nursing interventions to reduce sickness behaviors.
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All changes or amendments to the above-referenced protocoi require review and approvai by the HiC BEFORE impiermentiaiion.

°

Adverse Reactions/Unexpected Events (AR/UE) must be submitted on the appropriate form within the timeframe specified in the HIC Policy
(http://Awww hic.wayne.edu/hicpol.html).

NOTE:

1. Upon notification of an impending regulatory site visit, hold notification, and/or external audit the HIC office must be contacted immediately.
2. Forms should be downloaded from the HIC website at each use.

*Based on the Expedited Review List, revised November 1998
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APPENDIX B

Research Informed Consent
Cortisol and Estradiol Circadian Rhythms in Normally Menstruating Women

Principal Investigator (PI): Karyn Butler
Nursing
734.231.0933

Funding Source: Sigma Theta Tau Lambda Chapter

Purpose

You are being asked to be in a research study of hormone rhythms and health because you are
a woman with normal menstrual periods. This study is being conducted at Wayne State University,
college of Nursing. The estimated number of study participants to be enrolled at Wayne State
University is twenty four. Please read this form and ask any questions you may have before
agreeing to be in the study.

In this research study, we are looking at the relationship between two hormones, cortisol and
estradiol, as they act normally in women’s bodies. We believe that how women feel, physically and
emotionally is affected by the relationship between cortisol and estradiol. Information about how you
feel right now, how well you sleep and how much energy you have will be studied together with your
cortisol and estradiol hormones.

Study Procedures

If you agree to take part in this research study, you will be asked meet with the researcher at
your home or, if you prefer, a location in Wayne State University College of Nursing. The meeting
should take less than an hour. At the meeting, you will learn how to complete the study and fill out a
packet of questions. On the next day, you will be asked to provide saliva (spit) samples in a tube
cvery two hours for one day. You will be asked to wake up in the night to give saliva samples. Each
time you give a saliva sample you will be asked to write, in a diary, information such as; time you
gave sample, when you woke up and went to bed, how much energy you feel now, how much
caffeine and alcohol you had since last writing in the diary. You will be asked to give saliva samples
in a very specific way. You will be asked to give the sample before brushing or flossing your testh.
You will be asked to not eat within the 30 minutes before saliva collection. Immediately before
spitting into the tube you wili be asked to rinse your mouth with cool water. After a five minute wait,
you will be asked to spit through the straw given to you for each tube. This should take you less than
ten minutes for cach saliva collection time. You will be asked to store the saliva tubes in the freezer
until the next day when the researcher will pick them up. If you do not want the researcher to pick the
tubes up from your house a pick-up place can be arranged at the college of nursing. All the questions
that you answer and the tubes of saliva will be given a number that will identify them. Your name
will not be used in order to protect your privacy. The saliva samples that you provide will be stored at
-20 degrees Celsius until analysis. Upon thawing, salivary samples will be centrifuged at 3000 rpm
for 15 minutes. Samples will be processed by a laboratory test called an enzyme immunoassay. We
will follow the procedures developed by Salimetrics LLC, State College, PA, USA. The saliva
samples you provide will be destroyed at the completion of the study.

Submission/Revision Date: [insert date] Page 1 of 4

Protocol Version #: [Insert Number] Participant’s Initials
HIC Date: 12/06
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Benefits

As a participant in this research study, there will be no direct benefit for you; however, information
from this study may benefit other people now or in the future.

Risks

o There are no known risks at this time to participation in this study.

Study Costs

o Participation in this study will be of no cost to you.

Compensation

For taking part in this research study, you will be paid for vour time and inconvenience with §75.00
at the time that the researcher collects the saliva tubes

Research Related Injuries

In the event that this research related activity results in an injury, treatment will be made available
including first aid, emergency treatment, and follow-up care as needed. Care for such will be billed in
the ordinary manner to you or your insurance company. No reimbursement, compensation, or free
medical care is offered by Wayne State University. If you think that you have suffered a research
related injury, contact the PI right away at (734) 231-0933.

Confidentiality

All information collected about you during the course of this study will be kept confidential to the
extent permitted by law. You will be identified in the research records by a code name or number.
Information that identifies you personally will not be released without your written permission.
However, the study sponsor, the Human Investigation Committee (FIC) at Wayne State University,
or federal agencies with appropriate regulatory oversight [e.g., Food and Drug Administration (FDA),
Office for Human Research Protections (OHRP), Office of Civil Rights (OCR), etc. may review your
records.

When the results of this research are published or discussed in conferences, no information will be
included that would reveal your identity.

Voluntary Participation/Withdrawal

Submission/Revision Date: [insert date] Page 2 of 4

Protocol Version #: [Insert Number] Participant’s Initials
HIC Date: 12/06
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Taking part in this study is voluntary. You have the right to choose not to take part in this study. If
you decide to take part in the study you can later change your mind and withdraw from the study.
You are free to only answer questions that you want to answer. You are free to withdraw from
participation in this study at any time. Your decisions will not change any present or future
relationship with Wayne State University or its affiliates, or other services you are entitled to receive.

The PI may stop your participation in this study without your consent. The PI will make the decision
and let you know if it is not possible for you to continue. The decision that is made is to protect your
health and safety, or because you did not follow the instructions to take part in the study

Questions

If you have any questions about this study now or in the future, you may contact Karyn Butler, MS,
CNM at the following phone number (734) 231-0933. If you have questions or concerns about your
rights as a research participant, the Chair of the Human Investigation Committee can be contacted at
(313) 577-1628. If you are unable to contact the research staff, or if you want to talk to someone
other than the research staff, you may also call (313) 577-1628 to ask questions or voice concerns or
complaints.

Submission/Revision Date: [insert date) Page 3 of 4

Protocol Version #: [Insert Number] Participant’s Initials
HIC Date: 12/06



Consent to Participate in a Research Study

To voluntarily agree to take part in this study, you must sign on the line below. If you choose to take
part in this study you may withdraw at any time. You are not giving up any of your legal rights by
signing this form. Your signature below indicates that you have read, or had read fo you, this entire
consent form, including the risks and benefits, and have had all of your questions answered. You will
be given a copy of this consent form,

Signature of participant / Legally authorized representative Date
Printed name of participant / Legally authorized representative Time
Signature of witness* Date
Printed of witness* Time -
Signature of person obtaining consent Date
Printed name of person obtaining consent Time

APPROVAL HERUSHY

*Use when participant has had this consent form read to
them (i.e,, illiterate, legally blind, translated into foreign

Tangane), JNOTD awosm

L insemuy e e ar ION COMM[TTEE
Signature of translator Date
Printed name of translator Time

Quhmiceinn/R svicinn Data: Fincart Aatal Doeva A ~nF A
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APPENDIX C

Research Study Participants
Needed

Healthy women between the ages of 21 to 39
are needed for a study looking at the
relationship of hormones and health.

$75.00 will be provided for participation.
You will be asked to complete a packet of questionnaires and provide
saliva samples every two hours for a 24 hour period.

If interested, please contact:

Karyn Butler, MS, CNM
Wayne State University, College of Nursing
5557 Cass Avenue, Detroit Michigan 48202.
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APPENDIX D

Screening Questionnaire

Participant Data Sheet
Menstrual Cycle . Irregular Regular
Number of days between periods:
Currently pregnant Yes No
Lactating within last three months Yes No
Height: Weight: Calculated BMI: Waist Circumference
Popuiation of Place of Residence less than 2499 persons Yes No
Population of Place of Residence more than 49,999 persons Yes No

Score on the Horne-Ostberg Morningness-Eveningness Questionnaire

Diagnosed with any of the following:

Cardicovascular Disease (hypertension, CAD, stroke) ____ Yes No
Psychiatric Disorder (depression, schizophrenia) __ Yes  ~ No

Neurological Disorder (multiple sclerosis, myastheniagravis) _____ Yes_ No
Sleep Disorder (apnea)__~ Yes_~ No

Endocrine Disorder (Cushing’s Diease, PICOs, Diabetes)  Yes_~ No
Eating Disorder (Anorexia Nervosa, Bulimia)__  Yes_ No

Peridontal Disease ____ Yes No

Cutrently taking any prescription medications Yes Ne
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Name of medication

Currently taking any herbal or nonprescription medication daily Yes No
Name of herb or medication

Travel across three or more time zones in past month Yes No

Currently or within the past three months employed in shift work Yes No

Self-described as under unusually high levels of stress (recent divorce, death in family,

loss of job, etc) Yes No

The information that you have provided will be used to see if you meet the criteria for
participation in this study. If you are not eligible for the study, or you choose not to
participate, this screening questionnaire will be immediately destroyed. If you choose to
participate, the screening tool will be coded with an identifying number. The number will
be recorded on a master list along with your name. The master list will be keptin a
locked file cabinet separate from your information.
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Horne-Ostberg Morningness-Eveningness Questionnaire

The final questionnaire

Instructions:

1. Please read each question very carefully before answering.

2. You are free to only answer questions that you want to answer.

3. Answer questions in numerical order.

4. Each question should be answered independently of others. Do NOT go back and check your
answers.

5. All questions have a selection of answers. For each question place a cross alongside ONE answer
only. Some questions have a scale instead of a selection of answers. Place a cross at the
appropriate point along the scale.

6. Please answer each question as honestly as possible. Both your answers and the results will be
kept, in strict confidence.

7. Please feel free to make any comments in the section provided below each question.

The Questionnaire with scores for each choice

3.

1. Considering only your own “feeling best” rhythm, at what time would you get up if you were
entirely free to plan your day?

2. Considering only your own “feeling best” rhythm, at what time would you go to bed if you were
entirely free to plan your evening?

L 1 ¢ L
PM 8 1 1 9 l 1 llo 1 l i lll L E i 12| IAMl 1 1I [ § 1 i 2' 4 l ] :1

If there is a specific time at which you  Notatall dependent ..................ccoeviiiiinnin.
have to get up in the morning, to what Slightly dependent ................cooiiiiiiiiin .
extent are you dependent on being wokenFairly dependent ...l

up by an alarm clock? Very dependent .............oooeiiiiiiiiiii i,
Assuming adequate environmental Notatall easy........cooevvviiiiiii i,
conditions, how easy do you find getting Slightly @asy ..........ccocoiiiiiiii i
up in the mornings? Fairly
BASY ettt e
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ID#
Date:
5.  How alert do you feel during the first half Not al all alert
hour after having woken in the mornings? .........cooviiii i,
Slighthy
alert.......o
Fairly
Alert .
Very
Alert. .
6. How is your appetite during the first half Very
hour after having woken in the mornings? POOr..........ccoviiiiiie i e
Fairly
01T
Fairly
0 0 0o R
Very
0 [0 0 o R0
7. During the first half hour after having Very
woken in the morning, how tired doyou  tired.............oooiiii i,
feel? Fairly tired.........coooiiiii
Fairly refreshed..............cooo
Veryrefreshed............oooiiiiiiiii i,
H#it
8. When you have no commitments the nexﬁeldom orneverlater.....oooovvveieiei i,
day, at what time do you go to bed Less than one hour later............................
Compared to your usual bedtime? 1-2hourslater..........cocoeiiiiiiiiiiiin,
More than two hours later........................
9. You have decided to engage in some Would be on good form...................oooeeel.
physical exercise. A friend suggests that Would be on reasonable form................
you do this one hour twice a week and theWould find it difficult................................
best time for him is between 7.0 — 8.0 Would find it very difficult........................

AM. Bearing in mind nothing else but
your own “feeling best” rhythm. How do
you think you would perform?

10. At what time in the evening do you feel tired and as a result in need of sleep?
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l L g :
PM 8 1 1 g l l | IL i i lll I E i 12' AMI 1 ll L 1 1 2| 4 ! ] :!

11. You wish to be at your peak performance8:00 — 10:00 AM..........ooiiriie i e
for a test which you know is goingtobe 11:00 AM —1:00 PM.......cccooiiiiiiiiiiiiiin .
mentally exhausting and lasting fortwo  3:00 —=5:00 PM.........coooiiii i
hours. You are entirely free to planyour 7:00 —9:00 PM.........coiiiiiiiii i e,
day and considering only your own
“feeling best” rhythm which ONE of the
four testing times would you choose?

ID#
Date:
12. If you went to bed at 11:00 PM at what  Not at all
level of tiredness would you be? tired. ...
A little
tred. ..o
Fairly
tred. ..o
Very
tred. .
13. For some reason you have gone to bed Will wake up at usual time
several hours later than usual, but there isand will NOT fall sleep............cooiiiiiii .
no need to get up at any particular time  Will wake up at usual time
and the next morning. Which ONE of the and will doze thereafter............................
following events are you most likely to Will wake up at usual time
experience? but will fall asleep again.................c.o.ocennies
Will NOT wake up until later
than
USUAL. ..o

14. One night you have to remain awake Would NOT go to bed until
between 4:00 — 6:00 AM in order to carry watCh Was OVEr..........ccccovvviiriie i,
out a night watch. You have no Would take a nap before and
commitments the next day. Which ONE  sleep
of the following alternatives will suityou after................ooiiiii i,
best? Would take a good sleep
before and nap after......................ooo
Would take ALL sleep before
watch........
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15. You have to do two hours of hard 8:00 —10:00 AM. .
physical work. You are entirely free to 11.00 AM —1:00 PM....ccooiiiiiii e
plan your day and considering only your 3:00 —=5:00 PM.........coooiiiiiiiiiiiiiiiie e
own “feeling best” rhythm which ONE of 7:00 —9:00 PM...... ..o
the following times would you choose

16. You have decided to engage in hard Would be ongood form...............coooeienien.
physical exercise. A friend suggests that Would be on reasonable form................
you do this for one hour twice a week and Would find it difficult................................
the best time for him is between 10:00 — Would find it very difficult........................
11:00 PM. Bearing in mind nothing else
but your own “feeling best” rhythm how
well do you think you would perform?

17. Suppose that you can choose your own work hours. Assume that you work a FIVE hour day
(including breaks) and that your job was interesting and paid by results. Which FIVE CONSECUTIVE
HOURS would you select?

12 1 2 3 45 6 7 8 9101112 1 2 3 4 5 6 7 8 9 10 11
12

MIDNIGHT NOON

MIDNIGHT

18. At what time of the day do you think that you reach your “feeling best” peak?

12 1 2 3 45 6 7 8 9101112 1 2 3 4 5 6 7 8 9 10 11
12

MIDNIGHT NOON

MIDNIGHT
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19. One hears about “morning” and “evening” Definitely a “morning” type....................
types of people. Which ONE of these Rather more a “morning” type than

types do you consider yourself to be? an “evening” type......ccocvi i i
Rather more an “evening” type than

a “morning” type.........coovveeiii i,
Definitely an “evening” type...................

Horne, J. A., & Ostberg, O. (1977). Individual differences in human cincachgthms.

Biological Psychology, &), 179-190. doi:10.1016/0301-0511(77)90001-1
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Demographic Questionnaire
Participant Data
Today’s Date

Date of Birth Age

Marital Status: Married Single
Divorced/Separated __ Widowed
Other

Number of Children: Under 1 yearof age
lTtoSyearsold
5to12yearsold

Over 12 years old

Educational Level:  Less than High School ___ Some High School o
High School Grad Some College
College Grad _ Some Grad School
Master’s Degree Doctorate

Occupation:

On average, how many cups of coffee do you drink everyday? _ cups
On average, how many cups of caffeinated teas or colas
do you drink every day? __ cups
On average, how much alcohol do you drink in a week? _ drinks
What is the highest number of drinks in one sitting that you routinely drink? _ drinks

“On average, how many cigarettes do you smoke per day? cigarettes
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Profile of Mood States
HOW DO YOU FEEL TODAY?
Below is a list of words that describe feelings people have. Please obadineacarefully. Circle the

number which best describes HOW YOU FEEL RIGHT NOMere is no right or wrong answers.
Your first reaction is the best one to record.

KEY: 0 = Not at all KEY: 0 = Not at all KEY: 0 = Not at all
1=Alitle 1 =Alittle 1 =Alittle
2 = Moderately 2 = Moderately 2 = Moderately
3 = Quite a bit 3 = Quite a bit 3 = Quite a bit
4 = Extremely 4 = Extremely 4 = Extremely
Friendly ............012 34 | Unworthy ............0 1 2 3 4| Desperate ......... 01234
Tense ...............012 34 | Spiteful ...............0 1 2 3 4] Sluggish ........... 01234
Angry ............... 01234 | Sympathetic .......... 01 2 3 4Rebellious ......... 01234
Worn out ........... 01234 |Uneasy................0 1 2 3 4 Helpless ............ 01234
Unhappy ........... 01234 |Restless ............... 0123 dWeary .............. 01234
Clear-headed ...... 01234]| Unableto Bewildered ........ 01234
Concentrate ........... 01234
Lively ............... 01234 | Fatigued ............... 01234Alert................ 01234
Confused ........... 01234 | Helpful ................ 01234 Deceived ........... 01234
Sorry for Annoyed .............. 01234 Furious .............. 01234
Things done ........ 012 34| Discouraged .......... 01 2 3 piEfficient ............ 01234
Shaky ...............01 234
Listless ............01234 | Resentful .............. 01234Trusting ............01234
Peeved .............. 01234 ]| Nervous ............... 01234Fullofpep......... 01234
Considerate ........ 01234 |Lonely................. 01 2 34 Bad-tempered ...... 01234
Sad .................. 01234 | Miserable ............. 01234 Worthless ............ 01234
Active .............. 01234 Muddled ............... 012 3 #orgetful ............ 01234
Cheerful ............... 01234Carefree .............. 01234
Grouchy ............. 01234 Bitter ...................0 1 2 3 4 Terrified .............. 01234
Blue ..................01 2 34| Exhausted ............. 0123UGuilty ................. 01234
Energetic ............0 1 2 3 4| Anxious ................ 01234Vigorous ............. 01234
Panicky ............. 01234 | Readyto Uncertain
Fight .................... 012 3 4Aboutthings ......... 01234
Hopeless ............ 012 34| Good natured ......... 0123Bushed ...............01 234
Relaxed ............. 01234 Gloomy ................ 012 34Today's date

PLEASE ANSWER ALL ITEMS
Adapted from EDITS POM 021 — POMS Copyright @ 1971
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ID
ID

PANAS
This scale consists of a number of words that describe different feelihgsrentions. Please
read each item and then circle the appropriate answer next to that wordeltmliwhat extent
you have felt this way during the past we¥ku are free to only answer questions that you want
to answer.
Use the following scale to record your answers.
(1) = Very slightly (2) = Alittle (3) = Moderately (4) = Quite a bis) £ Extremely

or not at all
Very slightly Alittle  Moderately  Quite a bit  Extremely
or not at all

1. Interested 1 2 3 4 5
2. Distressed 1 2 3 4 5
3. Excited 1 2 3 4 5
4. Upset 1 2 3 4 5
5. Strong 1 2 3 4 5
6. Guilty 1 2 3 4 5
7. Scared 1 2 3 4 5
8. Hostile 1 2 3 4 5
9. Enthusiastic 1 2 3 4 5
10. Proud 1 2 3 4 5
11. Irritable 1 2 3 4 5
12. Alert 1 2 3 4 5
13. Ashamed 1 2 3 4 5
14. Inspired 1 2 3 4 5
15. Nervous 1 2 3 4 5
16. Determined 1 2 3 4 5
17. Attentive 1 2 3 4 5

18. Jittery 1 2 3 4 5
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[ERN
N

19. Active
20. Afraid 1 2

w w
A~

a1 »

Watson, D. & Clark, L. A. (1994). Manual for the Positive and Negative Affect Schedule - Expanded Form.
University of lowa: lowa, USA
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Subjective Sleep Quality Scale
Directions: Your impressions of how you slept last night are important. The folldwirtgms
pertain to just to your sleep last night. The responses range from “StAugrgle” to “Strongly
Disagree”. Please read each item and circle the appropriate responsee ¥ea t only answer
guestions that you want to answer.

1. ISLEPT VERY WELL LAST NIGHT.

Strongly = Moderately  Slightly Slightly Moderately Strongly
Agree Agree Agree Disagree Disagree Disagree

2. THAD A HARD TIME WAKING THIS MORNING.

Strongly = Moderately  Slightly Slightly Moderately Strongly
Agree Agree Agree Disagree Disagree Disagree

3. TFELT RESTED WHEN I WOKE UP.
Strongly = Moderately  Slightly Slightly Moderately Strongly
Agree Agree Agree Disagree Disagree Disagree
4. 1HAD ENOUGH SLEEP LAST NIGHT.

Strongly  Moderately  Slightly Slightly Moderately Strongly
Agree Agree Agree Disagree Disagree Disagree

5. IWOKE UP TOO EARLY AND COULDN'T GET BACK TO SLEEP.

Strongly  Moderately  Slightly Slightly Moderately Strongly
Agree Agree Agree Disagree Disagree Disagree

6. 1HAD LONG PERIODS OF WAKEFULNESS DURING THE NIGHT.

Strongly = Moderately  Slightly Slightly Moderately Strongly
Agree Agree Agree Disagree Disagree Disagree

7. IDIDN'T WAKE UP ALL NIGHT.

Strongly = Moderately  Slightly Slightly Moderately Strongly
Agree Agree Agree Disagree Disagree Disagree

8. TKEPT TOSSING AND TURNING IN BED ALL NIGHT.



10.

11.

12.

13.

14.

Strongly
Agree

Moderately
Agree

Slightly
Agree
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Slightly
Disagree

[ KEPT WAKING UP DURING THE NIGHT.

Strongly
Agree

Moderately
Agree

Slightly
Agree

[ AM PHYSICALLY VERY TIRED NOW.

Strongly
Agree

Moderately
Agree

Slightly
Agree

[ AM MENTALLY VERY TIRED NOW.

Strongly  Moderately  Slightly
Agree Agree Agree
[ AM RELAXED NOW.

Strongly  Moderately  Slightly
Agree Agree Agree
[ AM VERY SLEEPY NOW.

Strongly = Moderately  Slightly
Agree Agree Agree

[ AM VERY COMFORTABLE NOW.

Strongly
Agree

Moderately
Agree

Slightly
Agree

Slightly
Disagree

Slightly
Disagree

Slightly
Disagree

Slightly
Disagree

Slightly
Disagree

Slightly
Disagree

Moderately
Disagree

Moderately
Disagree

Moderately
Disagree

Moderately
Disagree

Moderately
Disagree

Moderately
Disagree

Moderately
Disagree

Strongly
Disagree

Strongly
Disagree

Strongly
Disagree

Strongly
Disagree

Strongly
Disagree

Strongly
Disagree

Strongly
Disagree
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Instruments
Pittsburgh Sleep Quality Index (PSQI)

1D#

The following questions relate to your usual habits of sleep during the past month only.
Your answers should indicate the most accurate reply for the majority of days and nights
in the past month. You are free to only answer questions that you want to answer.

1. When have you usually gone to bed?
Usual Bedtime

2. How long (in minutes) does it take you to fall asleep?
Number of minutes

3. When do you usually get up for work?
Getting up time

4. How many hours of actual sleep do you get? (May be different than when you
went to bed.)
Hours of sleep last night

Check the one best response. Please answer all the questions.

5. How often have you had trouble sleeping because you:

Not during Lessthan 1or2 Jor
the past once a times a more
month week week times
aweek

a. Cannot get to sleep within 30 minutes o o 0o o

b. Wake up in the middle of the night o o ) o

c. Have to get up to use the bathroom o o o o

d. Cannot breathe comfortably o 19 1) 0

¢. Cough or snore loudly o o O o)

f. Feel too cold o) o o 0

g. Feel too hot 0o o o o

h. Had bad dreams o 0 o o

i. Have pain o o o o

j. Other reasons you can’t sleep 0 o o o
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6. During the past month, how would you rate your sleep quality overall?

a. Very good
b. Fairly good
c. Fairly bad
d. Verybad

7. During the past month, how often have you taken medication to help you sleep
(prescribed or.over the counter?)

Not during the past  Less than once a Once or twice a 3 or more time per
Month week week week
O O O O

8. During the past month, how often have you had trouble staying awake while

driving?
Not during the past  Less than once a Once or twice a 3 or more time per
Month week week week
O O O O

9. During the past month, how much of a problem has it been for you to keep up
enough enthusiasm to get things done?
a. No problem at all
b. Only a very slight problem
¢. Somewhat of a problem
d. A very big problem

10. Do you have a bed partner or roommate?
No bed partner or roommate
Partner roommate in the other room
Partner in same room but not same bed
Partner in same bed

aooe

Buysse,D.J., Reynolds,C.F., Monk,T.H., Berman,S8Rupfer,D.J. (1989). The Pittsburgh Sleep Quallitgiex

(PSQI): A new instrument for psychiatric researntl practice. Psychiatry Research, 28(2), 193-213
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ABSTRACT
CIRCADIAN RHYTHM OF CORTISOL AND ESTRADIOL INHEALTHY WOMEN
by
KARYN G. BUTLER
August 2011

Advisor: Dr. Jean E. Davis
Major: Nursing
Degree: Doctor of Philosophy

Daily variation in human processes and behaviors has been e@mbificenturies. Study
of these circadian rhythms demonstrates their role in humathh8atkness behaviors include
alterations in affect, sleep quality and energy. The study ofetlagionship between circadian
rhythms has been limited to isolated rhythms. The role of temhpalationships among rhythms
has received little attention. Sickness behaviors are prevalemtanmy disorders including
depression, cancer, and autoimmune disorders. Two hormones that have beaetosplay a
role in the manifestation of sickness behaviors are cortisol dratlies. To date the role of the
relationship between cortisol and estradiol circadian rhythms @kdess behaviors remains
unknown. The purpose of this study is to explore the temporal relafiobstween the rhythms
of cortisol and estradiol and its relationship to sickness behavionsasl hypothesized that a
cortisol-estradiol phase angle difference (PAD) would exist wwatld correlate with optimal
affect, sleep quality and energy.

A small scale, comparative, correlational design was used tahteshypothesis. A
sample of twenty-three university women (11 morning-types areléging-types) between the

ages of twenty to thirty-five were recruited from an urbarvensity. Salivary samples were
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collected every two hours for a twenty-four hour period. Subjectigasures of affect, sleep
quality and energy were recorded. Salivary samples wergeas&a cortisol and estradiol levels
and fitted to a cosinor model with ultradian harmonics for eachcypamt. Relationships
between the cortisol-estradiol PAD and affect, sleep qualityeaathy measures were evaluated
using a second degree polynomial equation. Results showed a sigrabceetation in affect
measures (p < 0.05), but not sleep quality or energy. An optimal Pa&sDdentified for affect at
3.6 hours.

The phase relationship between cortisol and estradiol may ptdg & the development
of alterations in affect which manifest in many disorders.séhfendings are based on a small
homogeneous sample of university women. More research is needadlarger, more

heterogeneous group of women.
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