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## CHAPTER 1

## Introduction

This dissertation is denoted to two-time-scale stochastic systems. The systems under consideration are modeled by stochastic differential equations with regime switching. Formulations using regime switching have appeared in a wide variety of situations including manufacturing systems, communication networks, financial engineering, ecology and biology modeling, multi-agent control systems etc. One of the main characteristics is the coexistence of continuous dynamics and discrete events. The continuous dynamics can be formulated by use of stochastic differential equations, whereas the discrete events have very different features. The focus in this work is placed on such systems with two-time scales. We consider the situation that the discrete events have a large state space with large number of elements. The large state space can however be partitioned into several subspaces. States within each subspace move rapidly, whereas the transitions from one subspace to another take place in a relatively slow pace. Using the idea of decomposition and aggregation, we lump all the states within each subspace into a "super" state. Then the total number of states in the newly aggregated state space is drastically reduced. The rationale is that using such a formulation, we can substantially reduce the computational complexity. In the early 1960s, the so-called nearly completely decomposable system models came into being. In the late 1990s, much work was done for two-time-scale Markov chains. Expanding on these ideas, this dissertation examines systems with switching diffusions with two-time scales.

The first part of the work focuses on studying Liénard equations with regime swash-
ing. The well-known Liénard equations was named after the French physicist Alfred-Marie Liénard. Such equations have been studied extensively in the literature of dynamic systems and ordinary differential equations (ODEs). The standard Liénard equation has the form

$$
\ddot{\eta}(t)+f(\eta(t)) \dot{\eta}(t)+g(\eta(t))=0,
$$

which may be written as a first-order system of equations. During the development of radio and vacuum tubes, the Liénard equations were used to model oscillating circuits. These equations have also been used to describe certain mechanical systems in physics and engineering. Parallel to the development of deterministic systems, there is a large amount of work on Liénard equations perturbed by white noise.

Recently, much interests are devoted to Liénard systems subject to both white noise perturbation and random environment influence in which an additional random switching process is added [35, 40]. Such models belong to a class of Markov processes involving both continuous states and discrete events. The discrete events are used to model random environment and other random factors that cannot be described by differential equations. In [34], we studied randomly-switching Liénard equations in which the switching process depends on the continuous states. A number of results including existence and uniqueness of solution of the underlying equations, regularity, and ergodicity were obtained. Moreover, in Chapter 3, we shall discuss the weak convergence limit of Liénard equations. The model of interest
can defined as follows:

$$
\begin{aligned}
& d X_{1}^{\varepsilon}(t)=X_{2}^{\varepsilon}(t) d t, \\
& d X_{2}^{\varepsilon}(t)=-\left(X_{2}^{\varepsilon}(t) f\left(X_{1}^{\varepsilon}(t), \alpha^{\varepsilon}(t), t\right)+g\left(X_{1}^{\varepsilon}(t), \alpha^{\varepsilon}(t), t\right)\right) d t+h\left(X_{1}^{\varepsilon}(t), \alpha^{\varepsilon}(t), t\right) d w(t), \\
& X^{\varepsilon}(0)=x \text { and } \alpha^{\varepsilon}(0)=\iota,
\end{aligned}
$$

where $w(t)$ is a standard one-dimensional Brownian motion. The random process $\alpha^{\varepsilon}(\cdot)$ is a continuous-time Markov chain with state space $\mathcal{M}$ and it is independent of the Brownian motion $w(\cdot)$.

The second part of the work is on near-optimal control of two-time-scale switching diffusions. The class of singularly perturbed Markov chain has been studied extensively in recent years. The notation of relaxed control is introduced for stochastic system in Fleming [9] and for deterministic optimal control problem in Warga [33]. The motivation for the first study is devoted to singulary perturbed controlled diffusion. The singularly perturbed problems of control has been considered in both stochastic and deterministic literature in $[2,15,16,18,17,22]$. In [2] is devoted to studying the role of perturbations in problems of the optimal control of differential equations. Kokotovic and Khalil make a collection of reprint of 61 articles including with singular perturbation method to system analysis and control. The book by Kokotovic, Khalil and OReilly [17] is a good source for example make the book useful for students of undergraduate and graduate levels. In [22] weak convergence method and singularity perturbed were used to prove some important results in stochastic control.

We consider the following stochastic differential equation with regime switching

$$
\begin{aligned}
& x^{\varepsilon}(t)=x_{0}+\int_{0}^{t} b\left(x^{\varepsilon}(s), \alpha^{\varepsilon}(s), u^{\varepsilon}(s)\right) d s+\int_{0}^{t} \sigma\left(\alpha^{\varepsilon}(s), x^{\varepsilon}(s)\right) d w(s) \\
& \alpha^{\varepsilon}(0)=i_{0} \in \mathcal{M}
\end{aligned}
$$

where $b(\cdot, \cdot, \cdot): \mathbb{R}^{k} \times \mathcal{M} \times U \rightarrow \mathbb{R}^{k}, \sigma(\cdot): \mathbb{R}^{k} \times \mathcal{M} \rightarrow \mathbb{R}^{2 k}$ are given functions. Suppose that $w(\cdot)$ be a standard one-dimensional Brownian motion and $\alpha^{\varepsilon}(\cdot)$ is the continuous Markov chain with state space $\mathcal{M}$ such that the random process $\alpha^{\varepsilon}(\cdot)$ is independent of the Brownian motion $w(\cdot)$. The cost function has the form

$$
J^{\varepsilon}\left(u^{\varepsilon}(\cdot)\right)=J^{\varepsilon}\left(x_{0}, i_{0}, u^{\varepsilon}(\cdot)\right)=E_{x_{0}, i_{0}} \int_{0}^{T} C\left(x^{\varepsilon}(s), \alpha^{\varepsilon}(s), u^{\varepsilon}(s)\right) d s
$$

where $E_{x_{0}, i_{0}}$ denotes the expectation taken with $x^{\varepsilon}(0)=x_{0}$ and $\alpha^{\varepsilon}(0)=i_{0}$.
The next chapter is devoted to Van der Pol oscillator. The Van der Pol is one of an example of nonlinear oscillators. This model was investigated by Van der Pol (1889-1959) in 1927 [31] while he was an engineer at Philps company. This model has being extensively studied in $[3,4,7,25,29,30,32]$. The Van der Pol oscillator is used a variety of mechanical, electrical, physics and biological sciences. For example, Van der Pol and Van der Mark [30, 32] describes the hearts behavior. Fitzhagh [7] and Nagumo et. al. [25] describe the action potentials of neurons. Further application of Van der Pol oscillator we can found in [4, 29]. The standard form of the Van der Pol oscillator can defined as follows

$$
\ddot{y}-\mu\left(1-y^{2}\right) \dot{y}+y=0
$$

where $x$ is the dynamical variable and $\mu>0$ a parameter. In this chapter we investigate the
behavior of systems of Van der Pol oscillator by introducing the noise. Simulation results are presented.

Finally, we conclude the dissertation by providing some further remarks. In addition, some preliminary results are recalled as well.

## CHAPTER 2

# Stochastic Liénard Equations with Random Switching and Two-time Scales 

### 2.1 Introduction

This chapter is concerned with randomly switching Liénard equations. Our main concern is that the state space of the discrete events or the switching process is large. We focus on reducing the computational complexity. Treating large-scale systems, Simon and Ando noted in [27] that in a large-scale system, not all states change at the same rates. Some of them vary rapidly and others change slowly. In [5], the idea of decomposition and aggregation was brought in aiming at reducing the computational complexity. In this chapter, we are dealing with the models in which the state space of the discrete events is rather large. We use the idea of decomposition and aggregation to treat the problems under consideration. Denote the switching process by $\alpha(t)$. To highlight the different rates of actions or transition frequencies, we introduce a small parameter $\varepsilon>0$ into the system, and write $\alpha(t)=\alpha^{\varepsilon}(t)$. So the system under consideration becomes one with two-time scales. Based on time-scale separation, our effort is then to obtain asymptotic properties of the underlying system. Specifically, we assume the state space of the discrete events can be decomposed into $l$ weakly connected subspaces. Within each subspace, the transitions of the discrete events take place in a fast pace. Among different subspaces, the transition occurs relatively infrequently. We then aggregate the discrete states in each subspace into one super state and show that such
aggregations lead to a limit system that can be represented as the average of the original system with respect to the quasi-invariance measure of the switching process. We analyze the limit properties by means of martingale problem formulation,

The idea of averaging has played an important role in numerous stochastic systems. For some of the developments, we mention the work $[12,13]$ for two-time-scale diffusions, $[14]$ for singularly perturbed Markov chains, [1] for a class of problems involving switching processes with the use of diffusion approximation approach, [19, 20] for diffusion approximation in evolutionary systems using semi-Markov processes, and [26] for two-time-scale manufacturing systems and hierarchical decision making.

The rest of the chapter is arranged as follows. Section 2.2 presents the precise formulation of the problem. Section 2.3 concerns the limit properties of the system. Section 2.4 makes further remarks and concludes the chapter.

### 2.2 Formulation

Let $(\Omega, \mathcal{F}, P)$ be a complete probability space. Consider the usual Lénard equation with an additional white noise perturbation. Moreover, assume the coefficients of the equation all depend on a switching process. Use $z^{\prime}$ to denote the transpose of $z \in \mathbb{R}^{l_{1} \times l_{2}}$ for $l_{1}, l_{2} \geq 1$. Setting $X(t)=\left(X_{1}(t), X_{2}(t)\right)^{\prime}=(\eta(t), \dot{\eta}(t))^{\prime}$, to reflect the $\varepsilon$-dependence, we write $X(t)$ as
$X^{\varepsilon}(t)$ in what follows. We present the model of interest as follows:

$$
\begin{align*}
& d X_{1}^{\varepsilon}(t)=X_{2}^{\varepsilon}(t) d t \\
& d X_{2}^{\varepsilon}(t)=-\left(X_{2}^{\varepsilon}(t) f\left(X_{1}^{\varepsilon}(t), \alpha^{\varepsilon}(t), t\right)+g\left(X_{1}^{\varepsilon}(t), \alpha^{\varepsilon}(t), t\right)\right) d t+h\left(X_{1}^{\varepsilon}(t), \alpha^{\varepsilon}(t), t\right) d w(t), \\
& X^{\varepsilon}(0)=x \text { and } \alpha^{\varepsilon}(0)=\iota \tag{2.1}
\end{align*}
$$

where $w(t)$ is a standard one-dimensional Brownian motion. Often, one considers Liénard equations that are autonomous. Here, for more generality, we assume $t$ depend in the dynamics. So the systems become time-varying. The random process $\alpha^{\varepsilon}(\cdot)$ is a continuous-time Markov chain with state space $\mathcal{M}$ and it is independent of the Brownian motion $w(\cdot)$. In this chapter, we consider the case that the state space $\mathcal{M}$ is large in that $|\mathcal{M}|$, the cardinality of $\mathcal{M}$ is a large number.
(A1) For each $\iota \in \mathcal{M}$ and each $t \in[0, T]$, the functions $f\left(x_{1}, \iota, t\right), g\left(x_{1}, \iota, t\right)$, and $h\left(x_{1}, \iota, t\right)$ in (2.1) satisfy the local Lipschitz condition with respect to $x_{1}$. These functions are continuously differentiable with respect to $t$ for each $x_{1}$ and $\iota \in \mathcal{M}$.
(A2) There exists a positive constant $K_{0}>0$ such that for each $\iota \in \mathcal{M}$,

$$
\begin{align*}
& \inf \left\{f\left(x_{1}, \iota, t\right): x_{1} \in \mathbb{R}\right\} \geq-K_{0} \text { uniformly in } t,  \tag{2.2}\\
& \int_{0}^{x_{1}} g(u, \iota, t) d u \rightarrow \infty \text { as }\left|x_{1}\right| \rightarrow \infty \text { uniformly in } t,
\end{align*}
$$

and that for each $\iota \in \mathcal{M}, h\left(x_{1}, \iota, t\right)$ is infinitely differentiable w.r.t. $x_{1}$ satisfying $0<$ $h\left(x_{1}, \iota, t\right) \leq K_{0}$ for all $x_{1} \in \mathbb{R}$ uniformly in $t$.

Under the conditions above, we obtain the existence and uniqueness of the solution of (2.1). We state it as a lemma below and refer the reader to [34] for a detailed proof.

Lemma 2.1. Under conditions (A1) and (A2), (2.1) has a unique strong solution for each initial condition $\left(X^{\varepsilon}(0), \alpha^{\varepsilon}(0)\right)=(x, \iota)$.

Next, we assume that the generator of the switching process is a time-inhomogeneous Markov chain with the generator given by

$$
\begin{equation*}
Q^{\varepsilon}(t)=\frac{1}{\varepsilon} \widetilde{Q}(t)+\widehat{Q}(t) \tag{2.3}
\end{equation*}
$$

such that

$$
\begin{equation*}
\widetilde{Q}(t)=\operatorname{diag}\left(\widetilde{Q}^{1}(t), \ldots, \widetilde{Q}^{l}(t)\right) \tag{2.4}
\end{equation*}
$$

where $\operatorname{diag}\left(A^{1}, \ldots, A^{k}\right)$ denotes a block diagonal matrix with entries $A^{1}, \ldots, A^{k}$ of proper dimensions, that each $\widetilde{Q}^{i}(t)$ is a generator of suitable dimension and $\widehat{Q}(t)$ is another generator of a continuous-time Markov chain. The rationale is that we decompose the state space into weakly connected subspaces, $\mathcal{M}=\mathcal{M}_{1} \cup \cdots \cup \mathcal{M}_{l}$ where $\mathcal{M}_{i}=\left\{s_{i 1}, \ldots, s_{i m_{i}}\right\}$. From now on, we often use a double index $s_{i j}$ to denote a state in $\mathcal{M}$. To proceed, we need another condition.
(A3) For each $i \in \overline{\mathcal{M}}=\{1, \ldots, l\}, \widetilde{Q}^{i}(t) \in \mathbb{R}^{m_{i} \times m_{i}}$ is weakly irreducible in the sense that the system of equations

$$
\nu^{i}(t) \widetilde{Q}^{i}(t)=0, \quad \mathbb{1}_{m_{i}} \nu^{i}(t)=1
$$

has a unique solution, where $\mathbb{1}_{m_{i}}=(1, \ldots, 1)^{\prime} \in \mathbb{R}^{m_{i} \times 1}$ and $\nu^{i}(t)$ is termed a quasistationary distribution satisfying $\nu^{i}(t)=\left(\nu_{1}^{i}(t), \ldots, \nu_{m_{i}}^{i}(t)\right) \in \mathbb{R}^{1 \times m_{i}}$ with $\nu_{j}^{i}(t) \geq 0$ for $j=1, \ldots, m_{i}$. Both $\widetilde{Q}(\cdot)$ and $\widehat{Q}(\cdot)$ are bounded and measurable.

The motivation of the model is that although the state space $\mathcal{M}$ is not completely decomposable into $l$ subspaces, the actions or transitions among different subspaces are weak. Define $\bar{\alpha}^{\varepsilon}(t)=i$ when $\alpha^{\varepsilon}(t) \in \mathcal{M}_{i}$. Note that $\bar{\alpha}^{\varepsilon}(\cdot)$ is not a Markov chain. Nevertheless, using (A3), we obtain the following weak limit of $\bar{\alpha}^{\varepsilon}(\cdot)$ by virtue of [37, Lemma 7.4].

Lemma 2.2. The process $\bar{\alpha}^{\varepsilon}(\cdot)$ converges weakly to $\bar{\alpha}(\cdot)$ that is generated by

$$
\begin{equation*}
\bar{Q}(t)=\operatorname{diag}\left(\nu^{1}(t), \ldots, \nu^{l}(t)\right) \widehat{Q}(t) \widetilde{\mathbb{1}} \tag{2.5}
\end{equation*}
$$

where $\widetilde{\mathbb{1}}=\operatorname{diag}\left(\mathbb{1}_{m_{1}}, \ldots, \mathbb{1}_{m_{l}}\right)$.

Note that in view of our partition, we may write the associated operator corresponding to the switching diffusion defined in (2.1) as: For each $i=1, \ldots, l$ and $j=1, \ldots, m_{i}, \ell=s_{i j}$, and suitable smooth function $V(\cdot, \ell, \cdot) \in C^{2,1}\left(\mathbb{R}^{2} \times[0, T] ; \mathbb{R}\right)$, and $Q^{\varepsilon}(t)=\left(q_{\ell \iota}^{\varepsilon}(t)\right)$,

$$
\begin{align*}
\mathcal{L}^{\varepsilon} V(x, \ell, t)= & \frac{\partial V(x, \ell, t)}{\partial t}+\frac{1}{2} h^{2}\left(x_{1}, \ell, t\right) \frac{\partial^{2}}{\partial x_{2}^{2}} V(x, \ell, t)+x_{2} \frac{\partial}{\partial x_{1}} V(x, \ell, t) \\
& -\left[x_{2} f\left(x_{1}, \ell, t\right)+g\left(x_{1}, \ell, t\right)\right] \frac{\partial}{\partial x_{2}} V(x, \ell, t)+\sum_{\iota \in \mathcal{M}} q_{\ell \iota}^{\varepsilon}(t)[V(x, \iota, t)-V(x, \ell, t)] . \tag{2.6}
\end{align*}
$$

### 2.3 Asymptotic Properties

Consider the pair of processes $Y^{\varepsilon}(\cdot)=\left(X^{\varepsilon}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot)\right)$. We aim to show that $Y^{\varepsilon}(\cdot)$ converges weakly to $Y(\cdot)=(X(\cdot), \bar{\alpha}(\cdot))$ such that $X(\cdot)$ is the solution of the switching Liénard equation

$$
\begin{align*}
& d X_{1}(t)=X_{2}(t) d t  \tag{2.7}\\
& d X_{2}(t)=-\left[X_{2}(t) \bar{f}\left(X_{1}(t), \bar{\alpha}(t), t\right)+\bar{g}\left(X_{1}(t), \bar{\alpha}(t), t\right)\right] d t+\bar{h}\left(X_{1}(t), \bar{\alpha}(t), t\right) d w(t)
\end{align*}
$$

and that $\bar{\alpha}(\cdot)$ is a continuous-time Markov chain given by Lemma 2.2 . where $\bar{h}\left(x_{1}, i, t\right)$ is the square root of $\bar{h}^{2}\left(x_{1}, i, t\right)$ with

$$
\begin{align*}
& \bar{f}\left(x_{1}, i, t\right)=\sum_{j=1}^{m_{i}} \nu_{j}^{i}(t) f\left(x_{1}, j, t\right) \\
& \bar{g}\left(x_{1}, i, t\right)=\sum_{j=1}^{m_{i}} \nu_{j}^{i}(t) g\left(x_{1}, j, t\right)  \tag{2.8}\\
& \bar{h}^{2}\left(x_{1}, i, t\right)=\sum_{j=1}^{m_{i}} \nu_{j}^{i}(t) h^{2}\left(x_{1}, j, t\right)
\end{align*}
$$

Associated with the limit process, for each $i \in \overline{\mathcal{M}}$ and a suitably smooth function $V(\cdot, i, \cdot) \in$ $C^{2,1}\left(\mathbb{R}^{2} \times[0, T] ; \mathbb{R}\right)$, define an operator $\overline{\mathcal{L}}$ as follows:

$$
\begin{align*}
\overline{\mathcal{L}} V(x, i, t)= & \frac{\partial V(x, i, t)}{\partial t}+\frac{1}{2} \bar{h}^{2}\left(x_{1}, i, t\right) \frac{\partial^{2}}{\partial x_{2}^{2}} V(x, i, t)+x_{2} \frac{\partial}{\partial x_{1}} V(x, i, t) \\
& -\left[x_{2} \bar{f}\left(x_{1}, i, t\right)+\bar{g}\left(x_{1}, i, t\right)\right] \frac{\partial}{\partial x_{2}} V(x, i, t)  \tag{2.9}\\
& +\sum_{j \in \overline{\mathcal{M}}} \bar{q}_{i j}(t)[V(x, j, t)-V(x, i, t)],
\end{align*}
$$

where $\bar{Q}(t)$ is given by (2.5).

Theorem 2.3. Assume (A1)-(A3), and suppose that (2.7) has a unique solution in the sense of in distribution for each initial condition. Then $Y^{\varepsilon}(\cdot)$ converges weakly to $Y(\cdot)=$ $(X(\cdot), \bar{\alpha}(\cdot))$ such that $X(\cdot)$ is a solution of $(2.7)$ and $\bar{\alpha}(\cdot)$ is a continuous-time Markov chain generated by $\bar{Q}(t)$ given in (2.5).

Remark 2.4. An equivalent way of stating Theorem 2.3 is: $(X(\cdot), \bar{\alpha}(\cdot))$ is a solution of the martingale problem with operator $\overline{\mathcal{L}}$.

Proof. The proof of the theorem will be divided into several steps. These steps are realized by presenting a number of lemmas. We prove the weak convergence using a martingale problem formulation.

Step 1: Uniqueness of the martingale problem. The uniqueness in the sense of in distribution of the limit stochastic differential equation with switching (2.7) implies that the martingale problem with operator $\overline{\mathcal{L}}$ has a unique solution in the sense in distribution.

Step 2: A truncated process. To continue with the proof of weak convergence, we use a truncation methods; see [24, p. 284] for details. The idea is that for each $0<N<\infty$, we work with $X^{\varepsilon, N}(\cdot)$ that is equal to $X^{\varepsilon}(\cdot)$ up until the first exit from $S_{N}=\left\{x \in \mathbb{R}^{2}:|x| \leq N\right\}$, the ball with radius $N$. Such a process $X^{\varepsilon, N}(\cdot)$ is known as an $N$-truncation of $X^{\varepsilon}(\cdot)$. Define a truncation function as a smooth function such that

$$
T_{N}(x)=\left\{\begin{array}{l}
1, x \in S_{N} \\
0, x \in \mathbb{R}^{2}-S_{N+1}
\end{array}\right.
$$

Note that the truncation is such that it equals 1 when $x$ is in the ball with radius $N$ and is 0 outside the ball of radius $N+1$ and is smoothly connected. Consider

$$
\begin{align*}
& d X_{1}^{N}(t)=X_{2}^{N}(t) d t \\
& d X_{2}^{N}(t)=-\left[X_{2}^{N}(t) \bar{f}^{N}\left(X_{1}^{N}(t), \bar{\alpha}(t), t\right)+\bar{g}^{N}\left(X_{1}^{N}(t), \bar{\alpha}(t), t\right)\right] d t  \tag{2.10}\\
& \\
& \quad+\bar{h}^{N}\left(X_{1}^{N}(t), \bar{\alpha}(t), t\right) d w(t),
\end{align*}
$$

where

$$
\zeta^{N}(x, i, t)=\zeta(x, i, t) T_{N}(x) \text { for } \zeta^{N}(\cdot)=f(\cdot), \text { or } g(\cdot), \text { or } h(\cdot) .
$$

Associated with the truncated process, we define a truncated operator as follows. For each $i \in \overline{\mathcal{M}}$ and a suitably smooth function $V(\cdot, i, \cdot) \in C^{2,1}\left(\mathbb{R}^{2} \times[0, T] ; \mathbb{R}\right)$, define an operator $\overline{\mathcal{L}}^{N}$ as follows:

$$
\begin{align*}
\overline{\mathcal{L}}^{N} V(x, i, t)= & \frac{\partial V(x, i, t)}{\partial t}+\frac{1}{2} \bar{h}^{N, 2}\left(x_{1}, i, t\right) \frac{\partial^{2}}{\partial x_{2}^{2}} V(x, i, t)+x_{2} \frac{\partial}{\partial x_{1}} V(x, i, t) \\
& -\left[x_{2} \bar{f}^{N}\left(x_{1}, i, t\right)+\bar{g}^{N}\left(x_{1}, i, t\right)\right] \frac{\partial}{\partial x_{2}} V(x, i, t)  \tag{2.11}\\
& +\sum_{j \in \overline{\mathcal{M}}} \bar{q}_{i j}(t)[V(x, j, t)-V(x, i, t)],
\end{align*}
$$

where we used the notation $h^{N, 2}\left(x_{1}, \iota, t\right)=\left(h^{N}\left(x_{1}, \iota, t\right)\right)^{2}$.

Proposition 2.5. Under the conditions of Theorem $2.3,\left(X^{\varepsilon, N}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot)\right)$ converges weakly to $\left(X^{N}(\cdot), \bar{\alpha}(\cdot)\right)$ such that $X^{N}(\cdot)$ is the solution of the truncated Liénard equation (2.10) and $\bar{\alpha}(\cdot)$ is the Markov chain generated by $\bar{Q}(t)$ given in (2.5).

The proof of Proposition 2.5 is again divided into several steps. We proceed to carry out the steps in what follows.

Step 2.1: Tightness of $\left(X^{\varepsilon, N}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot)\right)$. This is proved by Lemma 2.6. Denote by $D([0, T]$ : $\left.\mathbb{R}^{2} \times \overline{\mathcal{M}}\right)$ the space of functions defined in $[0, T]$ with values in $\mathbb{R}^{2} \times \overline{\mathcal{M}}$ that are right continuous and have left limits endowed with the Skorohod topology (see [24, p. 228]).

Lemma 2.6. Under the conditions of Proposition 2.5, $\left(X^{\varepsilon, N}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot)\right)$ is tight in $D([0, T]$ : $\left.\mathbb{R}^{2} \times \overline{\mathcal{M}}\right)$.

Proof of Lemma 2.6. For any $\delta>0, t>0$, and $s>0$ satisfying $0<s \leq \delta$, we have

$$
\begin{align*}
& E_{t}^{\varepsilon}\left|X^{\varepsilon, N}(t+s)-X^{\varepsilon, N}(t)\right|^{2} \\
& \leq K E_{t}^{\varepsilon}\left|\int_{t}^{t+s} X_{2}^{\varepsilon, N}(u) d u\right|^{2}  \tag{2.12}\\
& \quad+K E_{t}^{\varepsilon}\left|\int_{t}^{t+s}\left[-X_{2}^{\varepsilon, N}(u) f^{N}\left(X_{1}^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right)+g^{N}\left(X_{1}^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right)\right] d u\right|^{2} \\
& \quad+K E_{t}^{\varepsilon}\left|\int_{t}^{t+s} h^{N}\left(X_{1}^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right) d w(u)\right|^{2}
\end{align*}
$$

By virtue of the familiar Hölder inequality and the boundedness $f^{N}(\cdot)$ and $g^{N}(\cdot)$ together with the choice of $\delta>0$, it is readily seen that

$$
\begin{align*}
& E_{t}^{\varepsilon}\left|\int_{t}^{t+s}\left[-X_{2}^{\varepsilon, N}(u) f^{N}\left(X_{1}^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right)+g^{N}\left(X_{1}^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right)\right] d u\right|^{2}  \tag{2.13}\\
& \quad \leq K s^{2} \leq K \delta^{2} \leq K \delta
\end{align*}
$$

Likewise, we obtain

$$
\begin{equation*}
E_{t}^{\varepsilon}\left|\int_{t}^{t+s} X_{2}^{\varepsilon, N}(u) d u\right|^{2} \leq K \delta \tag{2.14}
\end{equation*}
$$

where $E_{t}^{\varepsilon}$ denotes the conditional expectation with the $\sigma$-algebra of $\sigma\left\{w(s), \alpha^{\varepsilon}(s) ; s \leq t\right\}$.

By using the properties of stochastic integrals, we obtain

$$
\begin{align*}
& E_{t}^{\varepsilon}\left|\int_{t}^{t+s} h^{N}\left(X_{1}^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right) d w(u)\right|^{2} \\
& \quad \leq E \int_{t}^{t+s}\left|h^{N}\left(X_{1}^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right)\right|^{2} d u  \tag{2.15}\\
& \quad \leq K \delta
\end{align*}
$$

 obtain

$$
\lim _{\delta \rightarrow 0} \limsup _{\varepsilon \rightarrow 0} E_{t}^{\varepsilon}\left\{\sup _{0 \leq s \leq \delta} E_{t}^{\varepsilon}\left|X^{\varepsilon, N}(t+s)-X^{\varepsilon, N}(t)\right|^{2}\right\}=0,
$$

where $E_{t}^{\varepsilon}$ denotes the conditional expectation w.r.t. the $\sigma$-algebra generated by $\left\{w(u), \alpha^{\varepsilon}(u)\right.$ : $u \leq t\}$. Thus the tightness of $\left\{X^{\varepsilon, N}(\cdot)\right\}$ follows. Furthermore, this tightness together with the tightness of $\left\{\bar{\alpha}^{\varepsilon}(\cdot)\right\}$ implies that of $\left(X^{\varepsilon, N}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot)\right\}$. The lemma is proved.

Step 2.2: Characterization of the limit. Since $\left\{\left(X^{\varepsilon, N}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot)\right)\right\}$ is tight, we can extract convergent subsequences by Prophorov's theorem. Select such a sequence and for notational simplicity, still denote the sequence by $\left(X^{\varepsilon, N}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot)\right)$. Denote the limit by $\left(X^{N}(\cdot), \bar{\alpha}(\cdot)\right)$. By Skorohod's representation, with a slight abuse of notation, we assume $\left(X^{\varepsilon, N}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot)\right)$ converges to $\left(X^{N}(\cdot), \bar{\alpha}(\cdot)\right)$ in the sense of w.p.1. The convergence is uniform in any bounded interval. We proceed to characterize the limit process. This is done by showing that the limit is a solution of the martingale problem with operator $\overline{\mathcal{L}}^{N}$.

First, we note that the following holds. By the weak convergence of $\left(X^{\varepsilon, N}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot)\right)$ to $\left(X^{N}(\cdot), \bar{\alpha}(\cdot)\right)$ and the Skorohod representation, for any bounded and continuous function $\rho(\cdot, \cdot): \mathbb{R}^{2} \times \mathcal{M} \mapsto \mathbb{R}$, any positive integer $\kappa$, any $t$ and $s>0$ with $t+s \leq T$, and any $t_{i} \leq t$
for any $i \leq \kappa$, we have

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0} E \rho\left(X^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right): i \leq \kappa\right)\left[V\left(X^{\varepsilon, N}(t+s), \bar{\alpha}^{\varepsilon}(t+s), t+s\right)-V\left(X^{\varepsilon, N}(t), \bar{\alpha}^{\varepsilon}(t), t\right)\right] \\
& \quad=E \rho\left(X^{N}\left(t_{i}\right), \bar{\alpha}\left(t_{i}\right): i \leq \kappa\right)\left[V\left(X^{N}(t+s), \bar{\alpha}(t+s), t+s\right)-V\left(X^{N}(t), \bar{\alpha}(t), t\right)\right] \tag{2.16}
\end{align*}
$$

To proceed, for each $\iota \in \mathcal{M}$, let $V(\cdot, \iota, \cdot) \in C_{0}^{2,1}\left(\mathbb{R}^{2} \times[0, T]: \mathbb{R}\right)$ (that is, $C^{2,1}$ functions with compact support). Define

$$
\begin{equation*}
\widehat{V}(x, \alpha, t)=\sum_{i=1}^{l} V(x, i, t) I_{\left\{\alpha \in \mathcal{M}_{i}\right\}} \tag{2.17}
\end{equation*}
$$

It is readily seen that $V\left(X^{\varepsilon, N}(t), \bar{\alpha}^{\varepsilon}(t), t\right)=\widehat{V}\left(X^{\varepsilon, N}(t), \alpha^{\varepsilon}(t), t\right)$. That is, to work with $\bar{\alpha}^{\varepsilon}(\cdot)$ is equivalent to work with $\alpha^{\varepsilon}(\cdot)$ using the structure of the function $\widehat{V}(\cdot)$. For any $(1 / 2)<\Delta<1$, subdivide $[t, t+s]$ into subintervals of length $\varepsilon^{1-\Delta}$ by choosing $M_{\varepsilon}=\left\lfloor s / \varepsilon^{1-\Delta}\right\rfloor$ (the integer part of $s\left(\varepsilon^{1-\Delta}\right)$ and $s_{k}=k \varepsilon^{1-\Delta}$ such that $t=s_{0} \leq s_{1} \leq \cdots \leq s_{M_{\varepsilon}}=t+s$. Denote

$$
\begin{aligned}
L^{\varepsilon}(t, s):= & E \rho\left(X^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right): i \leq \kappa\right) \\
& \times\left[V\left(X^{\varepsilon, N}(t+s), \bar{\alpha}^{\varepsilon}(t+s), t+s\right)-V\left(X^{\varepsilon, N}(t), \bar{\alpha}^{\varepsilon}(t), t\right)\right] .
\end{aligned}
$$

Then we have

$$
\begin{aligned}
L^{\varepsilon}(t, s)=E & \left(X^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right): i \leq \kappa\right) \\
& \times\left[\widehat{V}\left(X^{\varepsilon, N}(t+s), \alpha^{\varepsilon}(t+s), t+s\right)-\widehat{V}\left(X^{\varepsilon, N}(t), \alpha^{\varepsilon}(t), t\right)\right]
\end{aligned}
$$

It then follows that

$$
\begin{gather*}
L^{\varepsilon}(t, s)=E \rho\left(X^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right): i \leq \kappa\right) \sum_{k=0}^{M_{\varepsilon}-1}\left\{\int_{s_{k}}^{s_{k+1}} \frac{\partial}{\partial u} \widehat{V}\left(X^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right) d u\right. \\
+\int_{s_{k}}^{s_{k+1}}\left[\frac{1}{2} h^{N, 2}\left(X_{1}^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right) \frac{\partial^{2}}{\partial x_{2}^{2}} \widehat{V}\left(X^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right)\right. \\
+X_{2}^{\varepsilon, N}(u) \frac{\partial}{\partial x_{1}} \widehat{V}\left(X^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right)  \tag{2.18}\\
-\left[X_{2}^{\varepsilon, N}(u) f^{N}\left(X_{1}^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right)\right. \\
\left.+g^{N}\left(X_{1}^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right)\right] \frac{\partial}{\partial x_{2}} \widehat{V}\left(X^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right) \\
\left.\left.+Q^{\varepsilon}(u) \widehat{V}\left(X^{\varepsilon, N}(u), \cdot, u\right)\left(\alpha^{\varepsilon}(u)\right)\right]\right\} d u .
\end{gather*}
$$

Step 2.2.1: Piecewise constant approximation. Here, we estimate the difference of $X^{\varepsilon, N}(u)$ and $X^{\varepsilon, N}\left(s_{k}\right)$ for any $u \in\left[s_{k}, s_{k+1}\right)$. Using (2.1) with the $X^{\varepsilon}(\cdot)$ replaced by $X^{\varepsilon, N}(\cdot)$, the Hölder inequality, the boundedness of $X^{\varepsilon, N}(\cdot), f^{N}(\cdot), g^{N}(\cdot)$, and $h^{N}(\cdot)$, and the well-known
properties of stochastic integrals, we obtain that for any $u \in\left[s_{k}, s_{k+1}\right)$,

$$
\begin{align*}
& E\left|X^{\varepsilon, N}(u)-X^{\varepsilon, N}\left(s_{k}\right)\right|^{2} \\
& \leq K E\left|\int_{s_{k}}^{u}\binom{X_{2}^{\varepsilon, N}(r)}{-\left(X_{2}^{\varepsilon, N}(r) f^{N}\left(X_{1}^{\varepsilon, N}(r), \alpha^{\varepsilon}(r), r\right)+g^{N}\left(X_{1}^{\varepsilon, N}(r), \alpha^{\varepsilon}(r), r\right)\right.} d r\right| \\
& +K E\left|\int_{s_{k}}^{u}\binom{0}{h\left(X_{1}^{\varepsilon, N}(r), \alpha^{\varepsilon}(t), t\right) d w(r)}\right|^{2}  \tag{2.19}\\
& \leq O\left(\left(u-s_{k}\right)^{2}\right)+K \int_{s_{k}}^{u} E\left|h^{N}\left(X^{\varepsilon, N}(r), \alpha^{\varepsilon}(r), r\right)\right|^{2} d r \\
& \leq O\left(u-s_{k}\right) \leq K \varepsilon^{1-\Delta} .
\end{align*}
$$

Using the above obtained bounds, we further deduce

$$
\begin{gather*}
\lim _{\varepsilon \rightarrow 0} L^{\varepsilon}(t, s)=\lim _{\varepsilon \rightarrow 0} E \rho\left(X^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right): i \leq \kappa\right) \sum_{k=0}^{M_{\varepsilon}-1}\left[\int_{s_{k}}^{s_{k+1}} \frac{\partial}{\partial u} \widehat{V}\left(X^{\varepsilon, N}\left(s_{k}\right), \alpha^{\varepsilon}(u), u\right) d u\right. \\
+\int_{s_{k}}^{s_{k+1}}\left[\frac{1}{2} h^{N, 2}\left(X_{1}^{\varepsilon, N}\left(s_{k}\right), \alpha^{\varepsilon}(u), u\right) \frac{\partial^{2}}{\partial x_{2}^{2}} \widehat{V}\left(X^{\varepsilon, N}\left(s_{k}\right), \alpha^{\varepsilon}(u), u\right)\right. \\
+X_{2}^{\varepsilon, N}(u) \frac{\partial}{\partial x_{1}} \widehat{V}\left(X^{\varepsilon, N}\left(s_{k}\right), \alpha^{\varepsilon}(u), u\right) \\
-\left[X_{2}^{\varepsilon, N}\left(s_{k}\right) f^{N}\left(X_{1}^{\varepsilon, N}\left(s_{k}\right), \alpha^{\varepsilon}(u), u\right)\right. \\
\left.+g^{N}\left(X_{1}^{\varepsilon, N}\left(s_{k}\right), \alpha^{\varepsilon}(u), u\right)\right] \frac{\partial}{\partial x_{2}} \widehat{V}\left(X^{\varepsilon, N}\left(s_{k}\right), \alpha^{\varepsilon}(u), u\right) \\
+ \tag{2.20}
\end{gather*}
$$

Step 2.2.2: Further approximation. We begin with the last term in (2.18). The structures
of the $\widehat{V}(\cdot)$ and $\widetilde{Q}(t)$ imply that for $u \in\left[s_{k}, s_{k+1}\right)$,

$$
\begin{align*}
& Q^{\varepsilon}(u) \widehat{V}\left(X^{\varepsilon, N}\left(s_{k}\right), \alpha^{\varepsilon}(u), u\right) \\
& =\widehat{Q}(u) \widehat{V}\left(X^{\varepsilon, N}\left(s_{k}\right), \alpha^{\varepsilon}(u), u\right) \\
& =\sum_{i=1}^{l} \sum_{j=1}^{m_{i}} \widehat{Q}(u) \widehat{V}\left(X^{\varepsilon, N}\left(s_{k}\right), s_{i j}, u\right) I_{\left\{\alpha^{\varepsilon}(u)=s_{i j}\right\}}  \tag{2.21}\\
& =\sum_{i=1}^{l} \sum_{j=1}^{m_{i}} \widehat{Q}(u) \widehat{V}\left(X^{\varepsilon, N}\left(s_{k}\right), s_{i j}, u\right) \nu_{j}^{i}(u) I_{\left\{\bar{\alpha}^{\varepsilon}(u)=i\right\}} \\
& \quad+\sum_{i=1}^{l} \sum_{j=1}^{m_{i}} \widehat{Q}(u) \widehat{V}\left(X^{\varepsilon, N}\left(s_{k}\right), s_{i j}, u\right)\left[I_{\left\{\alpha^{\varepsilon}(u)=s_{i j}\right\}}-\nu_{j}^{i}(u) I_{\left\{\bar{\alpha}^{\varepsilon}(u)=i\right\}}\right]
\end{align*}
$$

By virtue of [37, Theorem 7.2],

$$
\left.\begin{array}{l}
E \rho\left(X^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right): i \leq \kappa\right) \sum_{k=0}^{M_{\varepsilon}-1}\left[\sum _ { i = 1 } ^ { l } \sum _ { j = 1 } ^ { m _ { i } } \int _ { s _ { k } } ^ { s _ { k + 1 } } \widehat { Q } ( u ) \widehat { V } ( X ^ { \varepsilon , N } ( s _ { k } ) , s _ { i j } , u ) \left[I_{\left\{\alpha^{\varepsilon}(u)=s_{i j}\right\}}\right.\right. \\
\left.-\nu_{j}^{i}(u) I_{\left\{\bar{\alpha}^{\varepsilon}(u)=i\right\}}\right]
\end{array}\right] .
$$

By the weak convergence of $\left(X^{\varepsilon, N}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot)\right)$, the Skorohod representation, and the definition
of $\bar{Q}(t)$, we obtain that as $\varepsilon \rightarrow 0$,

$$
\begin{aligned}
& E \rho\left(X^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right): i \leq \kappa\right) \sum_{k=0}^{M_{\varepsilon}-1}\left[\sum_{i=1}^{l} \sum_{j=1}^{m_{i}} \int_{s_{k}}^{s_{k+1}} \widehat{Q}(u) \widehat{V}\left(X^{\varepsilon, N}\left(s_{k}\right), s_{i j}, u\right) \nu_{j}^{i}(u) I_{\left\{\bar{\alpha}^{\varepsilon}(u)=i\right\}}\right] \\
& \quad \rightarrow E \rho\left(X^{N}\left(t_{i}\right), \bar{\alpha}\left(t_{i}\right): i \leq \kappa\right)\left[\int_{t}^{t+s} \bar{Q}(u) V\left(X^{N}(u), \bar{\alpha}(u), u\right) d u\right] .
\end{aligned}
$$

This yields that as $\varepsilon \rightarrow 0$,

$$
\begin{align*}
& E \rho\left(X^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right): i \leq \kappa\right)\left[Q^{\varepsilon}(u) \widehat{V}\left(X^{\varepsilon, N}(u), \cdot, u\right)\left(\alpha^{\varepsilon}(u)\right) d u\right]  \tag{2.22}\\
& \quad \rightarrow E \rho\left(X^{N}\left(t_{i}\right), \bar{\alpha}\left(t_{i}\right): i \leq \kappa\right)\left[\bar{Q}(u) V\left(X^{N}(u), \cdot, u\right)(\bar{\alpha}(u)) d u\right] .
\end{align*}
$$

Using similar argument, we obtain that as $\varepsilon \rightarrow 0$,

$$
\begin{gather*}
\begin{aligned}
& E \rho\left(X^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right): i \leq \kappa\right)[- \sum_{k=0}^{M_{\varepsilon}-1} \int_{s_{k}}^{s_{k+1}}\left[X_{2}^{\varepsilon, N}(u) f^{N}\left(X_{1}^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right)\right. \\
&\left.\left.+g^{N}\left(X_{1}^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right)\right] \frac{\partial}{\partial x_{2}} \widehat{V}\left(X^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right) d u\right] \\
& \rightarrow E \rho\left(X^{N}\left(t_{i}\right), \bar{\alpha}\left(t_{i}\right): i \leq \kappa\right)\left[-\int_{t}^{t+s}\left[X_{2}^{N}(u) \bar{f}^{N}\left(X_{1}^{N}(u), \bar{\alpha}(u), u\right)\right.\right.
\end{aligned} \\
\left.\left.\quad+\bar{g}^{N}\left(X_{1}^{N}(u), \bar{\alpha}(u), u\right)\right] \frac{\partial}{\partial x_{2}} V\left(X^{N}(u), \bar{\alpha}(u), u\right) d u\right], \\
E \rho\left(X^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right): i \leq \kappa\right)\left[\sum_{k=0}^{M_{\varepsilon}-1} \int_{s_{k}}^{s_{k+1}} \frac{1}{2} h^{N, 2}\left(X_{1}^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right) \frac{\partial^{2}}{\partial x_{2}^{2}} \widehat{V}\left(X^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right)\right] \\
\rightarrow E \rho\left(X^{N}\left(t_{i}\right), \bar{\alpha}\left(t_{i}\right): i \leq \kappa\right)\left[\int_{t}^{t+s} \frac{1}{2} \bar{h}^{N, 2}\left(X_{1}^{N}(u), \bar{\alpha}(u), u\right) \frac{\partial^{2}}{\partial x_{2}^{2}} V\left(X^{N}(u), \bar{\alpha}(u), u\right)\right], \tag{2.23}
\end{gather*}
$$

and

$$
\begin{align*}
& E \rho\left(X^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right): i \leq \kappa\right)\left[\sum_{k=0}^{M_{\varepsilon}-1} \int_{s_{k}}^{s_{k+1}} \frac{\partial}{\partial u} \widehat{V}\left(X^{\varepsilon, N}(u), \alpha^{\varepsilon}(u), u\right) d u\right]  \tag{2.25}\\
& \rightarrow E \rho\left(X^{N}\left(t_{i}\right), \bar{\alpha}\left(t_{i}\right): i \leq \kappa\right)\left[\int_{t}^{t+s} \frac{\partial}{\partial u} \bar{V}\left(X^{N}(u), \bar{\alpha}(u), u\right) d u\right] .
\end{align*}
$$

Combining the estimates obtained thus far, (2.16), (2.22), (2.23), (2.24), and (2.25) imply that

$$
\begin{aligned}
E \rho\left(X^{N}\left(t_{i}\right), \bar{\alpha}\left(t_{i}\right): i \leq \kappa\right)[ & V\left(X^{N}(t+s), \bar{\alpha}(t+s), t+s\right)-V\left(X^{N}(t), \bar{\alpha}(t), t\right) \\
& \left.-\int_{t}^{t+s} \overline{\mathcal{L}} V\left(X^{B}(u), \bar{\alpha}(u), u\right) d u\right] \text { is a martingale. }
\end{aligned}
$$

Therefore, $\left(X^{N}(\cdot), \bar{\alpha}(\cdot)\right)$ is a solution of the martingale problem with operator $\overline{\mathcal{L}}^{N}$. Thus Proposition 2.5 is proved.

Proposition 2.7. Under the conditions of Theorem 2.3, $\left(X^{\varepsilon}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot)\right)$ converges weakly to $(X(\cdot), \bar{\alpha}(\cdot))$ that is the solution of the Liénard equation (2.7).

Proof. The proof follows along the line of Step 4 of the proof of Theorem 5.1 [24, p. 285 ] (see also $\left[21\right.$, p.46]). Let $P_{X(0)}(\cdot)$ and $P^{N}(\cdot)$ be the measures on the Borel subsets of $D\left([0, T], \mathbb{R}^{2}\right)$ induced by the solutions $X(\cdot)$ and $X^{N}(\cdot)$ of the corresponding Liénard equations, respectively. The measure $P^{N}(\cdot)$ is unique owing to the uniqueness of the solution to (2.10). Note that $P_{X(0)}(\cdot)$ and $P^{N}(\cdot)$ agree on all Borel subsets of the set of paths in $D\left([0, T], \mathbb{R}^{2}\right)$ whose values are in $S_{N}$. Note $P_{X(0)}\left(\sup _{t \leq T}|X(t)| \leq N\right) \rightarrow 1$ as $N \rightarrow \infty$. These together with the weak convergence of $X^{\varepsilon, N}(\cdot)$ to $X^{N}(\cdot)$ imply the weak convergence of $X^{\varepsilon}(\cdot)$ to $X(\cdot)$. Since the
limit is unique owing to the argument in Step 1 of the proof of Theorem 2.3, the chosen subsequence is irrelevant. Thus $X^{\varepsilon}(\cdot)$ converges weakly to $X(\cdot)$.

By Proposition 2.7, we have established the desired convergence of $\left(X^{\varepsilon}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot)\right)$. Therefore, the proof of Theorem 2.3 is complete.

Remark 2.8. We have developed a weak convergence result Theorem 2.3. Here we consider a couple of specializations. First, suppose that there is no white noise perturbations involved. We consider instead

$$
\begin{align*}
& d X_{1}^{\varepsilon}(t)=X_{2}^{\varepsilon}(t) d t, \\
& d X_{2}^{\varepsilon}(t)=-\left(X_{2}^{\varepsilon}(t) f\left(X_{1}^{\varepsilon}(t), \alpha^{\varepsilon}(t), t\right)+g\left(X_{1}^{\varepsilon}(t), \alpha^{\varepsilon}(t), t\right)\right) d t,  \tag{2.26}\\
& X^{\varepsilon}(0)=x \text { and } \alpha^{\varepsilon}(0)=\iota .
\end{align*}
$$

Thus we have fully degenerate case to deal with. Using the martingale problem formulation, we obtain that $\left(X^{\varepsilon}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot)\right)$ converges weakly to $(X(\cdot), \bar{\alpha}(\cdot))$ such that $X(\cdot)$ is a solution of the averaged limit switching ODEs

$$
\begin{align*}
& d X_{1}(t)=X_{2}(t) d t  \tag{2.27}\\
& d X_{2}(t)=-\left(X_{2}(t) \bar{f}\left(X_{1}(t), \bar{\alpha}(t), t\right)+\bar{g}\left(X_{1}(t), \bar{\alpha}(t), t\right)\right) d t
\end{align*}
$$

where $\bar{f}(\cdot)$ and $\bar{g}(\cdot)$ are as defined in (2.8). Such switched ODEs have become more important tools in modeling of networked systems in various situations.

The second specialization is: Suppose that the generator $\widetilde{Q}(t)$ itself is weakly irreducible. Denote its quasi-stationary distribution by $\nu(t)=\left(\nu_{1}(t), \ldots, \nu_{m}(t)\right)$. That is, all of its states
belong to the same weakly irreducible class. In this case, $\alpha^{\varepsilon}(\cdot)$ acts like a noise. The rationale is that as $\varepsilon \rightarrow 0$, the system changes more rapidly resulting in an average take place. Thus, we obtain

$$
\begin{align*}
& d X_{1}(t)=X_{2}(t) d t  \tag{2.28}\\
& d X_{2}(t)=-\left(X_{2}(t) \bar{f}\left(X_{1}(t), t\right)+\bar{g}\left(X_{1}(t), t\right)\right) d t
\end{align*}
$$

where

$$
\begin{align*}
& \bar{f}\left(x_{1}, t\right)=\sum_{j=1}^{m} f\left(x_{1}, j, t\right) \nu_{j}(t)  \tag{2.29}\\
& \bar{g}\left(x_{1}, t\right)=\sum_{j=1}^{m} g\left(x_{1}, j, t\right) \nu_{j}(t)
\end{align*}
$$

If $m$ is a rather large number, then substantial reduction of complexity is achieved. The original system is one with $m$ discrete components, whereas the limit is a single Liénard equation.

### 2.4 Further Remarks

We have considered Liénard equations under white noise perturbation and regime switching. A limit system is obtained by means of martingale problem formulation. There are several extensions and generalizations. We mention them in what follows.

### 2.4.1 Inclusion of Transient States

The developments of the previous sections treat such Markov chains having only recurrent states. It is a natural generalization to examine stochastic Liénard equations with Markov
switching in which the Markov chain also has transient states. To begin, let $\alpha^{\varepsilon}(t) \in \mathcal{M}=$ $\mathcal{M}_{1} \cup \mathcal{M}_{2} \cdots \cup \mathcal{M}_{l} \cup M_{*}$, where $\mathcal{M}_{i}$ for $i=1, \ldots, l$ are as before and $\mathcal{M}_{*}=\left\{s_{* 1}, \ldots, s_{* m_{*}}\right\}$ represents the transient states. The corresponding generator is still of the form (2.3), but

$$
\widetilde{Q}(t)=\left(\begin{array}{cccc}
\widetilde{Q}^{1}(t) & & &  \tag{2.30}\\
& & & \\
& \ddots & & \\
& & & \\
& & \widetilde{Q}^{l}(t) & \\
\widetilde{Q}_{*}^{1}(t) & \cdots & \widetilde{Q}_{*}^{l}(t) & \widetilde{Q}_{*}(t)
\end{array}\right)
$$

(A4) For all $t \in[0, T]$, and $i=1, \ldots, l, \widetilde{Q}^{i}(t)$ are weakly irreducible, and all eigenvalues of $\widetilde{Q}_{*}(t)$ have negative real parts. Both $\widetilde{Q}(\cdot)$ and $\widehat{Q}(\cdot)$ are bounded and measurable.

Using the approach as in [37], partition

$$
\widehat{Q}(t)=\left(\begin{array}{cc}
\widehat{Q}^{11}(t) & \widehat{Q}^{12}(t) \\
\widehat{Q}^{21}(t) & \widehat{Q}^{22}(t)
\end{array}\right),
$$

where

$$
\begin{aligned}
& \widehat{Q}^{11}(t) \in \mathbb{R}^{\left(m-m_{*}\right) \times\left(m-m_{*}\right)}, \widehat{Q}^{12}(t) \in \mathbb{R}^{\left(m-m_{*}\right) \times m_{*}}, \\
& \widehat{Q}^{21}(t) \in \mathbb{R}^{m_{*} \times\left(m-m_{*}\right)}, \quad \text { and } \widehat{Q}^{22}(t) \in \mathbb{R}^{m_{*} \times m_{*}},
\end{aligned}
$$

and define

$$
\begin{aligned}
& \bar{Q}_{*}(t)=\operatorname{diag}\left(\nu^{1}(t), \ldots, \nu^{l}(t)\right)\left(\widehat{Q}^{11}(t) \widetilde{\mathbb{1}}+\widehat{Q}^{12}(t)\left(a_{m_{1}}(t), \ldots, a_{m_{l}}(t)\right)\right) \\
& \bar{Q}(t)=\operatorname{diag}\left(\bar{Q}_{*}(t), 0_{m_{*} \times m_{*}}\right),
\end{aligned}
$$

where

$$
\widetilde{\mathbb{1}}=\operatorname{diag}\left(\mathbb{1}_{m_{1}}, \ldots, \mathbb{1}_{m_{l}}\right), \mathbb{1}_{m_{j}}=(1, \ldots, 1)^{\prime} \in \mathbb{R}^{m_{j} \times 1}
$$

and

$$
\begin{equation*}
a_{m_{i}}(t)=-\widetilde{Q}_{*}^{-1}(t) \widetilde{Q}_{*}^{i}(t) \mathbb{1}_{m_{i}}, \text { for } i=1, \ldots, l \tag{2.32}
\end{equation*}
$$

Using essentially the same argument but with modification on the transient part with the help of using asymptotic results in [38], we obtain the following result.

Theorem 2.9. Under the conditions of Theorem 2.3 with (A3) replaced by (A4), $\left(X^{\varepsilon}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot)\right)$ converges weakly to $(X(\cdot), \bar{\alpha}(\cdot))$ such that $X(\cdot)$ is a solution of $(2.7)$ and $\bar{\alpha}(\cdot)$ is a continuoustime Markov chain generated by $\bar{Q}_{*}(t)$ given in (2.31).

### 2.4.2 Wide-band Noise Perturbations

In lieu of (2.1), we can consider

$$
\begin{align*}
& d X_{1}^{\varepsilon}(t)=X_{2}^{\varepsilon}(t) d t \\
& d X_{2}^{\varepsilon}(t)=-\left(X_{2}^{\varepsilon}(t) f\left(X_{1}^{\varepsilon}(t), \alpha^{\varepsilon}(t), t\right)+g\left(X_{1}^{\varepsilon}(t), \alpha^{\varepsilon}(t), t\right)\right) d t+\frac{1}{\varepsilon} h\left(X_{1}^{\varepsilon}(t), \alpha^{\varepsilon}(t), t\right) \xi^{\varepsilon}(t), \\
& X^{\varepsilon}(0)=x \text { and } \alpha^{\varepsilon}(0)=\iota \tag{2.33}
\end{align*}
$$

where $\xi^{\varepsilon}(t)=\xi\left(t / \varepsilon^{2}\right)$ and $\xi(\cdot)$ is a stationary process with $E \xi(t)=0, E \xi^{2}(t)=1$, and $E \xi^{2+\delta}(t)<\infty$ for some $\delta>0$ such that $\xi(\cdot)$ is independent of the Markov chain $\alpha^{\varepsilon}(\cdot)$. What we have here is to replace the white noise by a wide-band noise process so that it "approximates" the white noise. Recall that a wide-band noise process is one whose bandwidth is large and as $\varepsilon \rightarrow 0$, it approximates the white noise. This is a physical realization of the ideal white noise. It often appears in many applications. Under such a setup, we can still derive the desired limit result. We omit the details, but state the main result below.

Theorem 2.10. Assume the conditions of Theorem 2.3 with the modification that the Brownian motion is replaced by $\xi^{\varepsilon}(t) / \varepsilon$. Then the conclusion of Theorem 2.3 continuous to hold. That is, $\left(X^{\varepsilon}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot)\right)$ converges weakly to $(X(\cdot), \bar{\alpha}(\cdot))$ such that $\bar{\alpha}(\cdot)$ is a continuous-time Markov chain with generator $\bar{Q}(t)$ and $X(\cdot)$ is a solution of (2.7).

### 2.4.3 Future Study

For future study, we may consider the case that the generator $Q^{\varepsilon}(\cdot)$ is also $x$ dependent. Specifically, we may consider that $Q^{\varepsilon}(x, t)$ has similar form as (2.3), but

$$
\begin{equation*}
Q^{\varepsilon}(x, t)=\frac{1}{\varepsilon} \widetilde{Q}(x, t)+\widehat{Q}(x, t), \tag{2.34}
\end{equation*}
$$

where $\widetilde{Q}(x, t)$ have the same diagonal block form as (2.4) but are also $x$-dependent. We assume that for each $i=1, \ldots, l, \widetilde{Q}^{i}(x, t)$ is weakly irreducible in the sense that the system of equation $\nu^{i}(x, t) \widetilde{Q}^{i}(x, t)=0$ and $\nu^{i}(x, t) \mathbb{1}=1$ has a unique solution. Assume that $\widetilde{Q}(x, t)$ and $\widehat{Q}(x, t)$ are bounded and continuous functions. In this case, we expect the averaged
functions to have the forms

$$
\begin{align*}
& \bar{f}(x, i, t)=\sum_{j=1}^{m_{i}} \nu_{j}^{i}(x, t) f\left(x_{1}, j, t\right), \\
& \bar{g}(x, i, t)=\sum_{j=1}^{m_{i}} \nu_{j}^{i}(x, t) g\left(x_{1}, j, t\right),  \tag{2.35}\\
& \bar{h}^{2}(x, i, t)=\sum_{j=1}^{m_{i}} \nu_{j}^{i}(x, t) h^{2}\left(x_{1}, j, t\right) .
\end{align*}
$$

Then it seems that we could proceed as in the previous case. Nevertheless, we note that $\alpha^{\varepsilon}(t)$ is no longer a Markov chain due to the $x$-dependence of its generator. Care needs to be exercised to handle such cases.

## CHAPTER 3

# Near-optimal Controls of Stochastic Differential <br> <br> Equations 

 <br> <br> Equations}

### 3.1 Introduction

This chapter is devoted to the study of near-optimal controls of singularly perturbed control systems. This chapter is arranged as follows. We first give the problem formulation in Section 3.2. To proceed we use relaxed control formulation in Section 3.3. Finally, Section 3.4 proves the limit systems and shows that the optimal control for the original singular perturbed problem.

### 3.2 Problem Formulation

Consider a stochastic dynamical system with the states $x^{\varepsilon}(t) \in \mathbb{R}^{k}$ and a feedback control $u(\cdot)$ such that $u(t) \in \Gamma, t \geq 0$ where $\Gamma$ is a compact subset of Euclidean space. Let $w(\cdot)$ be a standard one-dimensional Brownian motion on a probability space $(\Omega, \mathcal{F}, P)$ with respect to the filtration $\mathcal{F}_{t}$. Suppose that $\alpha^{\varepsilon}(\cdot)$ is a continuous-time Markov Chain with $\varepsilon$ being a small parameter with a finite-state space $\mathcal{M}=\{1,2, \ldots, l\}$. Consider $b(\cdot, \cdot, \cdot): \mathbb{R}^{k} \times \mathcal{M} \times U \rightarrow$ $\mathbb{R}^{k}, \sigma(\cdot, \cdot): \mathbb{R}^{k} \times \mathcal{M} \rightarrow \mathbb{R}^{2 k}$ are given suitable functions. Assume that $\alpha^{\varepsilon}(\cdot)$ and $w(\cdot)$ are
independent. Consider the SDE with regime switching as follows

$$
\begin{aligned}
& x^{\varepsilon}(t)=x_{0}+\int_{0}^{t} b\left(x^{\varepsilon}(s), \alpha^{\varepsilon}(s), u^{\varepsilon}(s)\right) d s+\int_{0}^{t} \sigma\left(x^{\varepsilon}(s), \alpha^{\varepsilon}(s)\right) d w(s) \\
& \alpha^{\varepsilon}(0)=i_{0} \in \mathcal{M}
\end{aligned}
$$

Consider the cost function $J^{\varepsilon}\left(x_{0}, i_{0}, u^{\varepsilon}(\cdot)\right)$ as

$$
\begin{equation*}
J^{\varepsilon}\left(u^{\varepsilon}(\cdot)\right)=J^{\varepsilon}\left(x_{0}, i_{0}, u^{\varepsilon}(\cdot)\right)=E_{x_{0}, i_{0}} \int_{0}^{T} C\left(x^{\varepsilon}(s), \alpha^{\varepsilon}(s), u^{\varepsilon}(s)\right) d s \tag{3.2}
\end{equation*}
$$

where $E_{x_{0}, i_{0}}$ denotes the expectation taken with $x^{\varepsilon}(0)=x_{0}$ and $\alpha^{\varepsilon}(0)=i_{0}$. Our objective is to find the optimal control $u^{\varepsilon}(\cdot)$ that minimizes $J^{\varepsilon}\left(u^{\varepsilon}(\cdot)\right)$.

Throughout the chapter we need the following assumption
(A1) Assume that the generator of the Markov Chain has the form

$$
\begin{equation*}
Q^{\varepsilon}(t)=\frac{1}{\varepsilon} \widetilde{Q}(t)+\widehat{Q}(t) \tag{3.3}
\end{equation*}
$$

such that

$$
\begin{equation*}
\widetilde{Q}(t)=\operatorname{diag}\left(\widetilde{Q}^{1}(t), \ldots, \widetilde{Q}^{l}(t)\right) \tag{3.4}
\end{equation*}
$$

with all $\widetilde{Q}^{i}(t) \in \mathbb{R}^{m_{i} \times m_{i}}$ are irreducible generators for $k=1, \ldots, l$. Both $\widetilde{Q}(t), \widehat{Q}(t)$ are generators, bounded and measurable. To reduce the computational complexity we decompose the state space into connected subspace, the state space of $\alpha^{\varepsilon}(\cdot)$ is given by $\mathcal{M}=\mathcal{M}_{1} \cup \cdots \cup \mathcal{M}_{l}=\left\{s_{11}, \ldots, s_{1 m_{1}}, \ldots, s_{l 1}, \ldots, s_{l m_{i}}\right\}$. We use a double index $s_{i j}$ to denote a state.
(A2) There exist a positive constant $K$ such that for each $\alpha \in \mathcal{M}$, each $c \in U$, and $x, y \in \mathbb{R}^{k}$,

$$
\begin{aligned}
& |b(x, \alpha, c)-b(y, \alpha, c)| \leq K|x-y|, \\
& |\sigma(x, \alpha)-\sigma(y, \alpha)| \leq K|x-y|
\end{aligned}
$$

(A3) There exist a positive constants $K$ and positive integer $\kappa$ such that for each $\alpha \in \mathcal{M}$ and any $c \in U$,

$$
|C(x, \alpha, c)| \leq K\left(1+|x|^{\kappa}\right) .
$$

In our setup, $\mathcal{M}$ is rather large in that the cardinality $|\mathcal{M}|$ of $\mathcal{M}$ is a large number. Treating reduction of dimensionality, in [37], it is illustrated that we can aggregate the elements corresponding to each $\mathcal{M}_{i}$ into a single state. Then the total number of states in the aggregated process will be $l$. Denote the reduced space by $\overline{\mathcal{M}}=\{1, \ldots, l\}$, and define $\bar{\alpha}^{\varepsilon}(t)=i$ if $\alpha^{\varepsilon}(t) \in \mathcal{M}_{i}$.

### 3.3 Relaxed Control Formulation

In this subsection we discuss the basic relaxed control and rewrite the control problem using relaxed control formulation. The relaxed stochastic control was inaugurated in [9] for stochastic system. The relaxed control was used in [33] for variational problem. The Near optimal state feedback controls for stochastic systems with wideband noise disturbance was discussed in [23]. Singularity perturbed stochastic control is devoted in [2]. Lately, much interests are devoted to perturbed stochastic control and filtering problems is added [22].

Recall that the control space $U$ is a compact set in some Euclidean space. Assume that
$\mathcal{B}(S)$ is the $\sigma$-algebra of Borel subset of S . Suppose that

$$
\begin{gathered}
M^{*}=\{\tilde{m}(\cdot) ; \tilde{m}(\cdot) \text { is a measure on } \mathcal{B}(U \times[0, \infty)) \text { and } \\
\tilde{m}(U \times[0, t])=t \text { for all } t \geq 0\} .
\end{gathered}
$$

A random $M^{*}$-valued measure $m(\cdot)$ is an admissible relaxed control if for each $B \in \mathcal{B}(U)$, the function defined by $\tilde{m}(B, t) \equiv \tilde{m}(B \times[0, t])$ is $\mathcal{F}_{t}$ measurable. An equivalent formulation reads that $\tilde{m}(\cdot)$ is a relaxed control if

$$
\int_{0}^{t} f(s, c) \tilde{m}(d s \times d c)
$$

is progressively measurable with respect to $\mathcal{F}_{t}$ for each bounded and continuous function $f(\cdot)$.

It then follows that, if $\tilde{m}(\cdot)$ is an admissible relaxed control, then there is a measurevalued function $\tilde{m}_{t}(\cdot)$ (the "derivative") such that $\tilde{m}_{t}(d c) d t=\tilde{m}(d t \times d c)$ and for smooth function $f(\cdot)$,

$$
\int f(s, c) \tilde{m}(d s \times d c)=\int d s \int f(s, c) \tilde{m}_{s}(d c)
$$

To proceed, we topologize $M^{*}$ as follows. Let $\left\{f_{n_{i}}(\cdot) ; i<\infty\right\}$ be a countable dense (under the sup-norm) set of continuous functions on $U \times[0, n]$ for each $n$. Let

$$
\begin{aligned}
& \langle\tilde{m}, f\rangle=\int f(s, c) \tilde{m}(d s \times d c), \text { and } \\
& d\left(\tilde{m}_{1}, \tilde{m}_{2}\right)=\sum_{n=1}^{\infty} 2^{-n} d_{n}\left(\tilde{m}_{1}, \tilde{m}_{2}\right),
\end{aligned}
$$

where

$$
d_{n}\left(\tilde{m}_{1}, \tilde{m}_{2}\right)=\sum_{i=1}^{\infty} 2^{-i} \frac{\left|\left(\tilde{m}_{1}-\tilde{m}_{2}, f_{n_{i}}\right)\right|}{1+\left|\left(\tilde{m}_{1}-\tilde{m}_{2}, f_{n_{i}}\right)\right|} .
$$

$\tilde{m}_{n}(\cdot) \Rightarrow \tilde{m}(\cdot)$ for a sequence of measures means the weak convergence in $M^{*}$.
By using the relaxed control we can rewrite the switching diffusion defined in (3.1) as follows

$$
\begin{align*}
& \left.x^{\varepsilon}(t)=x_{0}+\int_{0}^{t} \int_{U} b\left(x^{\varepsilon}(s), \alpha^{\varepsilon}(s), c\right)\right) \tilde{m}_{s}^{\varepsilon}(d c) d s+\int_{0}^{t} \sigma\left(x^{\varepsilon}(s), \alpha^{\varepsilon}(s)\right) d w(s)  \tag{3.5}\\
& \alpha^{\varepsilon}(0)=i_{0} \in \mathcal{M}
\end{align*}
$$

and the cost function defined in (3.2) as

$$
\begin{equation*}
J^{\varepsilon}\left(\tilde{m}^{\varepsilon}(\cdot)\right)=J^{\varepsilon}\left(x_{0}, i_{0}, u^{\varepsilon}(\cdot)\right)=E_{x_{0}, i_{0}} \int_{0}^{T} \int_{U} C\left(x^{\varepsilon}(s), \alpha^{\varepsilon}(s), c\right) \tilde{m}_{s}^{\varepsilon}(d c) d s \tag{3.6}
\end{equation*}
$$

where $\tilde{m}_{s}^{\varepsilon}$ is the relaxed control. Our objective is to find the optimal control $\tilde{m}^{\varepsilon}(\cdot)$ that minimizes $J^{\varepsilon}\left(\tilde{m}^{\varepsilon}(\cdot)\right)$.

The associated operator for the switching diffusion defined in (3.5) is defined as follows; for each $i \in \mathcal{M}$, and for any twice continuously differentiable function $g(\cdot, i)$ define $\mathcal{L}$ by

$$
\begin{align*}
\mathcal{L} g(x, \alpha)= & \frac{1}{2} \operatorname{tr}\left[\sigma(x, \alpha) \sigma^{\prime}(x, \alpha) \nabla^{2} g(x, \alpha)\right]+\int_{U} b^{\prime}(x, \alpha, c) \nabla g(x, \alpha) \tilde{m}_{t}(d c)  \tag{3.7}\\
& +Q^{\varepsilon}(t) g(x, \cdot)(\alpha), \alpha \in \mathcal{M}
\end{align*}
$$

where

$$
Q^{\varepsilon}(t) g(x, \alpha)(\cdot)=\sum_{\beta} q_{\alpha \beta}^{\varepsilon}(t) g(x, \beta),
$$

$\nabla g(x, i)$ and $\nabla^{2} g(x, i)$ denote the gradient and Hessian of $g(x, i)$, respectively. Note that the operator $\mathcal{L}$ in fact is control and $\varepsilon$ dependent. So we could write it as $\mathcal{L}^{\varepsilon, \tilde{m}}$. However, for
notational simplicity, we suppressed these dependence henceforth. To proceed, we state a couple of preliminary results.

Lemma 3.1. The following assertions hold:
(a) Let $\tilde{m}(\cdot)$ be an admissible relaxed control for the limit problem (3.1) with $x=x(0)$. Then there is an $\mathcal{F}_{t}=\sigma\{x(s), \alpha(s) ; s \leq t\}$ adapted solution $x(\cdot)$ of the limit problem such that

$$
\begin{equation*}
\sup _{0 \leq t \leq T} E|x(t)|^{2} \leq K\left(1+|x|^{2}\right) \tag{3.8}
\end{equation*}
$$

(b) Let $\tilde{m}^{n}(\cdot)$ converge weakly to $m(\cdot)$, where $\tilde{m}^{n}(\cdot)$ are admissible w.r.t. some Brownian motion $w(\cdot)$. Let $x\left(\tilde{m}^{n}(\cdot), \cdot\right)$ be the trajectory satisfying (3.5) with $\tilde{m}^{n}(\cdot)$ used. Then $\left(x^{n}\left(\tilde{m}^{n}, \cdot\right), \tilde{m}^{n}(\cdot)\right)$ converges weakly to $(x(\tilde{m}(\cdot), \cdot), \tilde{m}(\cdot))$ satisfying $(3.5)$ for some Brownian motion $w(\cdot)$ such that $\tilde{m}(\cdot)$ is admissible with respect to $w(\cdot)$.

Lemma 3.2. Assume that (A2) and equation (3.10) has a unique (in the weak sense) solution for each initial condition for the admissible triple $(\tilde{m}(\cdot), w(\cdot))$. Consider the cost function (3.18). Given $T>0$ and $\Delta>0$, there are a finite set $\left\{a_{1}^{\Delta}, \ldots, a_{k_{\Delta}}^{\Delta}\right\}=U^{\Delta} \subset U, a \delta>0$, and a $U^{\Delta}$-valued ordinary admissible stochastic control $u^{\Delta}(\cdot)$ that is constant on each interval $[i \delta, i \delta+\delta)$ and is such that for all $m$,

$$
\begin{align*}
& P_{x, i_{0}}^{\tilde{m}}\left(\sup _{t \leq T}\left|x\left(t, u^{\Delta}\right)-x(t, \tilde{m})\right|>\Delta\right) \leq \Delta  \tag{3.9}\\
& \left|J\left(x, i_{0}, \tilde{m}\right)-J\left(x, i_{0}, u^{\Delta}\right)\right| \leq \Delta
\end{align*}
$$

If the solution to $(3.10)$ is unique in the weak sense for each admissible $\tilde{m}(\cdot)$, then (3.9) holds for all $\tilde{m}(\cdot)$ simultaneously.

The proof of Lemma 3.1 (a) can be found in [39], and the proofs of Lemma 3.1 (b) as well as Lemma 3.2 can be proved using the same techniques as in [8, 22, 23]. We thus omit the details. Note that in Lemma 3.1, we can prove a strong result

$$
E \sup _{0 \leq t \leq T}\left|x^{\varepsilon}(t)\right|^{2}<\infty
$$

However, for our current problem, Lemma 3.1 is sufficient.

### 3.4 Limit Results and Near-Optimal Control

In this section, we show that the weak limits defined in (3.1). We will use the ideal of martingale problem. Finally, we present the existence of the optimal control.

Theorem 3.3. Assume (A1)-(A3). Let $\Delta_{\varepsilon} \rightarrow 0$ as $\varepsilon \rightarrow 0$ and let $\tilde{m}^{\varepsilon}(\cdot)$ be a $\delta$-optimal admissible relaxed control for (3.1) with the cost defined in (3.2). Then the following assertions hold:
(a) $\left\{x^{\varepsilon}\left(\tilde{m}^{\varepsilon},(\cdot)\right), \bar{\alpha}^{\varepsilon}(\cdot), \tilde{m}^{\varepsilon}(\cdot)\right\}$ is tight in $D\left([0, T]: \mathbb{R}^{k} \times \mathcal{M} \times M^{*}\right)$.
(b) $\left.\left(x^{\varepsilon}\left(\tilde{m}^{\varepsilon}(\cdot),(\cdot)\right), \cdot\right), \bar{\alpha}^{\varepsilon}(\cdot), \tilde{m}^{\varepsilon}(\cdot)\right)$ converge weakly to $(x(\tilde{m}(\cdot), \bar{\alpha}(\cdot), \tilde{m}(\cdot))$ such that $x(\cdot)$ is solution of the switching diffusion

$$
\begin{equation*}
x(t)=x_{0}+\int_{0}^{t} \int_{U} \bar{b}(x(s), \bar{\alpha}(s), c) m_{s}(d c)+\int_{0}^{t} \bar{\sigma}(x(s), \bar{\alpha}(s)) d w(s) \tag{3.10}
\end{equation*}
$$

where

$$
\begin{align*}
& \bar{b}(x, i, u)=\sum_{j=1}^{m_{i}} \nu_{j}^{i}(t) b\left(x, s_{i j}, u\right)  \tag{3.11}\\
& \bar{\sigma}(x, i) \bar{\sigma}^{\prime}(x, i)=\sum_{j=1}^{m_{i}} \nu_{j}^{i}(t) \sigma\left(x, s_{i j}\right) \sigma^{\prime}\left(x, s_{i j}\right) .
\end{align*}
$$

Proof. We divided the proof of the theorem into several steps.
Step 1. Tightness. First note that Since the space of relaxed control $M^{*}$ is compact, $\left\{\tilde{m}^{\varepsilon}(\cdot)\right\}$ is tight in $M^{*}$. By virtue of [37, Theorem 7.4], $\left\{\bar{\alpha}^{\varepsilon}(\cdot)\right\}$ is tight.

Next, we work with $x^{\varepsilon, N}(\cdot)$. We use a truncation device. For any $0<N<\infty$, let $x^{\varepsilon, N}(\cdot)$ be the $N$-truncation of $x^{\varepsilon}(\cdot)$, which is $x^{\varepsilon, N}(t)=x^{\varepsilon}(t)$ up until the first exit from the sphere $S_{N}=\{x:|x| \leq N\}$. Define a sufficiently smooth truncation $\rho_{N}(x)$ as follows: $\rho(x)=1$ if $x \in S_{N}$ and $\rho(x)=0$ when $x \in \mathbb{R}^{k}-S_{N+1}$. Define

$$
\phi_{N}(x, \alpha, c)=\phi(x, \alpha, c) \rho_{N}(x) \text { for } \phi=b \text { or } \sigma .
$$

Then we can rewrite the differential equation as

$$
\begin{equation*}
\left.x^{\varepsilon, N}(t)=x_{0}+\int_{0}^{t} \int_{U} b_{N}\left(x^{\varepsilon, N}(s), \alpha^{\varepsilon}(s), c\right)\right) \tilde{m}_{s}^{\varepsilon}(d c) d s+\int_{0}^{t} \sigma_{N}\left(x^{\varepsilon, N}(s), \alpha^{\varepsilon}(s)\right) d w(s) . \tag{3.12}
\end{equation*}
$$

By using the $N$-truncation and hence the boundedness of $x^{\varepsilon, N}(\cdot)$, the linear growth of the $b$ and $\sigma$, the Hölder inequality, the basic properties of stochastic integration, and Lemma 3.1, we have that for any $\delta>0$ and $\varepsilon>0$, and for any $t, s \geq 0$ with $s \leq \Delta$, there is a random
variable $\gamma^{\varepsilon}(\delta)>0$ such that

$$
\begin{aligned}
& E_{t}^{\varepsilon}\left|x^{\varepsilon, N}(t+s)-x^{\varepsilon, N}(t)\right|^{2} \\
& \leq\left.K E_{t}^{\varepsilon} \mid \int_{t}^{t+s} \int_{U} b_{N}\left(x^{\varepsilon, N}(r), \alpha^{\varepsilon}(r), c\right)\right)\left.\tilde{m}_{r}^{\varepsilon}(d c) d r\right|^{2} \\
&+K E_{t}^{\varepsilon}\left|\int_{t}^{t+s} \sigma_{N}\left(x^{\varepsilon, N}(r), \alpha^{\varepsilon}(r)\right) d w(r)\right|^{2} \\
& \leq\left.K s E_{t}^{\varepsilon} \int_{t}^{t+s} \mid \int_{U} b_{N}\left(x^{\varepsilon, N}(r), \alpha^{\varepsilon}(r), c\right)\right)\left.\tilde{m}_{r}^{\varepsilon}(d c)\right|^{2} d r \\
&+K E_{t}^{\varepsilon} \int_{t}^{t+s}\left|\sigma_{N}\left(x^{\varepsilon, N}(r), \alpha^{\varepsilon}(r)\right)\right|^{2} d r \\
& \leq E_{t}^{\varepsilon} \gamma^{\varepsilon}(\delta) .
\end{aligned}
$$

Taking $\lim \sup$ as $\varepsilon \rightarrow 0$ followed by $\lim _{\delta \rightarrow 0}$, we obtain

$$
\lim _{\delta \rightarrow 0} \limsup _{\delta \rightarrow 0} E \gamma^{\varepsilon}(\delta)=0
$$

Thus, the tightness criterion [21, Theorem 3, p. 47], $\left\{x^{\varepsilon, N}(\cdot)\right\}$ is tight. We thus obtain that $\left(x^{\varepsilon, N}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot), \tilde{m}^{\varepsilon}(\cdot)\right)$ is tight.

Step 2. Characterization of the limit. To begin, define a truncated operator by

$$
\begin{equation*}
\mathcal{L}_{N} g(x, \alpha)=\frac{1}{2} \operatorname{tr}\left[\sigma_{N}(x, \alpha) \sigma_{N}^{\prime}(x, \alpha) \nabla^{2} g(x, \alpha)\right]+\int_{U} b_{N}^{\prime}(x, \alpha, c) \nabla g(x, \alpha) \tilde{m}_{t}^{\varepsilon}(d c), \alpha \in \mathcal{M} \tag{3.13}
\end{equation*}
$$

Again, we suppressed the $\varepsilon$ and control dependence in $\mathcal{L}_{N}$. Since $\left(x^{\varepsilon, N}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot), \tilde{m}^{\varepsilon}(\cdot)\right)$ is tight, by Prohorov's theorem, it has a convergent subsequence. For notational simplicity, we still denote the sequence by $\left\{x^{\varepsilon, N}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot), \tilde{m}^{\varepsilon}(\cdot)\right\}$ and denote the limit by $\left(x^{N}(\cdot), \bar{\alpha}(\cdot), \tilde{m}(\cdot)\right)$. By

Skorohod representation, with a slight abuse of notation, we may assume that the convergence is in the sense of w.p.1. The convergence is uniform on any finite time interval. We proceed to characterize the limit process.

For each $\iota \in \overline{\mathcal{M}}$, each $f(\cdot, \iota) \in \mathcal{C}_{0}^{2}$ ( $C^{2}$ functions with compact support), any bounded and contiguous function $h(\cdot)$, any $0 \leq t, s<T$, any positive integers $p, q$, and any $t_{i} \leq t$, we aim to show that

$$
\begin{align*}
& E h\left(x^{N}\left(t_{i}\right), \bar{\alpha}\left(t_{i}\right),\left\langle\varphi_{j}, \tilde{m}\right\rangle_{t_{i}}, i \leq q, j \leq p\right)  \tag{3.14}\\
& \quad \times\left[\left(f\left(x^{N}(t+s), \bar{\alpha}(t+s)\right)-f\left(x^{N}(t), \bar{\alpha}(t)\right)\right)-\int_{t}^{t+s} \mathcal{L} f\left(x^{N}(\tau), \bar{\alpha}(\tau)\right) d \tau\right]=0 .
\end{align*}
$$

We start with the process index by $\varepsilon$. By the weak convergence and the Skorohod representation,

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0} E h\left(x^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right),\left\langle\varphi_{j}, \tilde{m}^{\varepsilon}\right\rangle_{t_{i}}, i \leq q, j \leq p\right)\left(f\left(x^{\varepsilon, N}(t+s), \bar{\alpha}^{\varepsilon}(t+s)\right)-f\left(x^{\varepsilon, N}(t), \bar{\alpha}^{\varepsilon}(t)\right)\right. \\
& \quad \rightarrow E h\left(x^{N}\left(t_{i}\right), \bar{\alpha}\left(t_{i}\right),\left\langle\varphi_{j}, \tilde{m}\right\rangle_{t_{i}}, i \leq q, j \leq p\right)\left(f\left(x^{N}(t+s), \bar{\alpha}(t+s)\right)-f\left(x^{N}(t), \bar{\alpha}(t)\right)\right) \tag{3.15}
\end{align*}
$$

To proceed, define

$$
\hat{f}(x, \alpha)=\sum_{i \in \overline{\mathcal{M}}} f(x, i) I_{\left\{\alpha \in \mathcal{M}_{i}\right\}} .
$$

Note that $f\left(x^{\varepsilon}(t), \bar{\alpha}^{\varepsilon}(t)\right)=\hat{f}\left(x^{\varepsilon}(t), \alpha^{\varepsilon}(t)\right)$. It follows that

$$
\begin{aligned}
& E h\left(x^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right),\left\langle\varphi_{j}, \tilde{m}^{\varepsilon}\right\rangle_{t_{i}}, i \leq q, j \leq p\right) \\
& \quad \times\left[\left(f\left(x^{\varepsilon, N}(t+s), \bar{\alpha}^{\varepsilon}(t+s)\right)-f\left(x^{\varepsilon, N}(t), \bar{\alpha}^{\varepsilon}(t)\right)\right]\right. \\
& =E h\left(x^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right),\left\langle\varphi_{j}, \tilde{m}^{\varepsilon}\right\rangle_{t_{i}}, i \leq q, j \leq p\right) \\
& \quad \times\left[\left(\hat{f}\left(x^{\varepsilon, N}(t+s), \alpha^{\varepsilon}(t+s)\right)-\hat{f}\left(x^{\varepsilon, N}(t), \alpha^{\varepsilon}(t)\right)\right]\right. \\
& =E h\left(x^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right),\left\langle\varphi_{j}, \tilde{m}^{\varepsilon}\right\rangle_{t_{i}}, i \leq q, j \leq p\right) \\
& \quad \times\left[\int_{t}^{t+s} \mathcal{L}_{N} \hat{f}\left(x^{\varepsilon}(\tau), \alpha^{\varepsilon}(\tau)\right) d \tau\right] .
\end{aligned}
$$

Direct computation reveals that

$$
\begin{aligned}
& \int_{t}^{t+s} \mathcal{L}_{N} \hat{f}\left(x^{\varepsilon, N}(\tau), \alpha^{\varepsilon}(\tau)\right) d \tau \\
& \quad=\int_{t}^{t+s} \int_{U} \nabla \hat{f}^{\prime}\left(x^{\varepsilon, N}(r), \alpha^{\varepsilon}(r)\right) b_{N}\left(x^{\varepsilon, N}(r), \alpha^{\varepsilon}(r), c\right) \tilde{m}_{r}(d c) d r \\
& \quad+\frac{1}{2} \int_{t}^{t+s} \operatorname{tr}\left[\sigma_{N}\left(x^{\varepsilon, N}(r), \alpha(r)\right) \sigma_{N}^{\prime}\left(x^{\varepsilon, N}(r), \alpha^{\varepsilon}(r)\right) \nabla^{2} \hat{f}\left(x^{\varepsilon, N}(r), \alpha^{\varepsilon}(r)\right)\right] d r \\
& \quad+\int_{t}^{t+s} Q^{\varepsilon}(r) \hat{f}\left(x^{\varepsilon, N}(r), \alpha^{\varepsilon}(r)\right) d r
\end{aligned}
$$

Note that

$$
\begin{aligned}
& \int_{t}^{t+s} \int_{U} \nabla \hat{f}^{\prime}\left(x^{\varepsilon, N}(r), \alpha^{\varepsilon}(r)\right) b_{N}\left(x^{\varepsilon, N}(r), \alpha^{\varepsilon}(r), c\right) \tilde{m}_{r}(d c) d r \\
& =\sum_{\iota=1}^{l} \sum_{\ell=1}^{m_{\iota}} \int_{t}^{t+s} \int_{U} \nabla \hat{f}^{\prime}\left(x^{\varepsilon, N}(r), s_{\iota \ell}\right) b_{N}\left(x^{\varepsilon, N}(r), s_{\iota \ell}, c\right) \tilde{m}_{r}(d c) I_{\left\{\alpha^{\varepsilon}(r)=s_{\ell}\right\}} d r \\
& =\sum_{\iota=1}^{l} \sum_{\ell=1}^{m_{\iota}} \int_{t}^{t+s} \int_{U} \nabla \hat{f}^{\prime}\left(x^{\varepsilon, N}(r), s_{\iota \ell}\right) b_{N}\left(x^{\varepsilon, N}(r), s_{\iota \ell}, c\right) \tilde{m}_{r}(d c) \nu_{\ell}^{\iota}(r) I_{\left\{\bar{\alpha}^{\varepsilon}(r)=\iota\right\}} d r \\
& +\sum_{\iota=1}^{l} \sum_{\ell=1}^{m_{\iota}} \int_{t}^{t+s} \int_{U} \nabla \hat{f}^{\prime}\left(x^{\varepsilon, N}(r), s_{\iota \ell}\right) b_{N}\left(x^{\varepsilon, N}(r), s_{\iota \ell}, c\right) \tilde{m}_{r}(d c) \nu_{\ell}^{\iota}(r) \\
& \\
& \times\left[I_{\left\{\alpha^{\varepsilon}(r)=s_{\iota \ell}\right\}}-\nu_{\ell}^{\iota}(r) I_{\left\{\bar{\alpha}^{\varepsilon}(r)=\iota\right\}}\right] d r
\end{aligned}
$$

Using integration by parts and [37, Lemma 7.14] (see also [36, Theorem 3.6]), it can be shown that

$$
\begin{aligned}
& E h\left(x^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right),\left\langle\varphi_{j}, \tilde{m}^{\varepsilon}\right\rangle_{t_{i}}, i \leq q, j \leq p\right) \\
& \begin{aligned}
& \times\left[\sum_{\iota=1}^{l} \sum_{\ell=1}^{m_{\iota}} \int_{t}^{t+s} \int_{U} \nabla \hat{f}^{\prime}\left(x^{\varepsilon, N}(r), s_{\iota \ell}\right) b_{N}\left(x^{\varepsilon, N}(r), s_{\iota \ell}, c\right) \tilde{m}_{r}(d c) \nu_{\ell}^{\iota}(r)\right. \\
&\left.\times\left[I_{\left\{\alpha^{\varepsilon}(r)=s_{\iota}\right\}}-\nu_{\ell}^{\iota}(r) I_{\left\{\bar{\alpha}^{\varepsilon}(r)=\iota\right\}}\right] d r\right] \\
& \rightarrow 0 \text { as } \varepsilon \rightarrow 0 .
\end{aligned} \\
& \qquad
\end{aligned}
$$

Moreover, we can show that

$$
\begin{aligned}
& E h\left(x^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right),\left\langle\varphi_{j}, \tilde{m}^{\varepsilon}\right\rangle_{t_{i}}, i \leq q, j \leq p\right) \\
& \quad \times\left[\sum_{\iota=1}^{l} \sum_{\ell=1}^{m_{\iota}} \int_{t}^{t+s} \int_{U} \nabla \hat{f}^{\prime}\left(x^{\varepsilon, N}(r), s_{\iota \ell}\right) b_{N}\left(x^{\varepsilon, N}(r), s_{\iota \ell}, c\right) \tilde{m}_{r}(d c) \nu_{\ell}^{\iota}(r) I_{\left\{\bar{\alpha}^{\varepsilon}(r)=\iota\right\}} d r\right] \\
& \rightarrow E h\left(x^{N}\left(t_{i}\right), \bar{\alpha}\left(t_{i}\right),\left\langle\varphi_{j}, \tilde{m}\right\rangle_{t_{i}}, i \leq q, j \leq p\right) \\
& \quad \times\left[\sum_{\iota=1}^{l} \sum_{\ell=1}^{m_{\iota}} \int_{t}^{t+s} \int_{U} \nabla \hat{f}^{\prime}\left(x^{N}(r), s_{\iota \ell}\right) b_{N}\left(x^{N}(r), s_{\iota \ell}, c\right) \tilde{m}_{r}(d c) \nu_{\ell}^{\iota}(r) I_{\{\bar{\alpha}(r)=\iota\}} d r\right] \\
& =E h\left(x^{N}\left(t_{i}\right), \bar{\alpha}\left(t_{i}\right),\left\langle\varphi_{j}, \tilde{m}\right\rangle_{t_{i}}, i \leq q, j \leq p\right) \\
& \quad \times \int_{t}^{t+s} \int_{U} \nabla \hat{f}^{\prime}\left(x^{N}(r), \bar{\alpha}(r)\right) \bar{b}_{N}\left(x^{N}(r), \bar{\alpha}(r), c\right) \tilde{m}_{r}(d c)
\end{aligned}
$$

Using similar techniques, we can prove that

$$
\begin{aligned}
& E h\left(x^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right),\left\langle\varphi_{j}, \tilde{m}^{\varepsilon}\right\rangle_{t_{i}}, i \leq q, j \leq p\right) \\
& \quad \times \frac{1}{2} \int_{t}^{t+s} \operatorname{tr}\left[\sigma_{N}\left(x^{\varepsilon, N}(r), \alpha^{\varepsilon}(r)\right) \sigma_{N}^{\prime}\left(x^{\varepsilon, N}(r), \alpha^{\varepsilon}(r)\right) \nabla^{2} \hat{f}\left(x^{\varepsilon, N}(r), \alpha^{\varepsilon}(r)\right)\right] d r \\
& \quad \rightarrow E h\left(x^{N}\left(t_{i}\right), \bar{\alpha}\left(t_{i}\right),\left\langle\varphi_{j}, \tilde{m}\right\rangle_{t_{i}}, i \leq q, j \leq p\right) \\
& \quad \times\left[\frac{1}{2} \int_{t}^{t+s} \operatorname{tr}\left[\sigma_{N}\left(x^{N}(r), \bar{\alpha}(r)\right) \sigma_{N}^{\prime}\left(x^{N}(r), \bar{\alpha}(r)\right) \nabla^{2} f\left(x^{N}(r), \bar{\alpha}(r)\right)\right] d r\right]
\end{aligned}
$$

For the switching part, we have as $\varepsilon \rightarrow 0$,

$$
\begin{aligned}
& E h\left(x^{\varepsilon, N}\left(t_{i}\right), \bar{\alpha}^{\varepsilon}\left(t_{i}\right),\left\langle\varphi_{j}, \tilde{m}^{\varepsilon}\right\rangle_{t_{i}}, i \leq q, j \leq p\right) \\
& \quad \times\left[\int_{t}^{t+s} Q^{\varepsilon}(r) \hat{f}\left(x^{\varepsilon, N}(r), \alpha^{\varepsilon}(r)\right) d r\right] \\
& \rightarrow E h\left(x^{N}\left(t_{i}\right), \bar{\alpha}\left(t_{i}\right),\left\langle\varphi_{j}, \tilde{m}\right\rangle_{t_{i}}, i \leq q, j \leq p\right) \\
& \quad \times\left[\int_{t}^{t+s} \bar{Q}(r) f\left(x^{N}(r), \bar{\alpha}(r) d r\right]\right.
\end{aligned}
$$

where

$$
\bar{Q}(t)=\operatorname{diag}\left(\nu^{1}, \ldots, \nu^{l}(t)\right) \widehat{Q}(t) \operatorname{diag}\left(\mathbb{1}_{m_{1}}, \ldots, \mathbb{1}_{m_{l}}\right) .
$$

It can be thought of as an average of $\hat{Q}(t)$ with respect to the stationary measures $\left.\nu^{1}(t), \ldots, \nu^{l}(t)\right)$.
Combing the estimates obtained so far, we have the weak convergence of $\left(x^{\varepsilon, N}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot), \tilde{m}^{\varepsilon}(\cdot)\right)$ to $\left(x^{N}(\cdot), \bar{\alpha}, \tilde{m}(\cdot)\right)$. Finally, using the uniqueness of the limit problem and the techniques in [21, p. 46], we conclude that the untruncated process $\left(x^{\varepsilon}(\cdot), \bar{\alpha}^{\varepsilon}(\cdot), \tilde{m}^{\varepsilon}(\cdot)\right)$ also converges. Effectively, we have shown that $(x(\cdot), \bar{\alpha}(\cdot), \tilde{m}(\cdot))$ is a solution of controlled martingale problem with operator

$$
\begin{align*}
\overline{\mathcal{L}} g(x, i)= & \frac{1}{2} \operatorname{tr}\left[\bar{\sigma}(x, i) \bar{\sigma}^{\prime}(x, i) \nabla^{2} g(x, i)\right]+\int_{U} \bar{b}^{\prime}(x, i, c) \nabla g(x, i) \tilde{m}_{t}(d c)  \tag{3.16}\\
& +\bar{Q}(t) g(x, \cdot)(i), i \in \overline{\mathcal{M}} .
\end{align*}
$$

Thus the desired result follows.

Theorem 3.4. Assume the conditions of Theorem 3.3. Let $\tilde{m}^{\varepsilon}(\cdot)$ be admissible relaxed control
and $\tilde{m}(\cdot)$ is admissible with respect to $w(\cdot)$, then

$$
\begin{equation*}
J^{\varepsilon}\left(\tilde{m}^{\varepsilon}\right) \rightarrow J(\tilde{m}) \text { as } \varepsilon \rightarrow 0 \tag{3.17}
\end{equation*}
$$

where

$$
\begin{equation*}
J(\tilde{m})=J\left(x, i_{0}, \tilde{m}(\cdot)\right)=E_{x_{0}, i_{0}}^{m} \int_{0}^{T} \int_{U} \bar{C}(x(t), \bar{\alpha}(t), c) \tilde{m}_{t}(d c) d t \tag{3.18}
\end{equation*}
$$

and

$$
\bar{C}(x, i, c)=\sum_{j=1}^{m_{i}} \nu_{j}^{i}(t) C\left(x, s_{i j}, c\right) .
$$

Proof. By the weak convergence of $x^{\varepsilon}(\cdot)$ to $x(\cdot)$ together with the Skorohod representation, it can be seen that

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0} J^{\varepsilon}\left(x_{0}, i_{0}, m^{\varepsilon}\right) \\
& =E_{x, i_{0}}^{m^{\varepsilon}} \int_{0}^{T} \int_{U} C\left(x^{\varepsilon}(t), \alpha^{\varepsilon}(t), c\right) m_{t}^{\varepsilon}(d c) d t \\
& =\lim _{\varepsilon \rightarrow 0} \sum_{i=1}^{l} \sum_{j=1}^{m_{i}} E_{x_{0}, i_{0}}^{m^{\varepsilon}} \int_{0}^{T} \int_{U} C\left(x^{\varepsilon}(t), s_{i j}, c\right) I_{\left\{\alpha^{\varepsilon}(t)=s_{i j}\right\}} m_{t}^{\varepsilon}(d c) d t  \tag{3.19}\\
& =\lim _{\varepsilon \rightarrow 0} \sum_{i=1}^{l} \sum_{j=1}^{m_{i}} E_{x_{0}, i_{0}}^{m^{\varepsilon}} \int_{0}^{T} \int_{U} C\left(x^{\varepsilon}(t), s_{i j}, c\right)\left[I_{\left\{\alpha^{\varepsilon}(t)=s_{i j}\right\}}-\nu_{j}^{i}(t) I_{\left\{\bar{\alpha}^{\varepsilon}(t)=i\right\}}\right] m_{t}^{\varepsilon}(d c) d t \\
& \quad+\lim _{\varepsilon \rightarrow 0} \sum_{i=1}^{l} \sum_{j=1}^{m_{i}} E_{x_{0}, i_{0}}^{\varepsilon^{\varepsilon}} \int_{0}^{T} \int_{U} C\left(x^{\varepsilon}(t), s_{i j}, c\right) \nu_{j}^{i}(t) I_{\left\{\bar{\alpha}^{\varepsilon}(t)=i\right\}} m_{t}^{\varepsilon}(d c) d t
\end{align*}
$$

By using Hölder's inequality and a [15, Theorem 7.29], we have

$$
\begin{align*}
& E\left|\int_{0}^{T} \int_{U} C\left(x^{\varepsilon}(t), s_{i j}, c\right)\left[I_{\left\{\alpha^{\varepsilon}(t)=s_{i j}\right\}}-\nu_{j}^{i}(t) I_{\left\{\bar{\alpha}^{\varepsilon}(t)=i\right\}}\right] m_{t}^{\varepsilon}(d c) d t\right|^{2} \\
& \quad \leq\left[\int_{0}^{T}\left[1+E\left|x^{\varepsilon}(t)\right|^{2 n_{0}}\right] d t\right] E\left[\int_{0}^{T}\left[I_{\left\{\alpha^{\varepsilon}(t)=s_{i j}\right\}}-\nu_{j}^{i}(t) I_{\left\{\bar{\alpha}^{\varepsilon}(t)=i\right\}}\right] d t\right]^{2}  \tag{3.20}\\
& \quad \leq O(\varepsilon) \rightarrow 0 \text { as } \varepsilon \rightarrow 0
\end{align*}
$$

Combining (3.19) and (3.20), we conclude that

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow 0} J^{\varepsilon}\left(x, i_{0}, m^{\varepsilon}\right) \\
& \quad=\sum_{i=1}^{l} \sum_{j=1}^{m_{i}} E_{x_{0}, i_{0}}^{m} \int_{0}^{T} \int_{U} C\left(x(t), s_{i j}, c\right) \nu_{j}^{i}(t) I_{\{\bar{\alpha}(t)=i\}} m_{t}(d c) d t \\
& =\sum_{i=1}^{l} \sum_{j=1}^{m_{i}} E_{x_{0}, i_{0}}^{m} \int_{0}^{T} \int_{U} \bar{C}(x(t), i, c) I_{\{\bar{\alpha}(t)=i\}} m_{t}(d c) d t \\
& =E_{x_{0}, i_{0}}^{m} \int_{0}^{T} \int_{U} \bar{C}(x(t), \bar{\alpha}(t), c) m_{t}(d c) d t
\end{aligned}
$$

The proof is complete.
Let $\mathcal{R}^{\varepsilon}$ be the set of all admissible controls, i.e.,

$$
\mathcal{R}^{\varepsilon}=\left\{\tilde{m}^{\varepsilon}(\cdot) \in M^{*} ; \tilde{m}^{\varepsilon}(\cdot) \text { is } \mathcal{F} \text { adapted }\right\}
$$

and use $\mathcal{R}$ to denote the set of admissible controls for the limit problem,

$$
\mathcal{R}=\left\{m(\cdot) \in M^{*} ; m(\cdot) \text { is } \mathcal{F}_{t} \text { adapted }\right\}
$$

where $\mathcal{F}_{t}=\sigma\{x(s), \alpha(s) ; s \leq t\}$.

Theorem 3.5. Assume that (A1)-(A3). Then there is $\delta$-optimal control $u^{\delta}(\cdot)$ of the limit control (3.10) such that the cost function

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0}\left[J^{\varepsilon}\left(u^{\delta}\right)-\inf _{\mathcal{R}^{\varepsilon}} J^{\varepsilon}(m)\right] \leq \delta . \tag{3.21}
\end{equation*}
$$

Proof. By the weak convergence of Theorem 3.3 it follows that

$$
\begin{equation*}
x^{\varepsilon}\left(u^{\delta}, \cdot\right) \rightarrow x\left(u^{\delta}, \cdot\right) \text { and } J^{\varepsilon}\left(u^{\delta}\right) \rightarrow J\left(u^{\delta}\right) \text { as } \varepsilon \rightarrow 0 \tag{3.22}
\end{equation*}
$$

Since $u^{\delta}$ is a $\delta$-optimal control

$$
\begin{equation*}
\inf _{m \in \mathcal{R}} J(m)+\delta \geq J\left(u^{\delta}\right) \tag{3.23}
\end{equation*}
$$

By virtue of Theorem 3.3 there exist $m^{\varepsilon} \in \mathcal{R}$ such that

$$
\begin{equation*}
\inf _{m \in \mathcal{R}^{\varepsilon}} J^{\varepsilon}(m)+\Delta_{\varepsilon} \geq J^{\varepsilon}\left(m^{\varepsilon}\right) \tag{3.24}
\end{equation*}
$$

and

$$
\begin{equation*}
J^{\varepsilon}\left(u^{\delta}\right)=J\left(u^{\delta}\right)+\Delta_{1}(\varepsilon) \tag{3.25}
\end{equation*}
$$

for some $\Delta_{1}(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$. Combining (3.23)-(3.25), we have

$$
\begin{equation*}
J^{\varepsilon}\left(u^{\delta}\right)-\inf _{m \in \mathcal{R}^{\varepsilon}} J^{\varepsilon}(m) \leq \Delta_{\varepsilon}-\Delta_{1}(\varepsilon)+\delta . \tag{3.26}
\end{equation*}
$$

Letting $\varepsilon \rightarrow 0$ in (3.26). The proof is complete.

## CHAPTER 4

## Numerical Experiments on Van Der Pol Oscillator

### 4.1 Introduction

This chapter is concerned with the Van der Pol oscillator. This chapter is organized as follows. Section 4.2 contains the problem formulation. Section 4.3 presents some numerical experimental results. Finally, Section 4.4 makes further remarks.

### 4.2 Problem Formulation

The traditional Van der Pol oscillator is a non-conservative oscillator with nonlinear damping. The differential equation is

$$
\begin{equation*}
\ddot{y}-\mu\left(1-y^{2}\right) \dot{y}+y=0 \tag{4.1}
\end{equation*}
$$

where $y$ is real valued and $\mu$ is a positive constant. This model was originally proposed by the Dutch electrical engineer and physicist Balthasar Van der Pol in 1920. The Van der Pol oscillator has been used in both physical and biological sciences. Some noticeable properties include that it has decreasing oscillating solutions for $y^{2}<1$ and exponentially growing solution for $y^{2}>1$.

For the problem that we are interested in, we assume that it is also subject to random perturbations. We write the problem as a first-order system. Then the Van der Pol oscillator
can be written in its two dimensional form. Set $x=\left(x_{1}, x_{2}\right)=(y, \dot{y})$, therefore (4.1) becomes

$$
\begin{equation*}
\dot{x}(t)=b(x(t)) \text { where } b(x)=\binom{x_{2}}{-\mu\left(x_{1}^{2}-1\right) x_{2}-x_{1}} \tag{4.2}
\end{equation*}
$$

We consider the Van der Pol equation driven by a white noise of constant intensity $\sigma^{2}$ of the following Itô equation

$$
\begin{align*}
& d x(t)=b(x(t)) d t+\lambda \sigma(x(t)) d w(t)  \tag{4.3}\\
& x(0)=x_{0}
\end{align*}
$$

$\lambda>0$ is a parameter. We are interested in the asymptotic behavior as $\lambda \downarrow 0$.

### 4.3 MATLAB Simulation for Van Der Pol Oscillator

In this section we present the numerical experiments of Van der Pol equations. First, for small value $\mu=0.1$. We test this model for a variety of $\lambda$ to observes its behaviors. We obtain the following simulation results for the same initial conditions with $x(0)=0, y(0)=0.5$. The values of $\lambda$ simulate are $0,0.0001,0.1$ and 1 .

We note that when $x$ is plotted against time $t$, its observed that the shape of the signal becomes less sinusoidal as $\mu$ increased and more fuzzy as $\lambda$ increased. Next, for $\mu=1$ we test the effect of different values of $\lambda$ on the shape of the limit circle for the same initial condition with $x(0)=0, y(0)=0.5$.

We can see that when $y$ is plotted against $x$ and $\mu$ is small, the limit cycle is close to a
sinusoidal oscillation with small $\lambda$. Moreover, we can see that the limit cycles become fuzzy as $\lambda$ is increased from $0.0001,0.1$ and 1. Fig. 1 - Fig. 10 provide some simulation results.



Figure 1: MATLAB Simulation for Van Der Pol Oscillator: $\mu=0.1, \lambda=0.0001$


Figure 2: MATLAB Simulation for Van Der Pol Oscillator: $\mu=0.1, \lambda=0.1$


Figure 3: MATLAB Simulation for Van Der Pol Oscillator: $\mu=0.1, \lambda=1$


Figure 4: MATLAB Simulation for Van Der Pol Oscillator: $\mu=1, \lambda=0.0001$


Figure 5: MATLAB Simulation for Van Der Pol Oscillator: $\mu=1, \lambda=0.1$


Figure 6: MATLAB Simulation for Van Der Pol Oscillator: $\mu=1, \lambda=1$


Figure 7: MATLAB Simulation for Van Der Pol Oscillator: $\mu=5, \lambda=0.0001$


Figure 8: MATLAB Simulation for Van Der Pol Oscillator: $\mu=5, \lambda=0.1$


Figure 9: MATLAB Simulation for Van Der Pol Oscillator: $\mu=5, \lambda=1$

### 4.4 Remarks

The numerical examples considered in the last section can be thought of as random perturbations of deterministic dynamic systems. The solution of the stochastic differential equation
may be written as $x^{\lambda}(t)$. Using the weak convergence methods, it can be shown that as $\lambda \rightarrow 0, x^{\lambda}(\cdot)$ converges weakly to $x(\cdot)$ such that $x(\cdot)$ is the solution of the deterministic differential equation

$$
\dot{x}(t)=b(x(t)), \quad x(0)=x_{0} .
$$

That is, averaging principle holds. It can further be demonstrated that

$$
\left.\lim _{\lambda \rightarrow 0} P\left(\sup _{0 \leq t \leq T} \mid x^{\lambda}(t)\right)-x(t) \mid>\delta\right)=0
$$

for any $T>0$ and $\delta>0$. It can also be shown that as $\lambda \rightarrow 0,\left(x^{\lambda}(t)-x(t)\right) / \sqrt{\lambda}$ converges weakly to a diffusion process. Furthermore, one may use the methods of Freidlin and Wentzel [10] to show that for any $T>0, P\left(\left|x^{\lambda}(t)-x(t)\right|>\delta\right)$ is exponentially small.

Recently, there have been much effort in studying regime-switching dynamic systems.The basic premise is that the underlying system has both continuous dynamics and discrete event in which the discrete events cannot be modeled by the usual notion of differential equation. The switching process, for example, is a continuous-time Markov chain with a time-varying generator and state space $\mathcal{M}=\{1, \ldots, m\}$. Associated with (4.2), we may consider a model

$$
\begin{equation*}
d x^{\lambda}(t)=b\left(x^{\lambda}(t), \alpha^{\Delta}(t), t\right) d t+\lambda \sigma\left(x^{\lambda}(t), \alpha^{\Delta}(t), t\right) d w(t), x^{\lambda}(0)=x_{0} \tag{4.4}
\end{equation*}
$$

where $\Delta \rightarrow 0$ as $\lambda \rightarrow 0, \alpha^{\Delta}(t)$ is a continuous-time Markov chain with generator $Q(t) / \Delta$, and $Q(t)$ is an irreducible generator. Note that in the above, the $b$ and $\sigma$ are allowed to depend on $t$ as well. In [11] it was shown that $x^{\lambda}(\cdot)$ converges weakly to $x(\cdot)$ as $\lambda \rightarrow 0$ such that the limit is given by

$$
\dot{x}(t)=\bar{b}(x(t), t), x(0)=x_{0}
$$

where

$$
\bar{b}(x, t)=\sum_{i=1}^{m} \nu_{i}(t) b(x, i, t)
$$

and $\nu_{i}(t)$ is the quasi-stationary distribution associated with $Q(t)$. Moreover, three different cases

$$
\lim _{\lambda \rightarrow 0} \frac{\Delta}{\lambda}= \begin{cases}\text { constant } \in(0, \infty), \text { case } 1 \\ \infty, & \text { case } 2 \\ 0, & \text { case } 3\end{cases}
$$

were treated. We describe one case below, namely, $\Delta=\lambda$.
Suppose that for each $i \in \mathcal{M}, b(\cdot, i, t)$ grows at most linearly in $x$ and is Lipschitzian in $x$,

$$
|b(x, i, t)| \leq K(1+|x|) \forall x \in \mathbb{R}^{2}, i \in \mathcal{M}
$$

and that $\sigma(\cdot, i, t)$ is bounded and Lipschitz continuous. Suppose also $Q(t)$ is irreducible. Then it was proved in [11] that there exists a function $H(\cdot, \cdot, \cdot):[0, \infty] \times \mathbb{R}^{2} \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ satisfying

$$
\begin{aligned}
& \lim _{\lambda \rightarrow 0} \lambda \log E \exp \left(\frac{1}{\lambda} \int_{0}^{T}\left\langle b\left(x, \alpha^{\lambda}(s), s\right) d s+\frac{1}{2} \int_{0}^{T} a\left(x, \alpha^{\lambda}(s), s\right) \beta, \beta\right\rangle d s\right) \\
& =\int_{0}^{T} H(x, \beta, s) d s
\end{aligned}
$$

Suppose that $\beta(t)$ is a step function on $[0, T]$. Then

$$
\begin{array}{r}
\lim _{\lambda \rightarrow 0} \lambda \log E \exp \left\{\lambda^{-1} \int_{0}^{T}\left\langle b\left(x, \alpha^{\lambda}(s), s\right) d s+\frac{1}{2} \int_{0}^{T} a\left(x, \alpha^{\lambda}(s), s\right) \beta(s), \beta(s)\right\rangle d s\right\} \\
=\int_{0}^{T} H(x, \beta(s), s) d s
\end{array}
$$

where $a(x, i, t)=\sigma(x, i, t) \sigma^{\prime}(x, i, t)$. Moreover, as $\lambda \rightarrow 0$, for any $s, \delta, h>0, \phi \in C\left([0, T], \mathbb{R}^{2}\right)$, and $\phi(0)=x$,

$$
\begin{aligned}
& P\left\{\rho_{0 T}\left(x^{\lambda}, \phi\right)<\delta\right\} \geq \exp \left\{-\frac{1}{\lambda}\left(S_{T}(\phi)+h\right)\right\} \\
& P\left\{\rho_{0 T}\left(x^{\lambda}, \Phi_{x}(s)\right)>\delta\right\} \leq \exp \left\{-\frac{1}{\lambda}(s-h)\right\}
\end{aligned}
$$

where $C\left([0, T], \mathbb{R}^{2}\right)$ denotes the space of continuous functions defined on $[0, T]$ taking values in $\mathbb{R}^{2}, \rho_{0 T}(\cdot)$ is the distance function

$$
\begin{gather*}
\rho_{0 T}(x, y)=\sup _{0 \leq t \leq T}|x(t)-y(t)|  \tag{4.5}\\
\Phi_{x}(s)=\left\{\phi \in C\left([0, T], \mathbb{R}^{2}\right): \phi(0)=x, S_{T}(\phi) \leq s\right\},
\end{gather*}
$$

and

$$
\begin{aligned}
& S_{T}(\phi)=\left\{\begin{array}{l}
\int_{0}^{T} L(\phi(s), \dot{\phi}(s), s) d s, \quad \text { if } \phi \in C\left([0, T], \mathbb{R}^{2}\right) \text { is absolutely continuous, } \\
\infty \text { otherwise, }
\end{array}\right. \\
& L(x, \gamma, s)=\sup _{\beta \in \mathbb{R}^{2}}[\langle\gamma, \beta\rangle-H(x, \beta, s)] .
\end{aligned}
$$

In fact, more general case with $x(t) \in \mathbb{R}^{k}$ was considered in [11].

We next present the simulation result for this case.

Example 4.1. Consider the stochastic Van der Pol equation switching diffusion $(x(t), z(t))$ with state $\mathcal{M}=\{1,2\}$ and $\lambda=\Delta=0.0001$ as follows

$$
\begin{aligned}
& d x_{1}(t)=x_{2}(t) d t \\
& d x_{2}(t)=-\left(\alpha(z(t)) x_{2}(t)\left(x_{1}^{2}(t)-1\right)+\beta(z(t)) x_{2}(t)\right) d t+\lambda \sigma d w
\end{aligned}
$$

where $w$ is a one-dimensional standard Brownian motion, $\alpha(1)=1, \alpha(2)=2, \beta(1)=1$ and $\beta(2)=2$ with

$$
Q(t)=\left(\begin{array}{cc}
-1 & 1 \\
3 & -3
\end{array}\right)
$$

Fig. 10 and Fig. 11 provide some simulation results.


Figure 10: MATLAB Simulation for Van Der Pol Oscillator


Figure 11: MATLAB Simulation for Van Der Pol Oscillator

## APPENDIX A

## Weak Convergence

In this section, we present a number of definitions of weak convergence including tightness, Prohorov's theorem, martingale problem and Skorohod representation.

Definition 1.1. (Weak Convergence). Let $P$ and $P_{k}, k=1 ; 2 ; \ldots$, be probability measures defined on a metric space $\mathbb{S}$. The sequence $P_{k}$ converges weakly to $P$ if

$$
\int f d P_{k} \rightarrow \int f d P
$$

for every bounded and continuous function $f(\cdot)$ on $\mathbb{S}$. Suppose that $X_{k}$ and $X$ are random variables associated with $P_{k}$ and $P$, respectively. The sequence $X_{k}$ converges to $X$ weakly if for any bounded and continuous function $f(\cdot)$ on $\mathbb{S}, E f\left(X_{k}\right) \rightarrow E f(X)$ as $k \rightarrow 1$.

Definition 1.2. Let $D\left([0, \infty), \mathbb{R}^{r}\right)$ be the set of all right continuous functions with left hand limits on $[0, \infty)$, i.e

$$
x:[0, \infty) \rightarrow \mathbb{R}^{r}, \lim _{s \downarrow t} x(s)=x(t) \& \lim _{s \uparrow t} x(s)=x(t-) \text { exist, for all } t \geqslant 0
$$

Definition 1.3. Let $\mathbb{L}^{\prime}$ be the collection of strictly increasing functions $\lambda:[0, \infty) \rightarrow[0, \infty)$ such that the map is onto with $\lambda(0)=0, \lim _{t \rightarrow \infty} \lambda(t)=\infty$ and $\lambda$ is continuous. Let $\mathbb{L}$ be the set of Lipschitz continuous functions $\lambda \in \mathbb{L}^{\prime}$ such that

$$
\gamma(\lambda)=\sup _{0 \leq s<t}\left|\log \left(\frac{\lambda(t)-\lambda(s)}{t-s}\right)\right|<0
$$

Definition 1.4. (Skorohod Topology). For $\zeta, \eta \in D\left([0 ; \infty) ; \mathbb{R}^{r}\right)$, the Skorohod topology $d(\cdot ; \cdot)$ on $D\left([0 ; \infty) ; \mathbb{R}^{r}\right)$ is defined as

$$
d(\zeta, \eta)=\inf _{\lambda \in \mathbb{L}}\left\{\gamma(\lambda) \vee \int_{0}^{\infty} e^{-\rho} \sup _{t \geq 0}(1 \wedge|\zeta(t \wedge \rho)-\eta(\lambda(t) \wedge \rho)|) d \rho\right\}
$$

Definition 1.5. (Tightness). A sequence of probability measures $\mathbb{P}_{n}$ on metric space $\mathbb{S}$ is tight if for every $\delta>0$ there exist a compact $K \subseteq \mathbb{S}$ and $n_{0}$ such that

$$
\mathbb{P}_{n}(K)>1-\delta \text { for all } n>n_{0}
$$

Theorem 1.6. (Prohorov's Theorem) Suppose that $\mathbb{P}_{n}$ is tight. Then it contains a weakly convergent subsequence $P_{n k} \Rightarrow P$.

Theorem 1.7. (The Skorohod representation (Ethier and Kurtz [6])). Let $X_{k}$ and $X$ be random elements belonging to $D\left([0, \infty) ; \mathbb{R}^{r}\right)$ such that $X_{k}$ converges weakly to $X$. Then there exists a probability space $(\tilde{\Omega}, \tilde{\mathbb{F}}, \tilde{P})$ on which are defined random elements $\tilde{X}_{k}, k=$ $1,2, \ldots$, and $\tilde{X}$ such that for any Borel set $B$ and all $k<1, \tilde{P}\left(\tilde{X}_{k} \in B\right)=P_{n}(B)$, and $\tilde{P}(\tilde{X} \in B)=P(B)$ such that

$$
\lim _{n \rightarrow \infty} \tilde{X}_{k}=\tilde{X} w . p .1
$$

Definition 1.8. Let $\mathbb{S}$ be a metric space and $\mathcal{A}$ be a linear operator on $B(\mathbb{S})$ (the set of all Borel measurable functions defined on $\mathbb{S})$. Let $X(\cdot)=\{X(t): t \geq 0\}$ be a right-continuous process with values in $\mathbb{S}$ such that for each $f(\cdot)$ in the domain of $\mathcal{A}$ :

$$
f(X(t))-\int_{0}^{t} \mathcal{A} f(X(s)) d s
$$

is a martingale with respect to the filtration $\sigma\{X((s): s \leq t\}$. Then $X(\cdot)$ is called a solution of the martingale problem with operator $\mathcal{A}$.

Theorem 1.9. (Ethier and Kurtz [6, p. 174]). A right-continuous process $X(t), t \geq 0$, is a solution of the martingale problem for the operator $\mathcal{A}$ if and only if

$$
E\left[\prod_{j=1}^{i} h_{j}\left(X\left(t_{j}\right)\right)\left[f\left(X\left(t_{i+1}\right)\right)-f\left(X\left(t_{i}\right)\right)-\int_{t_{i}}^{t_{i+1}} \mathcal{A} f(X(s)) d s\right]\right]=0
$$

whenever $0 \leq t_{1}<t_{2}<\ldots<t_{i+1}, f(\cdot)$ in the domain of $\mathcal{A}$, and $h_{1}, \ldots, h_{i} \in \mathcal{B}(\mathbb{S})$, the Borel field of $\mathbb{S}$.

Theorem 1.10. (Uniqueness of Martingale Problems, Ethier and Kurtz [6, p. 184]). Let $X(\cdot)$ and $Y(\cdot)$ be two stochastic processes whose paths are in $D\left([0 ; T] ; \mathbb{R}^{r}\right)$. Denote an infinitesimal generator by $\mathcal{A}$. If for any function $f \in D(\mathcal{A})$ (the domain of $\mathcal{A}$ ),

$$
f(X(t))-f(X(0))-\int_{0}^{t} \mathcal{A} f(X(s)) d s, t \geq 0
$$

and

$$
f(Y(t))-f(Y(0))-\int_{0}^{t} \mathcal{A} f(Y(s)) d s, t \geq 0
$$

are martingales and $X(t)$ and $Y(t)$ have the same distribution for each $t \geq 0, X(\cdot)$ and $Y(\cdot)$ have the same distribution on $D\left([0 ; \infty) ; \mathbb{R}^{r}\right)$.
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