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MULTIOBJECTIVE OPTIMIZATION PROBLEMS 
WITH EQUILIBRIUM CONSTRAINTS1 

BORIS S. MORDUKHOVICH 2 

Dedicated to Steve Robinson irt honor of his 65th birthday 

Abstract. The paper is devoted to new applications of advanced tools of modern variational analysis 
and generalized differentiation to the study of broad classes of multiobjective optimization problems 
subject to equilibrium constraints in both finite-dimensional and infinite-dimensional settings. Per
formance criteria in multiobjectivejvector optimization are defined by general preference relation
ships satisfying natural requirements, while equilibrium constraints are described by parameterized 
generalized equations/variational conditions in the sense of Robinson. Such problems are intrinsi
cally nonsmooth and are handled in this paper via appropriate normal/coderivativejsubdifferential 
constructions that exhibit full calculi. Most of the results obtained are new even in finite dimensions, 
while the case of infinite-dimensional spaces is significantly more involved requiring in addition cer
tain "sequential normal compactness" properties of sets and mappings that are preserved under a 
broad spectrum of operations. 

Key words. -multiob jective optimization~pl'efereneecr-elationships-equilibrium-eonstraints-variational 
analysis-generalized differentiation-necessary optimality conditions 

Mathematics Suhjea-u;;/,ass~O): -90C29,-90C30;49J52, 49J53, 49K27 

1 Introduction 

This paper· concerns the study of multiobjective optimization problems with equilibrium 

constraints (abrr. MOPECs) described by general preference relations subject to constraints 

given in the form 

OE q(x,y) +Q(x,y), (1.1) 

where q: X x Y ~ P is a single-valued mapping while Q: X x Y =t P is a set-valued 
mapping between the corresponding Banach spaces, y E Y stands for the decision variable, 

and x E X is a parameter. 

Models of type (1.1) were introduced by Robinson [22] in the end of 1970s, and since 

that time they have played a crucial role in many aspects of optimization and variational 

analysis. It seems that the original motivation for Robinson was to describe variational 

inequalities and complementarity problems in the form of "generalized equations," which 
are distinguished from standard equations by the presence of the multivalued term Q while 

1 Research was partially supported by the National Science Foundation under grants D MS-0304989 and 
DMS-0603846 and by the Australian Research Council under grant DP-0451168. 

2Department of Mathematics, Wayne State University, Detroit, Michigan 48202, USA; 
boris@math. wayne.edu 
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allowing one to explore this similarity for their qualitative study and numerical solution. 
Indeed, generalized equations (1.1) reduce to the parametric variational inequalities 

find y E Q with (q(x, y), v- y) 2:: 0 for all v E Q (1.2) 

when Q(y) = N(y;O) in (1.1) isthe classical normal cone mapping to a convex set n. 
Based on formalism (1.1), Robinson and his followers developed strong results in sensitivity 
analysis and numerical methods of solving variational inequalities, complementarity and 
optimization problems, etc.; see particularly the seminal papers by Robinson [22, 23], his 
recent survey [24], and the fundamental two-volume monograph by Facchinei and Pang [6]. 

It has been well realized that constraints (1.1) can describe certain equilibrium con
ditions, in particular, those arising from the solution of lower-level parametriC problems 
in hierarchical optimization {e.g.,· in bilevel programming). On this basis, minimization 
problems subject to constraints of type (1.1), which express sets of feasible solutions to the 
upper level of hierarchical optimization, are called mathematical programs with equilibrium 
constraints (MPECs); see the books by Luo, Pang, and Ralph [10] and by Outrata, Kocvara 
and Zowe [20] for various approaches and results for such problems; more recent extensive 
bibliographies and commentaries on MPECs can be found in {3, 6, 13]. 

The main goal of this paper is to study multiobjective optimization problems subject to 
constraints of generalized equatioj} type (1.1) and their important specifications. Problems 
of this kind have been considere~ in finite-dimensional spaces by Ye and Zhu [27], where 
the upper-level optimality are defined in terms of certain "regular" preference relations and 
equilibrium constraints are giveri via variational inequalities (1.2). They have also been 
partly studied in finite dimensions in the author's paper [11] devoted to MOPECs with 
preference relations on the upper}evel given via "generalized order optimality" that extends 
various Pareto-like efficiency/ equilibrium notions. The recent monograph [13] carefully 
develops necessary optimality conditions for multiobjective problems of the latter type to 
the case of infinite-dimensional spaces. Observe that such problems can be treated as a kind 
of equilibrium problems with equilibrium constraints (EPECs), where certain equilibrium 
relations are presented on both lower and upper levels of hierarchy; we refer the reader to 
[7, 8, 19, 15] for other EPEC concepts, developments, discussions, and applications. 

This paper is mainly devoted' to deriving new qualified necessary optimality conditions 
for broad classes of MOPECs in: .finite-dimensional and infinite-dimensional spaces, where 
the notions of multiobjectivefvector optimality on the upper level are defined via general 
preference relations satisfying certain natural requirements. We employ advanced tools 
of variational analysis and gene~alized differentiation to obtain such conditions in general 
MOPEC frameworks and in more specific settings important for applications. Note that 
our techniques, revolving around the extremal principle of variational analysis and well
developed generalized differential calculus for the dual-spacefcoderivative-like constructions 
[12], allow us avoid certain conventional troubles in the study of optimization problems with 
equilibrium constraints (e.g., those related to the failure of the Mangasarian-Fromovitz and 
the like constraint qualifications) and to establish verifiable optimality conditions for the 
new classes of MOPECs under consideration in both finite and infinite dimensions. 

The rest of the paper is organized as follows. Section 2 presents a brief necessary 
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review of the basic generalized differential constructions of variational analysis and normal 
compactness properties needed for formulations and proofs of the main results. 

In Section 3 we formulate and study multiobjective problems of parametric optimization 

with preference relations satisfying appropriate requirements and general constraints of the 
type y E S(x). We derive qualified necessary optimality conditions for such problems and 
present their spe~iflcatioris in ·the cases of constraints systems S(·) described by finitely 
many equalities and inequalities and by solution maps to the generalized equations (1.1), 
where both single-valued part q(x, y) and set-valued part Q(x, y) are parameter-dependent. 

Section 4 is devoted to the detailed study of MOPECs with general preference relations 
and the multivallied part Q(x, y) of the equilibrium ~onstraints (1.1) given in the so-called 
composite subdifferential form 

Q(x,y) = 8('1/Jog)(x,y), (1.3) 

where g is a single-valued mapping between Banach spaces and '1/J is an extended-real
valued function. The subdifferential structure (1.3) with composite potentials (mechanical 
terminology) is typical for many applications related to parametric optimization (on the 
level level) and variational (hemivariational, quasivariational) inequalities. 

In the final Section 5 we consider special MOPECs with another subdifferential structure 
of equilibrium constraints with the multivalued part Q(x,y) given in the composite form 

Q(x,y) = (8'1/Jog)(x,y) (1.4) 

called the composite subdifferential field of the generalized equation (1.1). Structure (1.4) 
is useful, e.g., for describing equilibrium constraints governed by implicit complementarity 

conditions; see below. The results obtained in Sections 4 and 5 are based on the necessary 
optimality conditions established for general MOPECs in Section 3 and on the second-order 

subdifferential calculus developed in [12]. 
Our notation is basically standard; see [12, 13]. Recall that, given a set-valued mapping 

F: X =t X* between a Banach space X and its topological dual X*, the sequential Painleve~ 

Kuratowski upper/outer limit ofF as x --t x with respect to the norm topology of X and 
the weak* topology w* of X* is 

Lims_?pF(x) := {x* E X*l 
X-tX 

w• 
3 sequences Xk-+ x and x'k --t x* 

with x'k E F(xk) for all k E IN}. (1.5) 

where IN:= {1, 2, ... }. Recall also that the symbols x ~ x and x ~ x signify, respectively, 
that x --t x with x E n and that x --t x with cp(x) --t <p(x) for sets Q c X and extended
real-valued functions <p: X --t lR := ( -oo, oo]. Unless otherwise stated, all the spaces under 
consideration are Banach with the norm II ·II and the canonical pairing (·, ·) between the 
space in question and its dual. We use IBx to denote the closed unit ball of X, where the 
subindex "X" is omitted when there is no confusion. 
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2 Tools of Variational Analysis 

We start with a brief necessary review of the basic generalized differential constructions of 
variational analysis and some of their properties widely used in what follows. This is taken 
fr?m the author's book [12], where the reader can find a comprehensive theory for these 
constructions with extensive discussions, references, and commentaries. 

In fact, most of the results obtained in this paper require a special Asplund structure 
of the spaces in question. Recall that a Banach space X is Asplund if each of its separable 
subspace has a separable dual. This is a broad class of Banach spaces including all reflexive 
spaces and all spaces with separable duals; see, e.g., the book by Phelps [21] for more 
information, references, and discussions. 

To simplify the exposition, we. present in this section only those basic definitions and 
prop~rties that hold in Asplund spaces, while their more general versions and modifications 
will be given in the subsequent sections where they are actually needed; anyway, the reader 
can find all the details in the book [12]. 

Starting with generalized normals to sets, take n C X and x E n and define the (basic, 
limiting) normal cone to n c X at x by 

N(x;n) :=Lim sup N(x; n), {2.1) 
X-+X 

where N(x; n) stands for the prenormal, or the Frechet normal, cone ton at X given by 
... 

~ . { 1· (x*, u - x) } 
N(x;n) := x* EX* lim~up llu- xll :s; 0 whenever X En 

U->X 

{2.2) 

and N(x; n) := 0 if x ~ n. Note that the basic normal cone N(x; n) is often nonconvex, in 
contrast to N(x; 0), which may be empty at boundary points. In particular, 

N(O;epi(-lxl) = {(u,v) :E IR2
1 v =-lui} while N{O;epi(-lxl) = 0, 

where epi cp stands for the standard epigraphical set of the function. Nevertheless, the basic 
normal cone N(·; n) enjoys extended calculus rules ("full calculus"), which are much better 
not only in comparison with N(·;.O) but also with the convex closure of N(·; n) that agrees 
with the normal cone by Clarke; see [12, 25] for more discussions and references. 

Given a set-valued mapping F: X =i Yanda point (x, y) from its graph 

gphF :~ {(x,y) EX x Yl y E F(x)}, 

define the coderivative D* F(x, fi) .: Y* =i X* ofF at (x, y) by 

D*F(x,y)(y*) ::::::: {x* E .X*I (x*, -y*) E N({x,y);gphF)}, y* E Y*, (2.3) 

where y is omitted when F = f :, X ---+ Y is single-valued. If in the latter case f is strictly 
differentiable at x (which is automatic when f is 0 1 around this point), then 

D* f(x)(y*) = {V f(x)*y*}, y* E Y*, 
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via the adjoint derivative operator '\1 f(x)*: Y* -X*. In (12, 13], the reader can find equiv
alent analytic representations of the coderivative and its efficient calculations for various 
classes of nonsmooth single-valued and set-valued mappings. 

Let <p: X -IR be an extended-real-valued function finite at x; Then 

, .. ()cp(x) := Limsupacp(x) 
x~x 

is the (basic, limiting) subdifferential of <pat x,.where 

,{ju,(x) := {x* EX* I cp(u)- cp(x)- (x*' u- x) > o} 
· ., ·· iiu- q;ll - . 

(2.4) 

(2.5) 

is the presubdifferential of <p at x known also as Prechet, regular, viscosity subdifferential of 
<p at x. Observe the useful geometric descriptions of the subdifferential (2.4) via the basic 
normal cone and coderivative: 

8cp(x) = {x* E X*l (x*,-1) E N((x,cp(x));epicp)} = D*Ecp(x,cp(x))(1), 

where Ecp : X =t 1R stands for the epigraphical multifunction associated with the function cp 
by gph E = epi <p. On the other hand, the geometrically defined co derivative (2.3) admits, in 
the case of single-valued mappings f: X - Y, the convenient sub differential representation 
via (2.4) known as the scalarization formula: 

D* f(x)(y*) = 8{y*, f)(x), y* E Y*, (2.6) 

provided that the mapping f is strictly Lipschitzian at x, i.e., it is Lipschitz continuous 
around this point and the sequence 

{ f(xk + tktv) - f(xk) }. k E IN, 
' k 

contains a norm convergent subsequence whenever Xk - x and v belongs to some neigh
borhood of the origin. The latter requirement is obviously redundant if dim Y < oo; see 
[12, Subsection 3.1.3] for characterizations, verifiable sufficient conditions, and applications 
of the strict Lipschitzian property in the case of infinite-dimensional spaces Y. 

As follows from the definitions and the example above, our basic coderivative and sub
differential constructions (2.3) and (2.4) may have nonconvex values even in very simple 

·situations; in particular, we have 8(-lxi)(O) = { -1, 1}. It seems surprising therefore, from 
the viewpoint of conventional techniques in convex analysis totally based on separation the
orems, that they enjoy full calculus. The main driving force for this calculus and many other 
results of variational analysis is the fundamental extremal principle (see (12, Chapter 2] for 
the detailed study and discussions), which is a variational counterpart of the classical convex 
separation in nonconvex settings. Note that the convexification operation for the limiting 
normals discussed above. happens to be especially unwelcome for the case of graphically 
Lipschitzian sets, when it often gives the whole space (always a linear subspace of the maxi
mum dimension), and thus exclude any potential applications; see (12, SubseCtion 1.2.2 and 
Subsection 3.2.4] for exact formulations and more details. In particular, 

N(O;gphlxl) = (gphiul) U {(u,v) E IR2
1 v:::; -lui} with coN(O;gphlxl) = IR2• 
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It is important to observe that graphically Lipschitzian sets include not only graphs of 
Lipschitzian mappings but also those for monotone and subdifferential operators unavoid
ably encountered in variationalinequalities, complementarity problems, etc. Furthermore, 
graphical sets appear in the very definition of coderivatives, which play a crucial role in our 
analysis of such and related problems particularly conducted in this paper. 

For our main results here, we also need the following notion of generalized normals to 
parameterized (or moving) sets. Given 0: Z ==t X and (z,x) E gphO, defined the extended 

normal cone to O(z) at x by 

N+(x; O(z)) := Lim sup N(x; O(z)) (2.7) 
. . (z,x)-->(z,x) 

via the Kuratowski-Painleve outer limit (1.5) of prenormals (2.2) at points (z,x) E gphO 
nearby. We always have the inclusion 

N(~.;n(z)) c N+(x;O(z)), 

where the equality holds under the so-called normal semicontinuity of n at (z, x), which 
is the case for a broad class of niappings under reasonable assumptions; see (13, Subsec
tion 5.3.3] for more discussions arid sufficient conditions. Note that, even in the absence of 
normal semicontinuity, the extended normal cone (2.7) enjoys comprehensive calculus rules 
similarly to the basic one (2.1) .... 

Finally in this section, recalf some "normal compactness" properties needed in this 
paper that are automatic in finite dimensions while playing a crucial role in many aspects 
of infinite-dimensional variational analysis and its applications; see [12, 13] for more details. 
A set n c X locally closed around x is sequentially normally compact (SNC) at this point 

if for every sequences Xk ~ x and xk E N(xk; 0) one has the implication 
w* , . 

xk ~ 0 ===? iixkll ~ 0 as k ~ oo. 
This property always holds if n is compactly epi-Lipschitzian (CEL) around x in the sense 
of Borwein and Str6jwas [2] although in general the implication CEL=>SNC is strict even 
for convex cones in (nonseparable) Asplund spaces; see [5] for a comprehensive study of 
the relationships between the SNC and CEL properties. Naturally, the SNC property of 
a mapping is induced by this property of its graph. Note that if f: X ~ Y is locally 
Lipschitz{an around x, it is alwaY:s SNC at this point provided that Y is finite-dimensional 
while X is a general Banach spaCe. 

Considering a parameter-dependent set O(z), we say that it is imagely SNC(or briefly 
ISNC) at (z,x) E gphO if for ai).;v sequences (zk,Xk,xk) satisfying 

* N~( 0 ( ).) ( )gphn(--) d *w•n xk E XkiH Zk ·, Zk,Xk ~ z,x, an xk ~v 

one has llxkll ~ 0 as k ~ oo.: Note that the ISNC property is obviously automatic in 
finite dimensions, while in infinite dimensions it holds under certain uniform Lipschitz-type 
assumptions; see the above refer!'lnce and (17] for precise results and discussions. 

The crucial fact for the theory and especially for applications of the afore-mentioned 
normal compactness properties consists of the validity for them the well-developed SNC cal
culus (12] ensuring the preservati6n of these and related properties under various operations. 
This calculus is also based on the extremal principle of variational analysis. 
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3 Necessary Conditions in Multiobjective Optimization and 
General MOPECs 

In this section we establish neeessary conditions for local optimal solutions to general prob
lems of parametric multiobjective optimization and those with equilibrium constraints (1.1), 
where the notion ~f multicibjectivejvector optimality on the upper level is defined by arbi
trary preference relations satisfying the requirements formulated below. 

Definition 3.1 (preferences). Let Z be a topological space, let 3 C Z x Z, and let z E Z. 
Define a relation·~ on Z by 

and say that -< is a PREFERENCE around z if there is a neighborhood U such that: 
(a) (z,z) fj. 3 for all z E U; 
(b) z E cl.C(z) for all z E U, where 

.C(z) := {u E Zl u-< z}; 

(c) v-< z whenever v E £(u), u-< z, and v, z, u E U. 

The broad class of preferences considered in Definition 3.1 includes the vast majority 
of particular preference relations used in vector optimization; see [9, 13, 16] for more dis
cussions, examples, and references. In what follows, we are going to study MOPECs whose 
objectives on the upper level are formalized via arbitrary preference relations satisfying 
properties (a)-( c). 

Let us begin with a general class of multiobjective problems of parametric optimization, 
where constraints are defined by arbitrary set-valued mappings of closed graph given in 
the form y E 8 ( x), with the decision variable y E Y and the parameter x E X. In 
particular, the constraint mapping 8: X =t Y can be described by finitely many equalities 
and inequalities as in nonlinear programming, in the form g(x, y) E 8 covering problems of 
conic and semidefinite pr,ogramming, in operator forms involving various kinds of operators 
(e.g., integral and differential) between infinite-dimensional spaces as in problems of optimal 

. control, etc. The primary goal of this and subsequent sections is to study multiobjective 
problems of parametric optimization with constraint mappings given as parameterized sets 
of solutions (solution maps) to the generalized equations of type (1.1) and their remarkable 
specifications labeled as equilibrium constraints. As mentioned, such constraints on the 
upper level may arise as parameterized sets of optimal solutions (or KKT /Karush-Kuhn
Tucker vectors) to lower-level optimization problems. 

Given a single-valued cost mapping f: X x Y - Z, a set-valued constraint mapping 
8: X =t Y, and a preference-< with properties {a)-(c) from Definition 3.1, we formulate 
the multiobjective parametric optimization problem with general constraints as follows: 

find a local optimal solution to f(x, y) with respect to -< subject toy E 8(x), (3.1) 
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where the local optimality of (x, y) E gph 8 is thus understood in the sense that f(x, Y) is 
not preferred to f(x, y), with respect to the given preference -<on Z, forany feasible point 
(x,y) E gph8 close to (x,y). 

Our first theorem provides necessary optimality conditions for the multiobjective prob
lem (3.1) in the qualified form ensuring that a dual element (generalized multiplier) associ
ated with the the cost mapping in optimality conditions is nonzero. 

Theorem 3.2 (qualified necessary conditions in multiobjective parametric opti
mization). Let (x, y) be a local optimal solution to the multiobjective problem (3.1), where 

the preference -< possesses properties (a)-(c) from Definition 3.1. Assume that the cost 
mapping f: X x Y ---+ Z between Asplund spaces is continuous around (x, y) and that the 
constraint mapping 8: X =1 Y is locally closed-graph around this point. Denote z := f(x, y) 

and .impose the following coderivative qualification condition: 

[ (x*, y*) E D* f(x, Y)(O}, -x* E D* 8(x, Y)(y*)] ===? x* = y* = 0. (3.2) 

Assume also that either f is 8NC:at (x, y), or 8 is 8NC at this point and the closure of the 
preference level set cl.C: X =1 Z is I8NC at (z, z). Then there exists z* =F 0 satisfying the 
optimality conditions 

0 E D*f(x,y)(z*) {N((x,y);gph8), z* E N+(z;cl.C(z)). (3.3) 

If in addition f is strictly Lipsc~itzian at (x, y), then the qualification condition (3.2) is 
automatic and the optimality conditions (3.3) are equivalent to 

0 E fJ(z*, f)(x, y) + N( (x, y); gphS) with z* E N+ (z; cl.C(z)) \ {0}. (3.4) 

Proof. Given (!, -<, 8) in the theorem, consider the set-valued mapping 81 : Z =t Xx Y x Z 
and the set 82 c X x Y x Z defined by 

81(z) := gphS x .C(z) and 82 := gphf. (3.5) 

It follows directly from property (b) of the preference -< that 

(x, y, z) E 81 (z) n 82. (3.6) 

Let us show furthermore that th~re is a neighborhood U of (x, y, z) such that 

(3.7) 

whenever z -=/= z is sufficiently close to z. Assume the contrary and taking an arbitrary 
neighbor hood U of ( x, y, x), find a point z E .C ( z)) close to z while not equal to the latter 
by property (a) of Definition 3.fsuch that 

Due to the structure of the set S2 = gph f in (3.5), the latter yields the existence of (x, y) 
near (x, y) satisfying the conditions 

z=f(x,y) and (x,y,z)E81(z)=gph8xcl.C(z). 
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Hence y E 8(x) and f(x, y)) -< f(x, y) by property (c) of the preference -<. This clearly 
contradicts the local optimality of (x, y) in the multiobjective problem (3.1). 

The relationships (3.6) and (3.7) mean that the point (x, y, z) is locally extremal for the 
system {81. 82} at z in the sense of [13, Definition 5.64]. Note that the set 82 is locally 
closed and the set-valued mapping 81(·) is locally closed-graph around the points in question 
due to their const~u~tions·in (3',5) and the assumptions made on J, 8 and-< in the theorem. 
Furthermore, the space X x Y x Z is Asplund as the product of Asplund spaces; Thus we 
can apply to {81, 82} the extended extremal principle from (13, Theorem 5.68] (see also [16, 
Theorem 4.3]) in the space X x Y x Z. According to this result, there are 

for i = 1, 2 such that (x1, Yl) E gph 8, Zl E cl.C(zo), z2 = f(x2, Y2), and 

(xi,yi,zi) E N((x1.Y1.Z1);81(zo)), (x2,y2,z2) E N((x2,y2,z2);82), (3.8) 

Taking into account the structure of { 81, 82} in (3.5) and using the product property 

for Frechet normals (see [12, Proposition 1.2]), we get from (3.8) that 

(3.10) 

To proceed, pick the sequence e := 1/k as k --4 oo and add the subindex "k" to the 
corresponding elements above. By construction, we immediately have that 

Zok --4 z and (Xik, Yik, Zik) --4 (x, fj, z) as k --4 00 for i = 1, 2. 

Furthermore, by normalization if necessary, we can always suppose that ·the sequences 
{(xik•Yik• z;k)} C X* x Y* x Z*, i = 1, 2, are bounded. Therefore, they are sequentially 
weak* compact in X* x Y* x Z* due to the Asplund property of X x Y x Z; see [21] . 

. Without loss of generality, suppose that 

Passing to the limit in (3.9) as k --4 oo, we have 

while (3.8) and (3.10) yield as k --4 oo that 

(x*,y*) E D*f(x,y)(z*), -x* E D*8(x,y)(y*), and z* E N+(z;clC(z)) (3.11) 

by taking into account the normal and coderivative constructions in (2.1), (2.3), and (2.7). 
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Let us show now that (x*, y*, z*) #- 0 for the limiting elements built above under the 
SNC/ISNC assumptions imposed in the theorem. To proceed by contradiction; suppose 
that (x*, y*, z*) = 0. Then 

(3.12) 

Assuming that Sis SNC at (x, Y) and that cl Cis ISNC at (z, z), we get II (xik• Yik• zik) II ~ 0 
as k ~ oo, which contradicts the second (nontriviality) relationship in (3.9). On the other 
hand, iff is assumed to be SNC at (x, Y), then (3.12) yields that ll(x2k• Y2k• z2k)ll ~ 0 as 
k ~ oo, which also contradicts (3.9). 

All the conclusions above we reached without imposing the qualification condition (3.2). 
If we impose it and suppose that 7* = 0, then (x*, y*) = 0 due to (3.11) and (3.2), which 
contradicts the established nontriviality (x*, y*, z*) #- 0 and thus justifies the qualified 

' . 

optimality conditions (3.3). . 
It remains to consider the case when f is strictly Lipschitzian at (x, Y). In this case, the 

scalarization formula from [12, Theorem 3.28] ensures that 

(x*,y*)E 8(z*,f)(x,Y), 

and hence (3.3) is equivalent to:(3.4). Moreover, (x*, y*) = 0 whenever z*. = 0 by the 
scalarization formula. Thus the qualification condition (3.2) is obviously satisfied in the 
strict Lipschitzian case. This completes the proof of the theorem. 6. 

To employ the general optima1ity conditions obtained in Theorem 3.2 to multiobjective 
problems with more specific constraints described by 8(·), one needs actually to get an upper 
estimate of the basic normal con,e N(x,y);gphS) to the graph of the constraint mapping 
S(-), which is equivalent to computing/estimating the coderivative D* S(x, y). This can 
done by using the machinery developed in [12, 13], where the reader can find a number of 
results in the latter direction. Before establishing in this way necessary optimality conditions 
for MOPECs of our main interest, we present a consequence of Theorem 3.2 in the case of 
conventional parametric constraint systems given by finitely many equalities and inequalities 
with real-valued functions: 

S(x) = {y E Yl <pi(x,y):::; 0, 

cpi(x, y) = 0, 

i = 1, ... ,m, 

i=m+1, ... ,m+r}, 
(3.13) 

which are typical for problems of nonlinear programming. In the following corollary we 
consider the case when the functions cpi in (3.13) are locally Lipschitzian. For simplicity, 
we assume that the cost mappil).g f is also locally Lipschitzian and that the image space 
Z is finite-dimensional (and thus no SNC condition is needed), although more general 
assumptions are allowed by Theorem 3.2. Given (x, y), define the active index set 

I(x, y) := {i E {1, ... , m + r} I cpi(x, y) = 0} 

of equality and active inequality.tonstraints. 

10 



Corollary 3.3 (multiobjective optimization problems with equality and inequal
ity constraints). Let (x,y) be a local optimal solution to problem (3.1) with the constraint 

mappingS given by (3,13). Assume that both spaces X andY are Asplund while dimZ < oo, 
that f and <pi are locally Lipschitzian around ( x, Y), and that the following constraint qual

ification condition is satisfied: 

[ t''~~xi=O] =? [Ai=O, iEI(x,Y)] (3.14) 
iEI(x,y) 

for any Ai ·~ 0 as i E J(x, y) and subgradients xi E 8<pi(x, y) as i E {1, ... , m} n I(x, y) and 

xi E 8<pi(x,y)U8(-<pi)(x,y) as.i = m+1, ... ,m+r. Then there is z* E N+(z,cl.C(z))\{0} 
satisfying the optimality condition 

0 E 8(z*, f)(x, y) + { L Ai8<pi(x, y) 
iE{l, ... ,m}ni(x,y) 

m+r 

+ L Ai ( 8<pi(x, y) u 8( -<pi)(x, y)) I Ai 2:: 0 for all i E J(x, y) }· 
i=m+l 

(3.15) 

Proof. Applying Theorem 3.2, observe first that f is strictly Lipschitzian and SNC at 
(x, y), since Z if finite-dimensional. Then the optimality condition (3.15) follows from (3.4) 
due to the upper estimate of the basic normal cone 

N((x,y);gphS) c { L Ai8<pi(x,y) 
iE{l, ... ,m}ni(x,y) 

m+r 

+ 2::::: Ai ( 8<pi(x, y) u 8( -<pi)(x, Y)) I Ai ~ 0 for all i E J(x, Y)} 
i=m+l 

to the graph of the constraint mapping S from (3.13), which is proved under the constraints 
qualification condition (3.14) in [12, Corollary 4.36]. 6 

In the case of multiobjective problems with smooth equality and inequality constraints, 
when <pi are strictly differentiable at (x, Y), the qualification condition (3.14) reduces to the 
classical Mangasarian-Promovitz constraint qualification in nonlinear programming and the 
necessary optimality condition (3.15) can be written as 

m+r 

0 E 8(z*,f)(x,Y) + L Ai'V<pi(x,y) with z* E N+((z;cl.C(z)) 
i=l 

accompanied by the conventional sign and complementary slackness relations: 

Ai ~ 0, Ai<{)i(x, y) = 0 for i = 1, ... , m. 

Note that, by [12, Theorem 3.86], the SNC property of the constraint mapping S(-) 
from (3.13) needed in Theorem 3.2 for the case of infinite-dimensional spaces Z always 

holds under the generalized Mangasarian-Promovitz constraint qualification (3.14). 

Next consider MOPECs defined in (3.1) with equilibrium constraints y E S(x) described 
by solution maps to the parameter-dependent generalized equations (1.1). For simplicity, 
we present qualified necessary conditions for local optimal solutions to such problems when 
both mappings f and q are strictly Lipschitzian at (x, y). 
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Theorem 3.4 (qualified necessary conditions for MOPECs with generalized equa
tion constraints). Let (x, y) be a local optimal solution to the MOPEC defined in (3.1) 

with the equilibrium constraints y E S(x) given by 

S(x) := {y E Yl 0 E q(x, y) + Q(x, y)}, (3.16) 

where f: X x Y ~ Z, q: X x Y .~ P, and Q: X x Y =I P are mappings between As

plund spaces and where the preference -< satisfies the requirements listed in Definition 3.1. 

Assume that both mappings f and q are strictly Lipschitzian at (x, y) with z := f(x, y) 

and p := -q(x,y) E Q(x,Y), that Q is closed-graph around (x,y,p), that cl.C is ISNC at 

(z, z) (automatic if dim Z < oo ), and that the following Fredholm qualification condition is 

satisfied: the adjoint generalized equation 

o E 8(p*,q)(x,y) + D*Q(x,y,p)(p*) {3.17) 

has only the trivial solution p* = 0. Then there is z* i= 0 such that 

0 E 8(z*,f)(x,Y) + 8(p*,q)(x;Y) + D*Q(x,y,p)(p*) and z* E N+(z;cl.C(z)) (3.18) 

with some p* E P*, provided that either dim P < oo or Q is SN C at ( x, y, p). 

Proof. Employing Theorem 3.2 iii the case of S given by (3.16), we need to check that the 
assumptions made here ensure the fulfillment of those made in Theorem 3.2 and then to 
express the necessary optimality condition (3.3) in terms of the initial data of (3.16). This 
can be done by using the generalized differential and SNC calculi developed in [12]. 

It follows from {12, Theorem 4.46] and the scalarization formula (2.6) applied to the 
strictly Lipschitzian mapping g: X x Y ~ P that 

N((x, y); gphS) c { 8(p*, q)(x, y) + D*Q(x, y,p)(p*)l p* E P*} (3.19) 

provided that the Fredholm qualification condition of this theorem holds and that either Q 
is SNC at (x, y; p) or dim P < oo; To justify the SNC property of S in (3.16), observe that 
the graph of Sin (3.16) admits the inverse image representation 

gphS=g-1(gphQ) with g(x,y) := (x,y,-q(x,y)). 
. . 

(3.20) 

Using [12, Theorem 3.84] on the preservation of the SNC property under inverse images, it is 
not hard to check that the qualifii:;ation condition of the latter theorem reduces, in the setting 
(3.20) under consideration, to the afore-mentioned Fredholm qualification condition, while 
the SNC property of a set under the inverse image in· [12, Theorem 3.84] is exactly the SNC 
property of Qat (x, y,p). Hence; by [12, Theorem 3.84], Sis SNC at (x, Y) if the Fredholm 
qualification condition holds if either P is finite-dimensional, or Q is SNC at{x, y, p) and 
g possesses the so-called partial SNC property. The latter property is automatic for locally 
Lipschitzian mappings by [12, Corollary 1.69]. Combining all the above and substituting 
(3.19) into (3.3), we arrive at (3,18) under the assumptions made in theorem. 

Observe that Theorem 3.2 potentially gives us another opportunity to derive necessary 
optimality conditions for the MOPEC under consideration by ensuring the SNC property 
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of the cost mapping f without imposing the ISNC requirement on cl.C. However, the strict 

Lipschitzian assumption imposed on f implies that the image space Z must be of finite 
dimension; see [12, Corollary 3.30]. Since in this case the level set mapping is obviously 
ISNC, we do not get any alternative to the assumptions made in theorem. b. 

Note that the riame of Fredho.lm qualification condition coined in this paper is motivated 
by the analogy with Fredholm's alternative for integral equations, where the triviality of 
solutions to the adjoint equation is a crucial condition for solvability of the original one. 
The above Fredholm qualification condition imposing the triviality of solutions to the adjoint 

generalized equation seems to be·of a similar crucial importance for the theory of generalized 
equations and associated optimization problems with' equilibrium constraints. 

Various representations and concretizations of the Fredholm constraint qualification and 
the optimality condition of Theorem 3.4 can be obtained when the set-valued mapping Q in 
(3.16) is given in more specific forms associated with remarkable classes of equilibrium con
straints. Some of such results for MOPECs are considered in more detail in the subsequent 
sections. They are mainly related to the corresponding representations and estimations of 
the coderivative D*Q for multivalued field mappings Q generating equilibrium constraints 
(1.1). Let us now mention exact explicit calculations of the coderivative D*Q for convex
graph mappings Q obtained in [12, Subsection 4.4.1]. Note that in the latter case the 
SNC property of Q is closely related to the finite-codimension property of the convex set 
gph Q; see [1] and [12, Subsection 1.1.4] for precise formulations and detailed studies. It is 
important to observe that if Q in (3.16) is given by 

Q(y) = { : 
for yEn, 
otherwise 

with convex sets E and n and if q is smooth around (x, y), then the above Fredholm 
constraint qualification reduces to the classical Robinson qualification condition 

o E int { q(x, y) + \1 yq(x, y)(n- ii) + E }. 

which has been highly recognized in optimization theory and applications. 

4 Subdifferential MOPECs with Composite Potentials 

In this section we study MOPECs with respect to general preference relations defined above 
subject to equilibrium constraints of type (1.1), where the multivalued parameter-dependent 
mapping Q(x, y) is represented in the subdifferential form with composite potentials 

Q(x,y) = 8('1/J og)(x,y), (x,y) EX X Y, (4.1) 

generated by the composition of a single:-valued mapping g: X x Y ~ W and an extended
real-valued function 'lj;: W ~ 1R acting between Banach spaces. The (first-order) subdiffer
ential in the given description (4.1) is understood in our basic sense (2.4), although other 
subdifferentials may be used in this scheme as well. 
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The composite subdifferential form (4.1) under consideration in (1.1) is typical for many 
important applications of generalized equations and associated optimization problems with 
equilibrium constraints. Let us mention the case when g = I (identity mapping) and 
1/J(·) = 8(·;0) is the indicator function of a convex set n, which equals 0 on n and oo 
otherwise. In this case, relationships (1.1) and (4.1) reduce to the classical variational 
inequality (1.2). Model (1.1), (4.1) involving parameter-dependent field mappings Q(x,y) 
allows us to cover also the case of quasivariational inequalities corresponding to (1.2) with 
moving convex sets n = O(x, y). Indeed, in this case 

Q(x,y) = N(y;O(x,y)) = 8y8(y; n(x,y)), (4.2) 

which can often be written in thecomposite form (4.1) with a nice mapping g = g(x,y). 
Furthermore, form (1.1) with the composite subdifferential structure (4.1) is convenient for 
modeling hemivariational inequalities and their various modifications related to nonconvex 
functions 1/J in (4.1); see [6, 12, 20j'for more discussions and references. 

Observe that equilibrium constraints (1.1) with the composite subdifferential structure 
( 4.1) contain by construction a first-order variational information arising, in particular, 
from first-order necessary conditions in lower-level optimization problems .. Thus necessary 
conditions (and related results) for upper-level problems with equilibrium constraints of the 
subdifferential type naturally req~ire certain second-order generalized differential objects. 

Recall the second-order subdifferential notion for extended-real-valued functions used in 
what follows; see the book I12] an:d its references for more details and historical comments. 
Given cp: X-? 1R finite at x and' given fiE 8<p(x), the second-order subdifferential of cp at 
x relative to fi is defined by 

82cp(x,y)(u).:= (D*8cp)(x,y)(u), u EX**, (4.3) 

i.e., as the coderivative (2.3) of the first-order subdifferential mapping (2.4). When cp E C2 

around x, the set ( 4.3) is a singleton for each u E X** reducing to the classical second-order 
derivative (Hessian) of cp at x: 

where the adjoint operation is not needed for u E X by the symmetricity of the classical 
Hessian operator. In general, ( 4.3) defines a positively homogeneous set-valued mapping 
from X** into X*, which possesses an extensive calculus in both finite and infinite dimen
sions; see [12]. Besides various situations and examples considered in the books [12, 13] and 
the references therein, we partictllarly refer the reader to the papers [4, 14, 15] containing 
precise calculations of the second~order sub differential for favorable classes of extended-real
valued functions arising in constraint optimization and equilibrium problems, as well as in 
their applications to mechanical ~nd economic modeling. 

Let us derive necessary optim~lity conditions for MOPECs with equilibrium constra:ints 
governed by the subdifferential generalized equations with composite potentials 

0 E q(x, y) + 8(1/J o g)(x, y), (4.4) 
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where q: X x Y ---+ X* x Y*, g: X x Y ---+ W, and '1/J: W ---+ JR. The first theorem 
concerns in fact the case of g = g(y) in (4.4), i.e., when the multivalued part of (4.4) is 
parameter-independent. On the other hand, it covers MOPEC models, where some of the 
spaces may be arbitrary Banach. To proceed in this case, we need to recall the appropriate 
modifications of the normal and sub differential (and hence coderivative) constructions from 
Section 2, which ·P~·ssess ·the' required calculus in the general Banach space setting under 
consideration; see [12]. Actually, the only modification required in the general Banach space 
setting is that, instead of the sequentialPainleve-Kuratowski outer limits of Frechet normals 
and subgradients in (2.1) and (2.4), we now need to consider their €-enlargements 

i\T ( ~"'~) { * X*l (x*,u-x) ' } 
lvc:X;H := x E llu-xll :Sc* as c2:0, 

{j cp(x) ·= {x* EX* I cp(u)- cp(x)- (x ,u- x) > -c} 
c: • llu- xll - ' 

(4.5) 

respectively, and to include a sequence ck ! 0 in the limiting process. It is known [12] that 
one can equivalently reduce ( 4.5) to (2.2) and (2.5) in the afore-mentioned sequential limiting 
procedure if the space in question is Asplund and the sets and functions are, respectively, 
locally closed and lower semicontinuous around the reference points. 

As before, we restrict our consideration to MOPECs with strictly Lipschitzian cost 
mappings. Note that the· closed-graph assumption (in the norm topology of W x W*) on 
the sub differential mapping 8'1/J imposed in the next and subsequent results is automatic if 
either '1/J is locally continuous, or it is amenable (see below) at the points under consideration. 

Theorem 4.1 (qualified necessary conditions for subdifferential MOPECs with 
parameter-independent potentials). Let-< be a preference on Z satisfying the require
ments of Definition 3.1, and let (x, y) be a local. optimal solution to the following MOPEC: 

minimize f(x, y) with respect to -< (4.6) 

subject to the equilibrium constraint 

y E S(x) := {y E Yl 0 E q(x, y) + 8('1/J o g)(y) }, 

where f: X x Y ---+ Z is strictly Lipschitzian at ( x, Y), where g is strictly differentiable at 
· (x, y) with the surjective partial derivative \1 xq(x, y), where g = g(y) E C2 around y with 

the surjective derivative \lg(y), and where cl.C is ISNC at (z,z) with z := f(x,y). Assume 
also that the spaces X and Z are Asplund while dim Y < oo and W is Banach, and that 
the graph of the subdifferential mapping 8'1/J is locally closed around ( w, v) with w := g(Y) 

and with ii being a unique solution to the system 

-q(x,fi) = \lg(fi)*v, v E 8'1/J(w). (4.7) 

Then there are z* E N+(z; cl.C(z)) \ {0} and u E Y satisfying 

0 E 8(z*,f)(x,y) + \lq(x,y)*u 

+ ( o, \72 (v, g)(y)*u + \1 g(y)*82'zfJ( w, v) (\1 g(fi)u)). 
(4.8) 
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Proof. Employ Theorem 3.4 with P = Y* (= JRm), Q(y) = 8(1/J o g)(y), and 

8{u, q)(x, fi) = \i'q(x, fi)*u, u E Y, 

due to the assumed strict differentiability of qat (x, fi). Observe that Q = 8(1/Jog) is locally 
closed-graph around the reference point by the assumptions on 8'lj; and g. Since the partial 
derivative \7 xQ(x, fi) is surjective and Q = Q{y), the Fredholm qualification condition of 
Theorem 3.4 is clearly satisfied. To express further the first necessary optimality condition 
in (3.18), we need to compute the coderivative 

D*Q(y,p)(u) = tP('l/; o g)(fi,p)(u) with p := -q(x,y), 

which reduces, due to the structure of (4.1) and the definition in (4.3), to computing the 
second-order subdifferential of the composition involved. 

Using the appropriate second-order subdifferential chain rule from [12, Theorem 1.127) 
held in general Banach spaces under the surjectivity assumption on \7 g(fi) for the mapping 
g E 0 2 , we get the equality · 

where vis uniquely determined by (4.7). Substituting this into (3.18) with Q = Q(y) and 
taking into account that P = Y* js finite-dimensional, we arrive at ( 4.8) under the assump
tions made and thus complete the proof of the theorem. 6. 

The next result concerns MOPECs governed by parameter-dependent equilibrium con
straints in the composite subdiff~rential form (4.4). In contrast to the preceding theorem, 
we consider the case when all the spaces involved but the image space Z for the cost map
ping are finite~dimensional. At the same time, the structure of the composite potential 
1/J o g is significantly more general than in Theorem 4.1: besides the parameter-dependence, 
we allow \7 g( x, fi) to be nonsurjective. More precisely, we consider the so-called strongly 
amenable potentials 1/J o g, where' 1/J is l.s.c. and convex while g is 0 2 around the reference 
points under the first-order qualification condition 

8001/J(w) nker~g(x,fi)* = {0} with w := g(x,fj); (4.9) 

see [25) and also [12) for more details concerning this remarkable class of functions largely 
encountered in finite-dimensional variational analysis and parametric optimization; they are 
useful, in particular, for the study of quasivariational inequalities (4.2). In (4.9), 

81/J(w) := { w* ElV*I(w*, -1) E N((w, 1/;(w)); gph '¢)} 

stands for the singular subdifferential of 'ljJ at w, which reduces to the singleton {0} if 1/J is 
locally Lipschitzian around w. 

Theorem 4.2 (qualified necessary conditions for subdifferential MOPECs with 
parameter-dependent amenable potentials). Let ~ be a preference on Z satisfying 
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the requirements of Definition 3.1, and let (x, y) be a local optimal solution to the MOPEC 
( 4.6) with the equilibrium constraint 

· y E S(x) :=. {y E IRml 0 E q(x,y) + 8('1/J o g)(y)}, 

where f: JRn x JR'f!l ~ Z i~ st,rj,ctly Lipschitzian at (x, y) while Z is Asplund, where q: JRn x 
JRm -+ JRn x JRm is loc~lly iipschitzian around (x, jj), and where the potential 'lj; o g is 
strongly amenable at this point with g: JRn x lRr:' -+ JR1. Denote z := f(x, y), iiJ := g(x, Y), 

M(x,y) := {v E IR1
1 v E 8'1/J(w), \lg(x,Y)*v = -q(x,y)} 

and impose the second-order qualification condition: ' 

o2'1j;(w,v)(O)nker\lg(x,y)* = {0} for all v E M(x,y) 

and the Fredholm constraint qualification: the adjoint generalized equation 

o E 8(u,q)(x,iJ)+ U [v2(v,g)(x,y)(u) 
fiEM(x,y) 

+ \7 g(x, y)*82'1j;( w, v) (\7 g(x, y)u)] 

has only the trivial solution u = 0. Then there are z* E N(z; cl.C(z)) \ {0} such that 

(4.10) 

(4.11) 

0 E 8(z*, f)(x, y) + 8(u, q)(x, y)+ U [ \72 (ii, g)(x, y)(u) 
vEM(x,y) ( 4.12) 
+ \7 g(x, y)*82'1j;( w, v) (\7 g(x, y)u)] 

with some u E JRn x JRm, provided that £ is ISN C at ( z, z). 

Proof. Based on Theorem 3.4 with p = mn X mm and 

Q(x,y) = o('lj;og)(x,y) 

and taking into account that 

D*Q(x, y,p)(u) = 82('1/J o g)(x, j},p)(u) with p := -q(x, y), 

we need to employ an appropriate second-order subdifferential chain rule, which is in fact 
available for strongly amenable functions under the assumptions made in the theorem in
volving the second-order qualification condition (4.10); see (12]. Using in this vein (12, 
Corollary 3. 76], we get 

82 ('1/J o g)(x,y,p)(u) c U [v2{v,g)-(x,Y)(u) + \lg(x,y)*82'lf;(w,v)(\lg(x,Y)u) J 
vEM(x,y) 

for all u E JRn x JRm. Substituting the latter inclusion into relationships (3.17) and (3.18), 

we arrive at the the adjoint generalized equation (4.11) and the optimality condition (4.12) 
for the MOPEC under consideration. D. 
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Observe that the second-order qualification condition (4.10) automatically holds when 
either 1/J E C1•1 around w (i.e., it is C1 with the local Lipschitzian derivative \11/J), or the 
derivative \1 g(x, fi) is surjective. In general, none of these assumptions is required. We 
can also see from the proof of the theorem that in the absence of the Fredholm constraint 
qualification in ( 4.11), necessary optimality conditions hold in the "non-qualified" form: 
there are 0 =f (z*, u) E N+(z; cl.C(z)) x (IRP x IRm) satisfying (4.12). 

5 Subdifferential MOPECs with Composite Fields 

In this concluding section of the paper we study another rather general class of MOPECs 
subject to equilibrium constraints governed by generalized equations with composite subd
ifferential fields (1.4), which are described by 

0 E q(x,y) + (81/J o g)(x,y), (5.1) 

where g: Xx Y - W, 1/J: W - .IR; and q: X x Y - W*. Observe that, in contrast to model 
(4.4) involving the subdifferentialof compositions/potentials, in (5.1) we have compositions 
of subdifferential mappings with some single-valued mappings in the fields of generalized 
equations. In particular, model (5~1) describes perturbed implicit complementarity problems 
of the type: find y E Y satisfying~: 

q(x,y) ~ 0, y- g(x,y) ~ 0, (q(x,y),y- g(x,y)) = 0, 

where the inequalities are understood in the sense of some order on Y (e.g., component
wisely in finite-dimensions). Problems of this kind frequently arise in a large spectrum of 
mathematical models involving various types of economic and mechanical equilibria; see 
[6, 20] and the references therein~ First we consider MOPECs with parameter-independent 
fields in (5.1) and derive necessary optimality conditions in infinite-dimensional settings, 
which require the general Banach structure of some spaces involved and the Asplund struc
ture of the others. This is done under surjectivity assumptions on the derivatives of the 
mappings g and q in (5.1) based on the application of Theorem 3.2; note that the usage of 
Theorem 3.4 in this setting requires more restrictive assumptions on the spaces in question. 

Theorem 5.1 (qualified nece~sary conditions for subdifferential MOPECs with 
parameter-independent composite fields). Let (x, Y) be a local optimal solution to 
the MOPEC (4.6) with respect to an arbitrary preference -< satisfying the requirements of 
Definition 3.1 subject to the equilibrium constraint 

y E S(x) := {~ E Yl 0 E q(x,y) + (81/Jog)(y)}, (5.2) 

where f: X x Y - Z is a mapping between Asplund spaces that is strictly Lipschitzian at 
(x,y). Assume that W is Banach, that g: Y- W is strictly differentiable at y with the 
surjective derivative \1 g(y), that q: X x Y - W* is strictly differentiable at ( x, y) with 
the surjective partial derivative \?xq(x, y), and that the graph of 81/J is locally closed around 
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(w,q) with w := g(fi) and q := -q(x,fj). Then there is z* E N+(z;cl.C(z)) \ {0} and 
u E W** satisfying the inclusion 

o EB(z*,f)(x,fi) + Vq(x,fi)*u+ (o, Vg(fi)*fP'!f;(w,q)(u)) (5.3) 

provided that: 
(a) either di~Z< oo;' '' 
(b) or 8'1j; is SNC at (w, q) and cl.C is ISNC at (z, z). 

Proof. We employ Theorem 3.2 with S given as the solution map (5.2). By [12, Proposi
tion 4.53) we have 'the following·exact formula for computing the normal cone to the graph 
of this S in general Banach spaces under the surjectivity assumptions made in theorem: 

N((x,fi);gphS) = U [vq(x,fi)*u+ (o,Vg(Y)*82.,P(w,q)(u))], (5.4) 
uEW•• 

where w and ij are defined in the formulation of the theorem. Substituting (5.4) into (3.4), 
we arrive at the optimality condition (5.3) provided that either property (a) holds (this is 
equivalent to the SNC property off due to the strict Lipschitzian assumption made), or 
the level set map cl.C is ISNC at (z, z) and the solution mapS from (5.2) is SNC at (x, fi). 
Thus we complete the proof of the theorem showing that the SNC property of S at (x, fi) 
is equivalent to the one for 8'1/J at ( w, ij). 

To proceed, observe the inverse mapping representation 

gphS = h-1 (gph(.,P o g)) with h(x,y) := (y, -q(x,y)). 

Clearly, h is strictly differentiable at (x, fi) due to this property imposed on q and, more
over, the surjec:tivity of Vh(x, y) is equivalent to the surjectivity of V xq(x, fi) assumed in 
the theorem. By [12, Theorem 1.22), the SNC property of gphS at (x,fj) is equivalent to 
that of gph( 8'1/J o g) at (fi, q). But, since V g(fi) is surjective, the latter is equivalent to the 
SNC property of 8'1/J at ( w, q) due to [12, Theorem 1.7 4). 6. 

In the next theorem we consider subdifferential MOPECs with parameter-dependent 
composite fields with no surjectivity assumptions on the corresponding derivatives, imposing 
however more restrictive requirements on the spaces in question. 

·Theorem 5.2 (qualified necessary conditions for sub differential MOPECs with 
parameter-dependent composite fields). Let (x, y) be a local optimal solution to the 

MOPEC (4.6) with the equilibrium constraint 

y E S(x) := {y E Yl 0 E q(x,y) +(8'1/J og)(x,y)}, (5.5) 

where f: X x Y -) Z is a mapping between Asplund spaces that is strictly Lipschitzian at 

(x,fj), where the mappings q: X x Y-) IR1 and g: X x Y-) JR1 are locally Lipschitzian 
around (x,fj), and where the graph of8'1j; is locally closed around (w,p) with w := g(x,fj) 

and j5 := -q(x, y); the latter is automatic when '1/J: IR1 -) lR is either amenable at w or 
continuous around this point. Impose also the second-order qualification condition 

82'1/J(w,p)(O) n {v E IR1
1 0 E 8(v,g)(x,y)} = {0} (5.6) 
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and the Fredholm constraint qualification: the adjoint generalized equation 

0 E a(u,q)(x,Y) + { a(v,g)(x,Y)I v E {)2'1/J(w,p)(u)} (5.7) 

has only the trivial solution u = 0. Then there is z* E N(O; 8) \ {0} satisfying 

0 E a(z*,f)(x,fj) + a(u,q)(x,Y) + { a(v,g)(x,Y)I v E a2'ljJ(w,p)(u)} (5.8) 

for some u E JR1, provided that cl i:, is ISN C at ( z, z) with z : = f ( x, fi). 

Proof. We are now based on Theorem 3.4 with P = JR1 and 

Q(i,y) = (a'l/Jog)(x,y). 

To apply the Fredholm constraint qualification and necessary optimality condition of this 
theorem in our setting, we first need to express the coderivative D*(a'l/J o g)(x; fj,p) of 
the composition in terms of the corresponding constructions for '1/J and g. The appropriate 
coderivative chain rule of f12, Theorem 3.13], the scalarization formula of {12, Theorem 3.28], 

and construction ( 4.3) of the second-order subdifferential yield the upper estimate 

D*(8'l/J o g)(x,fj,p)(~) c { a(v,g)(x,fj)l v E a2'ljJ(w,p)(u)} (5.9) 

under the second-order qualification condition (5.6). Substituting (5.9) into (3.17) and 
(3.18), we arrive at (5.7) and (5.8)., and thus complete the proof if the theorem. 6. 

If the inner mapping gin the equilibrium constraint composition happens to be strictly 

differentiable at (x, y), the results· of Theorem 5.2 admit significant simplifications. 

Corollary 5.3 (qualified necessary conditions for MOPECs with composite fields 
of special structure). Suppose ·that in the framework of Theorem 5.2 the inner composite 

mapping g: X x Y ~ JR1 is strictly differentiable at (x,fj). Then all the conclusions of this 

theorem hold with the replacement.ofthe qualification condition (5.6), the adjoint generalized 

equation (5.7), and the necessary optimality condition (5.9) by, respectively, those in (4.10), 

0 E a(u,q)(x,/y) + \lg(x,Y)*a2'ljJ(w,p)(u), and 

o E 8(z*,f)(x,y) +.:B(u,q)(x,y) + \lg(x,y)*a2'ljJ(w,p)(u). 

Proof. It simply follows from the subdifferential representation 

a(v,g)(x, Y) = {\1 g(x, Y)*v} 

held for strictly differentiable mappings. 

As mentioned, efficient applications of the qualified necessary optimality conditions for 
MOPECs derived in Sections 4 ~nd 5 largely depend on computing/estimating (from the 
above) the second-order subdifferentials a2'ljJ involved in the results obtained. The latter 
has been done for a number of remarkable classes of extended-real-valued functions that 
frequently appear in the framework of equilibrium constraints, especially in the context of 
variational inequalities and complementarity problems; see (4, 12, 13, 14, 15, 18, 26, 27] and 
the references therein. 
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