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DISCRETE APPROXIMATIONS OF ;DIFFERENTIAL INCLUSIONS IN 
INFINITE-DIMENSIONAL SPACES 
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boris@math. wayne.edu 

Abstract: In this paper we study discrete approximations of continuous-time evolution sy~tems 
governed by differential inclusions with nonconvex compact values in infinite-dimensional spaces. 
Our crucial result ensures the possibility of a strong Sobolev space approximation of every feasible 
solution to the continuous-time inclusion by its discrete-time counterparts extended as Euler's "bro~ 
ken lines." This result allows us to establish the value and strong solution convergences of discrete 
approximations of the Bolza problem for constrained infinite-dimensional differential/evolution in­
clusions under natural assumptions on the initial data: 

Keywords: differential inclusions, infinite dimension, discrete approximations, optimal control, 
Bolza problem, relaxation stability, value and strong solut~on convergences. 

Mathematics Subject Classifications (2000): 49J52, 49M25, 90C30. 

1 Introduction 

This paper is devoted to discrete/finite difference approf{imations of evolution systems with the 
continuous-time dynamics governed by 'differential inclusio1;1s· in· Banach spaces. It has. been well 
recognized that discrete approximations of continuous-time systems (which go back to Leibniz ·and 
Euler in the classical calculus of variations) play a significant role in the study and applications 
of variational problems. Nowadays difference methods are mostly investigated and employed from 
the viewpoint of numerical· analysis in order to. ~pproximate.and compute solutions to continu~us­
time systems; see, e.g., the excellent survey by Dontchev and Lempio [5] devoted to these aspects 
of discrete approximations for differential inclusions in finite-dimensional spaces. On the other 
hand, discrete approximations can be considered as an efficient tool to derive qualitative results for 
continuous-time systems by reducing them, in a sense, to discrete-time systems and subsequently 
to the corresponding non-dynamic problems. The latter viewpoint was taken by Mordukhovich [9] 
in his study of necessary optimality conditions for optimal control problems governed by differential 
inclusions in finite dimensions. Then this approach was developed in many publications for various 
problems concerning optimal control of ordinary differential equations and inclusions, time-delay 
and functional differential systems, differential-algebraic systems, etc.; see the book [11] and the 
references therein. In the majority of publications in this direction, the method of discrete approx­
imations was used for deriving new necessary optimality conditions for continuous-time systems 
based on their reduction to special problems of constrained mathematical programming with the 
usage of appropriate tools of variational analysis and generalized differentiation [10]. 

In this paper, we draw the main attention to the well-posedness of discrete approximations for 

1Research was partly supported by the National Science Foundation under grant DMS-0304989 and by the Aus­
tralian National Research Council under grant DP-0451168. 
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evolution systems governed by differential inclusions in infinite-dimensional spaces. By this we 
mean establishing results of the following three kinds: 

(a) strong approximation (in the appropriate Sobolev space) of any feasible solution to the 
differential inclusion by solutions to its discrete-time counterparts extended as Euler's broken lines; 

(b) constructing discrete approximations of the generalized Bolza problem for differential in­
clusions in such a way that optimal values of the cost functionals in the corresponding discrete 
problems converge to the optimal value in the original continuous-time problem; 

(c). constructing discrete approximations of the generalized Bolza problem for differential in­
clusions',in such a way that optimal solutions to corresponding discrete problems strongly converge 

to the given: local optimal solution for the original problem. 

In what follows we obtain general results of the types (a)-( c) under natural assumptions on the 
initial data. The notation used is standard in variational analysis; see, e.g., [10, 11, 14]. 

I 

2 Differential Inclusions and Their Discrete Approximations 

Let X be a Banach space (called the state space in what follows), and let T := [a, b] be a time 

interval of the real line. Consider a set-valued mapping F: X x T =t X and define the differential 

or evolution inclusion 

x(t) E F(x(t), t) a.e. t E (a, b] (2.1) 

generated by F,where x(t) stands for the time derivative of x(t), and where a.e. (almost everywhere) 
means as usual that the relation holds up to the Lebesgue measure zero on JR. Let us give the 
precise definition of solutions to the differential inclusion (2.1), which is used in this paper. 

Definition 2.1 (solutions to differential inclusions). By a SOLUTION to inclusion (2.1) we 

understand a mapping x: T -t X, which is Frechet differentiable for a. e. t E T, satisfies (2.1) and 

the NEWTON-LEIBNIZ FORMULA 

x(t) = x(a) +it x(s) ds for all t E T, 

where the integral in taken in the BocHNER SENSE. 

It is well known that for X = mn, x(t) is a.e. differentiable on T and satisfies the Newton­
Leibniz formula if and only if it is absolutely continuous on T in the standard sense, i.e., for any 
c > 0 there is 8 such that 

I I 

L llx(tj+l)- x(tj)ll ~ c whenever L lti+l- til~ 8 
j=l j=l 

for the disjoint intervals (tj, tj+l] C T. However, for infinite-dimensional spaces X even the Lip­
schitz continuity may not imply the a.e. differentiability. On the other hand, there is a complete 

characterization of Banach spaces X, where the absolute continuity of every x: T ---7 X is equivalent 

to its a.e. differentiability and the fulfillment of the Newton-Leibniz formula. This is the class of 
spaces with the so-called Radon-Nikodym property. 
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Definition 2.2 (Radon-Nikodym property)., A Banach space X has the RADON-NIKODYM 
PROPERTY if for every fi'fl,ite measure space (B, :E, J.t) and for each !-£-continuous vector measure 
m: :E 4 X of bounded variation there is g E L 1 (J.t; 8) such that 

m(E) = f g d~-t for E E :E. 
jE . 

I 

This fundamental property is well investigated in the general vector measure theory and in the , 
geometric theory of Banach spaces; ,we refer the reader to the classical text by Diestel and lJhl [3] 
for the comprehensive study of the RNP and its applications. In particular, in [3, pp. 217-219] 
one can find the summary of equivalent formulations/charactetizations of the RNP and the list of 
specific Banach spaces for which the RNP automatically holds. It is important to observe that the 
latter list contains every reflexive space and every weakly compactly generated· dual space, hence all 
separable duals. On the other hand, the classical spaces c0 , c, l00

, £ 1[0, 1], and L00[0, 1] don't have 
the RNP. Let us mention a nice relationship between the RNP and Asplund spaces used in what 
follows: given a Banach space X, the dual space X~ has the RNP if and only if X is Asplund. 
Recall that a Banach space is Aspl'l!>nd if its every separable subspace has a separable dual; the 
reader can find more details, equivalent descriptions, and various implementations of the Asplund 
property in the book by Phelps [12] and the references therein. 

Thus for Banach spaces with the RNP (and only for such spaces) the solution concept of , 
Definition 2.1 agrees with the standard definition of Caratheodory solutions dealing with absolutely 
continuous mappings. In general Definition 2.1 postulates what we actually need for our purposes 
without appef1.ling to Caratheodory solutions and. the RNP. However, the RNP along with the 

. Asplund property of X are essentially ~sed for deriving some important results of this paper (but 
not all of them) from somewhat different prospElCtives not directly related to the adopted concept 
of solutions to differential inclusions in infinite-dimensional spaces. 

It has been well recogn~zed that differential inclusions, which are certainly of their own interest, 
provide a useful generalization of control systems governed by differential/ evolution equations with 
control parameters: 

x = f(x, u, t), u E U(t), (2.2) 

where the control sets U(·) may also depend on the state variable x via F(x, t) = f(x, U(x, t), t). 
In some cases, especially when the sets F(x, t) are convex, the differential inclusions (2.1) admit 
parametric representations of type (2.2), but in general they cannot be reduced to parametric 
control systems and should be studied for their own sake. Note also that the ODE form (2.2) 
in Banach spaces is strongly related to various control problems for evolution partial differential 
equations of parabolic and hyperbolic types, where solutions may be understood in some other 
appropriate senses; see, e.g., the books by Fattorini [6] and by Li and Yong [8]. 

Our principal method to study differential inclusions involves finite-difference replacements of 
the Frechet derivative 

'() x(t+h) -x(t) 
X t ~ h , h --7 0, 

where the uniform Euler scheme is considered for simplicity. To formalize this process, we take any 

natural number N E IN and consider the discrete grid/mesh on T defined by 

TN:= {a,a+hN, ... ,b-hN,b}, hN := (b-a)fN, 
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with the stepsize of discretization hN and the mesh points tj := a+ jhN as j = 0, ... , N, where 

to = a and tN = b. Then the differential inclusion (2.1) is replaced by a sequence 0f its finite-
difference/ discrete approximations · 

(2.3) 

Given a discrete trajectory XN(tj) satisfying (2.3), we consider its piecewise linear extension 
XN(t) to the continuous-time interval T, i.e., the Euler broken lines. We also define the piecewise 
constant extension to T of the corresponding discrete velocity by 

(t) 
·- XN(tj+l)- XN(tj) 

VN .- h ' 
.N 

t E [tj, tj+I), j = 0, ... , N- 1. 

It follows from the very definition of the Bochner integral that 

XN(t) = XN(a) + lt VN(s) ds for t E T. 

Our first goal is to show that every solution to the differential inclusion (2.1) can be strongly 
approximated, under reasonable assumptions, by extended trajectories to the discrete inclusions 
(2.3). By strong approximation we understand the convergence in the norm topology of the classical 
Sobolev space W 1•2 ([a, b]; X) with the norm 

1b 1/2 
.llx(·)llw1,2 :=max llx(t)ll + ( ll±(t)ll2 dt) , 

. tE(a,b) a 

where the norm on the right-hand side is taken in the space X. Note that the convergence in 
W 1•2 ([a, b]; X) implies the uniform convergence of the trajectories on [a, b] and the pointwise {a.e. 
t E [a, b]) convergence of (some subsequence of) their derivatives. The latter is crucial for our 
purposes, especially in the case of nonconvex values F(x, t). 

Let us formulate the basic assumptions for our study that apply not only to the next theorem 
but also to the subsequent results on differential inclusions via discrete approximations. Never­
theless these assumptions can be relaxed in some settings; see the remarks and discussions below. 
Roughly speaking, we assume that the set-valued mapping F: X x [a, b] =1 X is compact-valued, 

locally Lipschitzian in x, and Hausdorff continuous in t a.e. on [a, b]. More precisely, the following 
hypotheses are imposed along a given trajectory x(·) to (2.1), which is arbitrary in the next theorem 
but then will be a reference optimal solution tothe variational problem under consideration. 

(Hl) There are an open set U C X and positive numbers mp and [p such that x(t) E U for 
all t E [a, b], the sets F(x, t) are nonempty and compact for all (x, t) E U x [a, b], and one has 

F(x, t) C mplB for all (x, t) E U x [a, b]. (2.4) 

(2.5) 

(H2) F(x, ·) is Hausdorff continuous for a.e. t E [a, b] uniformly in x E U. 
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Note that inclusion (2.5) is equivalent to the u,niform Lipschitz continuity 

I 

haus(F(x, t), F(u, t)) ::;. fpllx-; ull, x, u E U, 

ofF(·, t) with respect to the Pompieu-Hausdorff metric haus(·, ·) on the space of nonempty 'and 
compact subsets of X; see Rockafellar and Wets [14]. 

To handle efficiently the Hausdorff continuity of F(x,·) for a.e. t E [a, b], define the for F in ' 
t E [a, b] while x E U by ' 

b ' 

r(F; h) := 1 a(F; t, h) dt, (2.6) 

where a(F; t, h):= sup {w(F; x, t, h)i x E U} with 

w(F; x, t, h) :=sup {haus(F(x, ti), F(x, t2)) I t1, t2 E ~t- ~' t + ~] n [a, b] }. 

The following observation is due to Dontchev and Farkhi [4]. 

Proposition 2.3 (averaged modulus of continuity). ,The Hausdorff continuity property (H2) 
holds if and only if r(F; h) -+ 0 ash-+ 0. 

Notethat for single-valued mapping f: [a,b]-+ X the property r(f; h)-+ 0 ash-+ 0 is equivalent 
to the Riemann integrability off on [a, b]; see Sendov and Popov [13]. The latter holds, as well 
known, if and only iff is continuous at almost all t E [a, b]. 

I I · 
. I , ' I 

3 Strong Approximation of Solutions to Differential Inclusions 

The strong approximation theorem established in this section plays a crucial role in the subsequent 
res~lts based on discrete approximations of differential incl~sions. 

Theorem 3.1 (strong approximation by discrete trajectories). Let x(·) be a solution to 
the differential inclusion (2.1) under assumptions (H1) and (H2), where X is an arbitrary Banach 
space. Then there is a sequence of solutions XN'(tj) to the discrete inclusions (2.3) such that 

XN(a) = x(a) for all N E IN 

and the extensions XN(t), a::; t::; b, converge to x(t) strongly in W 1•2([a, b]; X) as N-+ oo. 

Proof. By Definition 2.1 involving the Bochner integral, the derivative mapping x(·) is strongly 
measurable on [a, b], and hence we can find (rearranging the mesh points tj if necessary) a sequence of 
simple/step mappings WN(·) on T such that WN(t) are constant on [tj, tj+l) for every j = 0, ... , N -1 
and WN(·) converge to x(·) in the norm topology of L1([a,b];X) as N --7 oo. Combining this 
convergence with (2.1) and (2.4), we get 

b N-1 

liiwN(t)ii dt = L iiwN(tj)ii (tj+l- tj) ::; (mp + 1)(b- a) 
a j=O 

(3.1) 
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' 
for all large N. In the estimates below we use the numerical sequence 

eN:= ib ll:i:(t)- WN(t)ll dt---+ 0 as N---+ oo. 

Let us defi~e the discrete functions UN(tj) by 

and observe that the functions 

uN(t) :~ x(a) +it wN(s) ds, a 5, t 5, b, 

are piecewise linear extensions of UN (tj) to the interval [a, b] and that 

lluN(t)- x(t)ll 5, it llwN(s)- :i:(s)ll ds 5, eN for t E (a, b]. 

Therefore UN(t) E U for all t E [a, b] whenever N is sufficiently large. 

' ' 

(3.2) 

T~king the distance function dist(·; 0) to a set in X, one can directly check that the Lipschitz 
condition (2.5) is equivalent to 

whenever t!J EX, ~b x2 E U, and t E [a, b]. By definition (2.6) of -r(F; h) and the obvious relatio:Q 

· dist(w; F(x, h)) 5, dist(w; F(x, t2)) + haus(F(x, t1), F(x, t2)) 
' . 

one has the estimate 

The Lipschitz property ofF and the construction of WN(·) imply 

whenever t E [tj, tj+I), and then 

dist(wN(t); F(uN(t), t)) 5, dist(wN(t); F(x(t), t)) + fplluN(t)- x(t)ll 

Employing further (3.1) and (3.2), we arrive at the estimate 

(N 5, /N := (1 + fp(b- a))eN + fp(b- a)(mp + 1)/2 + 7(F; hN ). (3.3) 
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I 

Observe that the functions uN(t3) built abov~ are not trajectories for the discrete inclusions 
(2.3), since one doesn't hp.ve WN(tj) E F(uN(t1), tj). Now we use WN(tj) to construct actual 
trajectories XN(tj) for (2.3) that are close to UN(tj) and enjoy the c~nvergence pro?erty stated in 
the theorem. 

I 

Let us define XN(tj) recurrently by the following proximal algorithm, which is realized due to 
the compactness assumption on the values of F: . 

1 

xN(to) = x(a), xN(tJ+l) = xN(t1) + hNvN(t3), j = o, ... , N .- 1, 

where VN(tj) E F(xN(tj), t1) with (3.4) 

First we prove that algorithm (3.4) keeps XN(t1) inside the I}eighborhood U from (H1) whenever 
N is sufficiently large. Indeed, let us consider any number N E IN satisfying x( t) + 'T/N IB C U for 
all t E [a, b], where ' 

'f/N := f.N exp (fp(b- a))+, ~N 

with ~N and 'YN defined above. We have 'T/N -t 0 as N -t oo, since ~N -t 0 by the construction 
of ~N and since "'N -t 0 due to aSsumption (H2) equivalent to r(F; hN) -t 0 by Proposition 2.3. 
Arguing by induction, we suppose that XN(ti) E U for all i = 0, ... ,j and show that this also holds 
fori= j + 1. Using (2.5), (3.3), artd (3.4), one gets 

I 

' I 

llxN(tj+I)- UN(tj+I)II ~ llxN,'(tj)- UJV,(tj).ll + hNII'llN(tj)- WN(t1)11 

j 

~ hN 2::)1 + fFhN )1-idist(wN(ti)i F(uN(ti), ti)) 
i=O 

j 

~ hN exp [fp(b- a)]L dist(wN(ti)i F(uN(ti), ti)) 
i=O 

~ "'N exp (fp(b- a)). 

Due to (3.2) the latter implies that 

(3.5) 

which proves that x N ( t1) E U for all j = 0, ... , N. Taking this into account, we have by t~e 
previous arguments that 

N N-1 

L llxN(tj)- uN(tj)ll ~ (b- a) exp (fF.(b- a)) L dist(wN(tj); F(uN(tj), tj)). 
j=O j=O 
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' Now let us estimate the quantity 

{)N := Lb II~N(t)- WN(t)ll dt as N-+ oo. 
' ' 

Using the last estimate above together with (3.3) and (3.5), we have 
' 

N-1 N-1 
{)N = I: hNII~N(tj)- wN(tj)ll = I: hNdist(wN(t3); F(xN(t3), ti)) 

j=O j=O 

N-1 N-1 
~ I: hNdist(wN(tj); F(uN(tj), tj)) + l!.p I: hNi!XN(tj)- UN(tj)ll 

j=O j=O 

~ 'YN(l + l!.p(b- a) exp (R.p(b- a))). 

Thus one finally gets 

{3.6) 

~ /'N{l + l!.p(b- a) exp (R.p(b- a)))+ ~N :=aN. 

Since aN_; 0 as N-+ oo, this obviously implies the desired convergence XN(·)-+ x(·) in the norm 
,. of W1•2 ([a,, b]; X) ~tie to the Newton-Leibniz formula for XN(t) and x(t) and due to the uniforl!l 

boundedness assumption {2.4). 8. 

Remark 3.2 (numerical efficiency of discrete approxim~tions). It follows from {3.6) by the 
Newton-Leibniz formula that 

rb . 
llxN(t)- x(t)ll ~ Ja llxN(t)- x(t)ll dt::; O!N' for all t E [a, b]. 

Thus the error estimate and numerical efficiency of the discrete approximation inTheorem 3.1 

depend on the evaluation of the averaged modulus of continuity T(F; h) from {2.6) and the approx­
imating quantity ~N defined in the proof of Theorem 3.1. Denoting 

k-1 
v(F) :=sup {I: sup [haus(F{x, ti+I), F(x, ti)), x E U], a~ t1 ~ ... ~. tk ~ b }. 

k i=1 X 

it is not hard to check that 

T(F; h) ~ v(F)h = O{h) 

whenever F(x, ·) has a bounded variation v(F) < oo uniformly in x E U; see Dontchev and Farkhi 
[4]. Furthermore, one has the estimate 

by taking WN(t) = ~N(t) = x(tj) fortE [tj, tj +hN) if x(·) is Riemann integrable on [a, b]. 
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4 The Bolza Problem for Noncqnvex Differential Inclusions and 
Relaxation Stability 

Let us consider the following generalized Bolza problem (P) of dyna~ic optimizatio~ over solu~ions 
(in the sense of Definition 2.1) to differential inclusions in Banach spaces: minimize the functional 

I 

bl 

J[x] := <p(~(a), x(b)) + l '!9(x(t), x(t), t) dt 

I 

over trajectories x: [a, b] -t X for the differential inclusion (2.1) such that '!9(x(t), x(t), t) is Bochner 
integrable on the fixed time int~rval T := [a, b] subject to the endpoint constraints 

(x(a),x(b)) E 0 C X 2
• (4.2) 

We use the term arc for any solution x = x(·) to' (2.1) with J[x] < oo and the term feasible arc 
for arcs x(·) satisfying the endpoint constraints (4.2)., Since the dynamic (2.1) and endpoint (4.2) 
constraints are given explicitly, we Jll.ay assume that both functions (p and '!9 in the cost functional 
(4.1) take finite values. 

The formulated problem (P) covers' a broad range of various problems of dynamic optimization 
in finite-dimensional and infinite~dimensional spaces. In particular, it contains both standard and 
nonstandard models in optimal control for parameterized control systems (2.2) with possibly closed­
loop control sets U(x, t). Note also that problems with free time (non-fixed time intervals), with 
integral constraints on (x; x), and with some other types of state constraints can be reduced to the 

. form of (P). I 1 

In what follows, we study optimal s~lutions t'o (P) in the sense. of intermediate local minimizers 
introduced by the author [9] and then employed in many publications; see, e.g., [1, 7, 17, 16] and 
the references therein. 

Definition 4.1 (intermediate local minima). A feasible arc x is an INTERMEDIATE LOOAL 

MINIMIZER ( i.l.m.) of rank p E [1, oo) for (P) , if there are numbers c > 0 and a ~ 0 such that 
J[x] ::; J[x] for any feasible arcs to (P) satisfying 

llx(t)- x(t)ll < E for all t E [a, b] and (4.3) 

(4.4) 

Relationships (4.3) and (4.4) actually mean that we consider a neighborhood of x in the Sobolev 
space W1,P([a, b]; X). If there is only requirement (4.3) in Definition 4.1, i.e., a= 0 in (4.4), that 
one gets the classical strong local minimum corresponding to a neighborhood of x in the norm 
topology of C([a, b]; X). If instead of (4.4) one puts the more restrictive requirement 

llx(t) ..:. x(t) II < E a.e. t E [a, b], 

then we have the classical weak local minimum in the framework of Definition 4.1. This corresponds 
to considering a neighborhood of x in the topology of W1'00 ([a, b]; X). Thus the introduced notion 
ofi.l.m. takes, for any p E [1,oo), an intermediate position between the classical concepts of strong 
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(a= 0) aU:d weak (p = oo) local minima. Clearly all the results for intermediate local minimizers 
automatically hold for strong (and hence for global) minimizers. We refer the reader to [9, 11, 17] 
for various examples that illustrate relationships between weak, intermediate, and strong local 
minimizers in variational (particularly optimal control) problems. 

In what follows, along with the original problem (P), we consider its relaxed counterpart that, 
roughly sp'eaking, is obtained from (P) by the convexificatio'n procedure with respect to the velocity 
variable. Taking the integrand {) ( x, v, t) in ( 4.1), we consider its restriction 

fJp(x, v, t) := fJ(x, v, t) + 8(v; F(x, t)) 

to the s~ts F(x, t) in (2.1) and denote by Jp(x, v, t) the biconjugate function to fJp(x, ·, t), i.e., 
I 

Jp(x,v,t)=(fJp)~*(x,v,t) forall (x,v,t)EXxXx[a,b]. 

It is well known that J p(x, v, t) is the greatest proper, convex, l.s. c. function with respect to v, 
which is majorized by fJp. Moreover, {)p = JF if and only iffJp is proper, convex, and l.s.c. with 

. I 

respect to the velbcity variable v. ' 
Given the original variational problem (P), we define the relaxed problem (R), or the relaxation 

of (P), as follows: 

minimize J[x] := <p(x(a), x(b)) + ib Jp(x(t), x(t), t) dt (4.5) 

over a.e. differentiable. arcs x: [a, b] -t X that are Bochner integrable on [a, b] together with 
'19 p(x(t), (;)(tL t), 'satisfy the Newton-Leibniz formula on [a, b] and th~ endpoint constrai~ts {4.2)· .. 
Note that, in contrast to (4.1), the integrand in (4.5) is extended-real-valued. Furthermore, the 
natural requirement J[x] < oo yields that x(·) is a solution. (in the sense of Definition 2.1) to the 
convexified differential inclusion 

x(t) E cleo F(x(t), x(t), t) a.e. t E (a, b]. (4.6) 

Thus the relaxed problem (R) can be considered under explicit dynamic constrained given by the 
convexified differential inciusion (4.6). Any trajectory for (4.6) is called a relaxed trajectory for 
(2.1), in contrast to original trajectories/arcs for the latter inclusion. 

There are deep relationships between relaxed and original trajectories for differential inclusion, 
which reflect hidden convexity inherent in continuous-time (nonatomic measure) dynamic systems . 
defined by differential operators; see [11, Chapter 6] for various implementations of the hidden 
convexity phenomenon with more references and discussions. In particular, any relaxed trajectory 
of compact-valued and Lipschitz in x differential inclusion in Banach spaces may be uniformly 
approximated (in the space C([a, b]; X)) by original trajectories starting with the same initial state 
x(a) = x0 • We need a version of this approximation/density property involving not only differential 
inclusions but also minimizing functionals. The following result, which holds when the underlying 

Banach space is separable, is proved in [2]; results of this type go back to the classical theorems of 
Bogolyubov and Young in the calculus of variations; see [2, 11] for more details. 

Theorem 4.2 (approximation property for relaxed trajectories). Let x(·) be a relaxed 
trajectory for the differential inclusion (2.1), where X is separable, and where F: X x [a, b] =t X 
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is compact-valued and uniformly bounded by a sur,nmable function, locally Lipschitzian in x, and 

measurable in t. Assume also that the integrand .0 in (4.1) is continuous in (x,v), measurable in 

t, and uniformly bounded by a summable function near·x(·). Then there is sequence of the original 

trajectories xk(·) for (2.1) satisfying the relations , 

Xk(a) = x(a), iri C([a, b]; X), 
I 

and 

1b ' 1b ...... liminf .O(Xik(t), Xk(t), t) dt s -a F(x(t), x(t), t) dt. 
k-too a a · 

Note that Theorem 4.2 does, not assert that the approximating trajectories Xk(·) satisfy the 
endpoint constraints (4.2). Indeed, there are examples showing that the latter may not be possible: 
If they do, then problein (P) has the property of relaxation stability: 

inf(P) = inf(R), {4.7) 

where the infima of the cost functionals (4.1) and (~.5) are taken over all the feasible arcs in (P) 
and ( R), respectively. 

An obvious sufficient condition for the relaxation stability is the convexity of the sets F(x, t) and 
of the integrand f in v. However, the relaxation stability goes far beyond the standard convexity 
due to the hidden convexity property of continuous-time differential systems. In particular, The­
orem 4.2 ensures the relaxation stability of nonconvex problems (P) with no constraints on x(b). 

There are other efficient conditions for the relaxatiqn stability of nonconvex problems discussed, 
e.g., [ll] and the references therein. 'J1et us mention the classical Bogolyubov theorem ensuring 
the relaxation stability in variational problems of minimizing' (4:1) with endpoint constraint (4.2) 
but with no dynamic constraints (2.1); relaxation stability of control systems linear in state vari­

ables via the fundamental £yapunov theorem on the range convexity of nonatomic vector measures 
that largely justifies the hidden convexity; the calmness condition by Clarke for differential inclu­
sion problems with endpoint constraints of the inequality type; the normality condition by Warga 
involving parameterized control systems (2.2), etc. 

An essential part of our study relates to local minima that are stable with respect t·o relaxation. 

The corresponding counterpart of Definition 4.1 is formulated as follows. 

Definition 4.3 (relaxed intermediate local minima). The arc xis a RELAXED INTERMEDIATE 

LOCAL MINIMIZER (r.i.l.m.) of rank p E [1, oo) for the original problem (P). if xis a feasible solution 

to (P) and provides an intermediate local minimum of this rank to the relaxed problem (R) with 

the same cost J[x] = J[x]. 

The notions of relaxed weak and relaxed strong local minima are defined similarly, with the 
same relationships· between them as discussed above. Of course, there is no difference between 
the corresponding relaxed and usual (non-relaxed) notions of local minima for problems (P) with 
convex sets F(x, t) and integrands f convex with respect to velocity. It is also clear that any 
relaxed intermediate (weak, strong) minimizer for (P) provides the corresponding non-relaxed local 
minimum to the original problem. The opposite requires a kind of local relaxation stability . 

. Next build well-posed discrete approximations of a given r.i.l.m. x(·) in problem (P) such that 
optimal solutions to discrete-time problems strongly converge to x(·) in the space W1•2([a, b]; X). 

ll 



This issue is of undoubted interest for both qualitative and numerical aspects of variational anal­
ysis for differential inclusions. In particular, it is used in [11] (following the finite-dimensional 
development of [9]) for deriving necessary conditions for intermediate local minimizers. 

5 Strong Convergence of Optimal Solutions 

Considering differential inclusions and their finite-difference counterparts in Section 2, we estab­
lished there that every trajectory for a differential inclusion in a general Banach space can be 
strongly ,appr:oximated by extended trajectories for finite-difference inclusions under the natural as­
sumptions made. This result doesn't directly relate to optimization problems involving differential 

' 
inclusions, but we are going to employ it now in the optimization framework. The primary objective 
of this section is as follows. 

Given atrajectory x(·) for the differential inclusion (2.1), which provides a relaxed intermediate 

local minimum (r.i.l.m.) to the optimization problem (P) defined in the previous section, construct 
a well-posed family of approximating optimization problems (PN) for finite-difference inclusions 
(2.3) such that (extended) optimal solutions XN(·) to (PN) strongly converge to x(·) in the norm 
topology of W1•2 ([a, b]; X). 

Imposing the standing hypotheses (H1) and (H2) formulated in Section 2, observe that the 
boundedness assumption (2.4) implies that the notion ofr.i.l.m. from Definition 4.3 doesn't depend 

·on rankp from the interval [1,oo). This means that x(·) is an r.i.l.m. of some rankp E [1,oo), then 
··it is·also an r.i.l.m. of &ny other rank p ~ 1. In what follows we take p = 2 and a= 1 in (4.4) for 

' ' 
simplicity., , 

To proceed, ·we need to impose proper assumptions on the other data <0, cp, and n of problem 
(P) in addition to those imposed on F. Dealing with the Bochner integral, we always identify mea­
surability of mappings f: [a, b] --+X with strong measurability. Recall that f is strongly measurable 
if it can be a.e. approximated by a sequence of step X-valued functions on measurable subsets of 
[a,b]. Given a neighborhood U of x(·) and a constant mp from (H1), we further assume that: 

(H3) <0(·, ·, t) is continuous on U x (mplB) uniformly in t E [a, b], while <O(x, v, ·) is measurable 
on [a, b] and its norm is majorized by a sunimable function uniformly in (x, v) E U x (mplB). 

(H4) <{; is continuous on U x U; n c X x X is locally closed around ( x (a), x (b)) and such that 
the set proj 10 n (x(a) + c:JB) is compact for some c: > 0, where prohO stands for the projection of 
n on the first space X in the product space X X X. 

Note that symmetrically we may assume the local compactness of the second projection of 
n c X X X; the first one is selected in (H4) just form definiteness. 

Now taking the r.i.l.m. x(·) under consideration, let us apply to this feasible arc Theorem 3.1 
on the strong approximation by discrete trajectories. Thus we find a sequence of the extended 

discrete trajectories XN(·) approximating x(·) and compute the numbers 1JN in {3.5). Having c: >0 
from relations (4.3) and (4.4) of the intermediate minimizer x(·) with p = 1 and a= 1, we always 
suppose that x(t)+c:/2 E U for all t E [a, b]. Let us construct the sequence of discrete approximation 
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problems (PN), N E IN, as follows: minimize the piscrete-time Bolza functional 

(5.1) 

I 

over discrete trajectories XN =' XN(·) = (xN(to), ... , XN(tN)) for the difference inclusions (2.3) 
subject to the constraints 

(5.2) 

- c l!xN(tj)- x(tj)ll ~ 2 for j. = 1, ... , N, and (5.3) 

}-:1 fti+l IIXN(tj+l)- XN(tj)- ~(t)ll2 dt ~ :.. 
j=O jti hN 2 

(5.4) 

As in Section 2, consider (without mentioning ;:~.ny more) piecewise linear extensions of XN(·) 
to the whole interval [a, b] with piecewise constant d~tivatives, for which one has , 

{ 

XN(t) = XN(a) +it XN(s) ds f~~ all t E (a: b~ ~~d 

XN(t) = ±~(tj) E F(xN(tj), tj), t E (tj, tj+I), j = 0, ... , N- 1. 

(5.5) 

The next theorem establishes that the given local minimizer x(·) to (P) can be approximated 
by optimal solutions to (PN) strongly in W1,2 ([a, b); X), which implies a.e. pointwise c~nvergence of 
the derivatives essential in what follows. To jus~ify such an appro~imation, we need to impose both 
the Asplund structure and the Radon-Nikodym property (RNP) on the space X in question, which 
ensure the validity of the classical Dunford theorem on the weak compactness in L 1([a,b];X). It is 
worth noting that every reflexive space is Asplund and has the RNP simultaneously. Furthermore, 
the second dual space X** enjoys the RNP (and hence so does XC X**) if X* is Asplund. Thus the 
class of Banach spaces X for which both X and X* are Asplund satjsfies the properties needed in 
the next theorem. As well known in the geometric theory of Banach spaces, there are nonreftexive 
(even separable) spaces that fall into this category. 

Theorem 5.1 (strong convergence of discrete optimal solutions). Let x(·) be an r.i.l.m. 
for the Bolza problem (P) under assumptions (H1)-(H4), and let (PN), N E IN, be a sequence of 
discrete approximation problems built above. The following hold: 

(i) Each (PN) admits an optimal solution. 
(ii) !fin addition X is Asplund and has the RNP, then any sequence {xN(·)} of optimal solutions 

to (PN) converges to x(·) strongly in W1,2([a,b];X). 
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Proof. To justify (i), we observe that the set of feasible trajectories to each problem (PN) is 
nonempty for all large N, since the extended functions XN(·) from Theorem 3.1 satisfy (2.3) and 
the constraints (5.2)-(5.4) by construction. This follows immediately from (3.5) in the case of (5.2) 
and (5.3). In the case of (5.4) we get from (2.4) and (3.6) that 

}-:1 {ti+l II XN(tj+l)- XN(tj) - &;(t)ll2 dt .=' {ab ~~~N(t)- &;(t)112 dt 
j=O lti hN la 

c: < 2mFaN <­- -2 

for large, N by the formula for CY.N in (3.6). The existence of optimal solutions to (PN) follows now 
from the classical Weierstrass th~orem due to the compactness and continuity assumptions made 
in (H1), (H3), and (H4). 

It reqlains to prove the convergence assertion (ii). Check first that 

(5.6) 

along some sequence of N E IN. Considering the expression (5.1) for JN[xN], we deduce from 
Theo~em 3.1 that the second terms therein vanishes, the forth term tends to zero due to (2.4) and 
(3.6), and the first term tends to <p(x(a), x(b)) due to the continuity assumption on <pin (H4). It 
is thus sufficient to show that 

as N ~ oo. Using the sign ",,,, for expressions that are equiva~ent as N :-+ oo, we get the following 
limiting relationships 

"'lb O(x(t), ~N(t), t) dt"' lb O(x(t), &;(t), t) dt 

by Theorem 3.1 ensuring the a.e. convergence ~N(t) :-+ &;(t) along a subsequence of N ---7 oo and 
by the Lebesgue dominated convergence theorem for the Bochner integral that is valid under (H3). 

Note that we have justified (5.6) for any intermediate (not relaxed) local minimizer x(·) for the · 
original problem (P) in an arbitraryBanach space X. Next let us show that (5.6) implies that 

(5.7) 

for every sequence of optimal solutions XN(·) to (PN) provided that x(-) is a relaxed intermediate 
local minimizer for the original problem, where the state space X is assumed to be Asplund and 
to satisfy the RNP. 

Suppose that (5.7) is not true. Take a limiting point f3 > 0 of the sequence {f3N} in (5.7) and 
let for simplicity that f3N :-+ f3 for all N :-+ oo. We are going to apply the Dunford theorem on the 
relative weak compactness in the space L1([a, b]; X) (see, e.g., [3, Theorem IV.l]) to the sequence 
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{iN(·)}, N E JN. Due to (5.5) and (Hl) this seguence satisfies the assumptions of the Dunford 
theorem. Furthermore, bo~h spaces X and X* have the RNP, since the latter property for X* is 
equivalent to the Asp lurid structure on· X, as mentioned above. Hence we suppose without loss of 
generality that there is v E L1([a, b]; X) such that 

iN(·) -tv(·) weakly in L1([a;b];X) as N -too. 
I 

Since the Bochner integral is a linear continuous operator from £ 1 ([a, b]; X) to X, it remai:t;~s 
continuous if the spaces £ 1 ([a, bhX) and X are endowed with the weak topologies. Due to (5.2) 
and the assumptions on Oin (H4), the set {xN(a)l N E IN} is relatively compact in X. Using (5.5) 
and the compactness property of, solution sets for differentialinclusions under the assumptions made 
in (Hl) and (H2), we conclude that the sequence {xN(·)} contains a subsequence that converges to 
some x(·) in the norm topology of the space C([a, b]; X). Now passing to the limit in the Newton­
Leibniz formula for XN(·) in (5.5) and taking into account the

1
above convergences, one has 

x(t) = x(a~ + lt v(s) ds for all t E (a, b],, 

which implies the absolute continuity and a.e. differentiability of x( ·) on [a, b] with v(t) = :t(t) for 
a.e. t E [a, b]. Observe that x(·) is a solution to the convexified differential inclusions (4.6). Indeed, 
since a subsequence of {xN(·)} converges to x(·) weakly in J;}([a, b]; X), some convex combinations of 
XN(·) converge to 5:(-) in the norm topology of L1 ([a, b]; X), and hence pointwisely for a.e. t E [a, b]. 
Passing to the limit in the differential inclusions for XN(·') in (5.5), Vfe conclude that x(·) satisfies 
(4.6). By passing to the limit in (5.2). and (5.3), we' ~lso conclude that x(·) satisfies the endpoint 

I ' I I 

constraints in ( 4.2) as well as · · 

llx(t) - x(t)ll s c/2 for all t E [a, b]. 

Furthermore, the integral functional 

I[v] := lb llv(t) - i(t)112 dt 

is lower semicontinuous in the weak topology of L2([a, b]; X) du'e to the convexity of the integrand 
in v. Since the weak convergence of XN(·) -t :t('-) in £ 1 ([a, b]; X) implies the one in L2 ([a, b]; X) by 
the boundedness assumption (2.4), and since 

the above lower semicontinuity and relation (5.4) imply that 

{b li:t(t)- i(t)ll2 dt S liminf I: ftH
1 
llxN(tj+l)- XN(tj)- i('t)ll2 

dt S :.. 
Ja N-+oo j=O ltj hN 2 

Thus the arc x(·) belongs to the c neighborhood of x(·) in the space W1•2 ([a, b]; X). 
Let us finally show that the arc x(·) gives a smaller value to cost functional (4.5) than x(·). One 

always has 
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since each leN(·) is feasible to (PN)· Now passing to the limit as N-+ oo and taking into account 
the previous discussions as well as the construction of the convexified integrand J F in ( 4.5.), we get 
from (5.6) that 

cp(x(a), x(b)) + lb JF(x(t), 5:-(t), t) d~ + f3 ~ J[x], 

which yields by f3 > 0 that J[X) < J[x] = J[x]. The latte~ is impossible, since x(·) is an r.i.l.m. for 
(P). Thus (5.7) holds, which obviously implies the desired convergence XN(·) -+ x(·) in the norm 
topology of the space W1•2([a, b]; X) and completes the proof of the theorem. 6. 

The arguments developed in the proof of Theorem 5.1 allow us to establish efficient conditions 
for the value convergence of discrete approximations, which means that the optimaljinfimal values of 
the cost functiorials in discrete approximation problems converge to the one in the original problem 
(P). Moreover, using the approximation property for relaxed trajectories from Theorem 4.2, we 
obtain in fact a nycessary and sufficient condition for the value convergence in te~ms of an intrinsic 
property of the original problems. · 

6 -Value Convergence of Discrete Approximations 

· Observe that the cost functional (5.1) as well as the constraints (5.3) and (5.4) in the discrete 
· ,. approximation proble~s (PN) explicitly contain the given local minimizer x(·) to (P). Considering 

below the 'value convergence of discrete approximations, ~e are not going to involve any local 
minimize; in the construction of discrete approximations and/or even t~· assume the existence of 
optimal solutions to the original problem. To furnish this, we 'consider a sequence of new discrete 
approximation problems (PN) built as follows: minimize 

subject to the discrete inClusions (2.3) and the perturbed endpoint constraints (5.2), where the 
sequence 'TJN is not yet specified. Note that problems (PN) are constructively built upon the initial 
data of the original continuous-time problem. In the next theorem the notation JfJ.v := inf(PN ), 
inf(P), and inf(R) stands for the optimal value of the cost functional in problems (PN ), (P), and 
(R), respectively. Observe that optimal solutions to the discrete-time problems (PN) always exist · 
due to the assumptions (Hl)-(H4) made in Theorem 5.1 under proper perturbations 'T/N of the 
endpoint constraints; see its proof. 

Theorem 6.1 (criterion for value convergence via relaxation stability). Let U c X be an 
open subset of a Banach space X such that xk(t) E U as t E [a, b] and k E IN for a minimizing 
sequence of feasible solutions to (P). Assume that hypotheses (H1)-(H4) are fulfilled with this set 
U, where x(a) +dB is replaced by clU in (H4). The following assertions hold: 

(i) There is a sequence of the endpoint constraint perturbations rJN-!. 0 in (5.2) such that 

inf(R) ~lim inf JfJ.v ~lim sup JCJ.v ~ inf(P), 
N-too N-too 

(6.1) 
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where the left-hand side inequality requires that {( is Asplund and has the RNP. Therefore the 
relaxation stability ( 4. 7) of, (P) is sufficient for the value convergence of discrete approximations 

inf(PN) ---+ inf(P) as N ---+ oo 

provided that X is Asplund and has the RNP. 
(ii) Conversely, the relaxation stability of (P) is also a necessary condition for the value con- 1 

vergence inf(PN) ---+ inf(P) of the ~iscrete approximations with arbitrary per~urbations 'fJN .,!. 0 ~J/ 
the endpoint constraints provided 1that X is reflexive and separable. 

Proof. Let us first prove that the right-hand side inequality in (6~1) holds in any Banach space X. 
Taking the minimizing sequence of feasible arcs Xk(·) to (P) speCified in the theorem, we apply to 
each xk(·) Theorem 3.1 on the strong approximation by discrete trajectories. Involving the diagonal 
process, we build the extended discrete trajectories XN(·) for (~.3) s.uch that 

'fJN := ll(xN(a),xN(b))- (xkN(a),xkN(b))ll---+ 0 as , N---+ oo 

and consider the sequence of discrete approximatio~ problems (PN) with these constraint pertur­
bations 'f/N in (5.2). Similarly to the pr~of of the first part ~f Theorem 5.1, we show that each (PN) 
admits an optimal solution and, arguing by contradiction1 one has the right-hand side inequality 
in (6.1). To justify the left-hand side inequality in (6.1); we follow the proof of the second part 
of Theorem 5.1 assuming that X is Asplund and enjoys the RNP. This automatically implies the 
value convergence of inf(PN) ---+ inf(P) ~nder the relaxation stability' of (P). 

To prove the conversed assertion (ii) in the theor'em, we first observe that the'relaxed problem 
(R) admits an optimal solution under the assum~tions made; 'see Tolstonogov [15, Theorem A.1.3]. 
It follows from the arguments in the second part of Theorem 5.1 that actually justify, under the 
assumptions made, the compactness of feasible solutions to the relaxed problem and the lower 
semi continuity of the minimizing functional ( 4.5) in the topology on the set of feasible solutions x( ·) 
induced by the weak convergence of the derivatives x(·) E L1([a, b]; X) provided that X is Asplund 
and has the RNP. Assume now that X is reflexive and separable and, employing Theorem 4.2, 
approximate some relaxed optimal trajectory x(·) by a sequence of the original trajectories xk(·) 
converging to x(·) as established in that theorem. In turn, each Xk(·) can be strongly approximated 
in W 1•2 ([a, b]; X) by discrete trajectories XkN (·) due to Theorem 3.1. Using the diagonal process, 
we get a sequence of the discrete trajectories x N ( ·) approximating x( ·) and put 

'fJN := ll(xN(a),xN(b))- (x(a),x(b))ll---+ oo as N---+ oo. 

Now assume that problem (P) is not stable with respect to relaxation, i.e., inf(R) < inf(P), and 
then show that 

lim inf Jfjy < inf(P) 
N-too 

for a sequence of discrete approximation problems (PN) with some perturbations 'fJN of the endpoint 

constraints (5.2). Indeed, having 

{b ~ 
inf(R) = cp(x(a),x(b)) + la iJp(x(t),x(t),t)dt < inf(P) 
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for the rel~xed optimal trajectory x(·), we build 1JN as above and consider problems (PN) with 
these perturbations of the endpoint constraints. Taking into account the approximation of x( ·) by 
xk(·) due to Theorem 4.2, the strong approximation of xk(·) by the discrete trajectories XN(·) in 
Theorem 3.1, and 

one gets by the absence of the relaxation stability that 

lim inf Jf.v ~ lim inf [<p(xN(a), XN(b)) + {b 'l?(xN(t), iN(t), t) dt] 
N-too N-too la 

. I 

rb ~ . 
~ <p(x(a),x(b)) + la 'l?p(x(t),x(t),t)dt < inf(P). 

Therefore we don't have the value convergence of discrete approximations for problems (PN) corre­
sponding to the above perturbations of the endpoint constraints. This justifies (ii) and completes 

· the proof of 'the theorem. !:::. 

Thus ·~h.e relaxation stability of (P), which is an intrinsic and nat~ral. property of continuous~ 
time dynamic optimization problems, is actually a criterion for the value convergence of'discrete 
approximations under appropriate perturbations of the endp~int constraints in (5.2). It follows 
from the proof of Theorem 6.1 that one can express the corresponding perturbations rJN via the 
averaged modulus of continuity (2.6) by 

1JN = T(x; hN) -+ 00 as N -+ 00 

provided that (P) admits an optimal solution x(-) with the Riemann integrable derivative x(·) on 
. [a, b]. Moreover, 1JN = O(hN) if x(t) is of bounded variation on this interval; see Section 2. 

Remark 6.2 (simplified form of discrete approximations). Observe that if'l?(x,v,·) is a.e. 
continuous on [a, b] uniformly in (x, v) in some neighborhood of the optimal solution x(·), then the 
cost functional in (5.1) in problem (PN) can be replaced in Theorem 5.1 by 

(6.2) 
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similarly for the cost functional in problem (PN ), used in Theorem 6.1. Indeed, this is an easy 
consequence of the fact that T( 1J; hN) ~ 0 as N ~ oo for the averaged modulus of continuity (2.6) 

when 1J(x, v, ·) is a.e. continuous. Denote by (PN) the discrete approximation problem that differs 
from (PN) of that the cost functional (5.1) is replaced by the simplifled one (6.2). I:U what follows 
we consider both problems (PN) and (P N) using them to derive necessary optimality conditions 

I . 

for the original problem. The results obtained in these ways are distinguished by the assumptions . 
I 

on the initial data that allow us to justify the desired necessary optimality conditions. Namel:y, 
while the use of the simplified pr9blems (PN) as N ~ oo requires the a.e. cdntinuity assumption 
on 1J with respect oft (versus the measurability), it relaxes the requirements on the state space X 
needed in the case of (PN ); see (11, Chapter 6]. 
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