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#### Abstract

Robust Lipschitzian properties of set-valued mappings and marginal functions play a crucial role in many aspects of variational analysis and its applications, especially for issues related to variational stability and optimization. We develop an approach to variational stability based on generalized differentiation. The principal achievements of this paper include new results on coderivative calculus for set-valued mappings and singular subdifferentials of marginal functions in infinite dimensions with their extended applications to Lipschitzian stability. In this way we derive efficient conditions ensuring the preservation of Lipschitzian and related properties for set-valued mappings under various operations, with the exact bound/modulus estimates, as well as new sufficient conditions for the Lipschitz continuity of marginal functions.
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## 1 Introduction

Variational analysis has been well recognized as a fruitful area in applied mathematics dealing, first of all, with optimization-related issues while also applying variational principles and approaches to a large spectrum of problems. which may not be of a variational nature. We refer the reader to the books by Rockafellar and Wets [30], Borwein and Zhu [3], and Mordukhovich [18] for the key developments on basic theory of variational analysis and its numerous applications including those to various topics in operations research. Since nonsmooth functions, sets with nonsmooth boundaries, and set-valued mappings naturally and frequently arise in optimization-related problems and variational techniques, the qualitative and quantitative aspects of generalized differentiation lie at the very heart of variational analysis and its applications.

This paper mainly concerns developing a generalized differential approach to variational stability, which is understood here from the viewpoint of robust Lipschitzian behavior of set-valued mappings and marginal functions preserved under perturbations of the initial data. Indeed, such a robust Lipschitzian stability plays a crucial role in many aspects of variational analysis and optimization, especially those related to sensitivity of feasible and optimal solution sets under parameter perturbations; see the afore-mentioned books and
also the ones by Bonnans and Shapiro [2] and by Facchinei and Pang [6] with the extended bibliographies therein.

The main single tool of our analysis is the construction of coderivative (adjoint derivative) for set-valued mappings introduced by Mordukhovich [13] and then developed and applied in many publications; see, e.g., Borwein and Zhu [3], Dontchev, Lewis and Rockafellar [5], Ioffe [7], Ioffe and Penot [8], Jourani and Thibault [9, 10], Levy and Mordukhovich [11], Mordukhovich [1-1. 15, 16, 17, 18], Mordukhovich and Shao [21, 22, 23], Outrata [25], Penot [26], Rockafellar and Wets [30], Thibault [32], Treiman [33], Ye and Ye [35], Ye and Zhu [36], and the references therein.

It is well known (see Mordukhovich [14] and Rockafellar and Wets [30]) that robust Lipschitzian behavior of set-valued mappings $F: X \Rightarrow Y$ between finite-dimensional spaces $X$ and $Y$ can be completely characterized by using the normal coderivative of $F$ at the reference graph point $(\bar{r}, \bar{g}) \in$ giphi $F$ defined by

$$
\begin{equation*}
D_{N}^{*} F(\bar{x}, \bar{y})\left(y y^{*}\right):=\left\{r^{*} \in X^{*} \mid\left(x^{*},-y^{*}\right) \in N((\bar{x}, \bar{y}) ; \operatorname{gph} F)\right\} \tag{1.1}
\end{equation*}
$$

via the nonconvex normal cone introduced by Mordukhovich [12]. In infinite-dimensional spaces $X$ and $Y$, coderivative constructions of type (1.1) do not provide anymore characterizations of Lipschitzian stability: Such characterizations of the classical Lipschitz continuity and its proper set-valued comuterpart. known as the Aubin "pseudo-Lipschitzian" (or Lipschitz-like) property; were established in Mordukhovich [16] and Mordukhovich and Shao [23] involving the so-called mircd codernuative $D_{M}^{*} F(\bar{x}, \bar{y})$, which is generally different from (1.1) in infinite dimensions: sec Section 2. Moreover, the usage of both normal and mixed coderivatives provides tuo-suded cstmates of the exact bounds for Lipschitzian moduli, which give precise formulas to compute the exact bounds under certain coderivative normality conditions; see Mordukhovich [17. 18].

In this paper we develop new results of coderivative calculus that, being combined wah the afore-mentioned characterizations, allow us to ensure the preservation of robust Lipschitzian stability under various compositions of set-ralued mappings, together with relationships between the corresponding exact Lipschitzian bounds. As consequences of these results, we derive efficient conditions for preserving the related metric regularity and openness/covering properties of set-valued mappings under compositions, with relationships between their exact bounds.

The usage of mixed coderivatives allows us to estallish also new upper estimates for singular subgradients of the so-called margmal functions of the type

$$
\begin{equation*}
\mu(x):=\inf _{y \in F(y)} f(x, y) \tag{1.2}
\end{equation*}
$$

generated by a set-vaiued mapping $F: X=Y$ between Banach spaces and an extended-real-valued function $\varphi: X \times Y \rightarrow \overline{\mathbb{R}}:=(-\infty, x)$. Functions of this type are intrinsically nonsmooth and highly inportant in the theory of variational analysis and its numerous applications, particularly to optimization and control, where they are often called the value functions (and also as the Hamilton-Jacobi-Bellman-Isaacs functions in the calculus of variations, optimal control, and differential games); see, e.g., Clarke et al. [4], Rockafellar and

Wets [30], Vinter [34]. and the references therein. Based on the refined upper estimates obtained and on subdifferential characterizations of the classical Lipschitz continuity that goes back to Rockafellar [29; in finite dimensions, we derive new efficient conditions ensuring local Lipschitz behavior for the general class of marginal functions (1.2) and their modifications in the case of infinite-dimensional spaces; this is undoubtedly needed for many applications.

The rest of the pipler is organized as follows. Section 2 reviews preliminary material from variational analsi: and generalized differentiation widely used to derive the main results in the subsequ-lit sections.

Section 3 is devotin to coderivative calculus. The main resuit here is a new chain rule for mixed coderivatico of compositions we label as zero chain rule. In contrast to general coderivative chain ruls for both normal and mixed coderivatives, which inevitably require the usage of the normil coderivative for inner mappings in compositions, the new result applies only to mixed coderivatives of compositions at zero value $y^{*}=0$ of the coderivative argument. But this is exactly what we need for applications to robust Lipschitzian stability!

The main topic of Section 4 is the preservation of robust Lipschitzian stability (with the corresponding calculus for the exact bounds) under various operations on set-valued mappings. Despite its undoubted importance this topic has not drawn much attention in the literature; some results are available in the book by Rockafellar and Wets [30] in finite dimensions and will also appear in the book by Mordukhovich [18] in infinite-dimensional spaces. We derive refined conditions in this direction for fairly general settings based on the mentioned coderivative criteria for Lipschitzian stability and on the special zero calculus results established in Section 3. In contrast to finite dimensions, the infinite-dimensional consideration requires the usage of the recently developed calculus of sequential normal compactness, by which we mean results on preserving certain compactness-like properties in variational analysis unavoidably needed in infinite-dimensional spaces; see Section 2.

The concluding Section 5 is devoted to the study of marginal functions of type (1.2) as well as their extensions covering. in particular. the distance function to moving sets. The principal new relationship established between the singular subdifferential of (1.2) and the mixed coderivative of the generating mapping $F$ is obtained in the form

$$
\begin{equation*}
\partial^{\mathrm{x}} \mu(x) \subset \bigcup_{\left.y \in S_{1}, x\right)}\left\{r^{*} \in X^{*} \mid x^{*} \in D_{\mathrm{N}} F(\bar{r}, \bar{y})(0)\right\} \tag{1.3}
\end{equation*}
$$

provided that $\varphi$ is locally Lipschitzian. where

$$
\begin{equation*}
S(x):=\{y \in F(x) \mid \mu(x)=\hat{r}(x, y)\} \tag{1.4}
\end{equation*}
$$

stands for the minimum/solution map to the parameterized optimizatien problem in (1.2). Inclusion (1.3) improves previously known results of this type. where $D_{M}^{*}$ is replaced by the normal coderivative (1.1). Based on (1.3), we derive new conditions ensuring local Lipschitz continuity of marginal functions via the mixed coderivative of the generating mapping $F$. Taking into account the well-developed calculus for mixed coderivatives, this allows us to establish efficient results for Lipschitz continuity of marginal/value functions in specific

- classes of parametric optimization problems, where $F(x)$ describe (moving) sets of feasible solutions. It covers, in particular, mathematical problems with equilibrium constraints
(MPECs) corresponding to $F(x)$ arose as solution sets to lower level optimization problems, or-more generally-to parametric variational inequalities and complementarity relations.

Throughout the paper we use standard notation of variational analysis and generalized differentiation. Given a set-valued mapping $F: X \Rightarrow X^{*}$ between a Banach space $X$ and its topological dual $X^{*}$, denote

$$
\begin{aligned}
\operatorname{Limsup}_{x \rightarrow \bar{x}} F(x):=\left\{x^{*} \in X^{*} \mid\right. & \exists \text { sequence } x_{k} \rightarrow \bar{x} \text { and } x_{k}^{*} \xrightarrow{w^{*}} x^{*} \\
& \text { with } \left.x_{k}^{*} \in F\left(x_{k}\right) \text { for all } k \in \mathbb{N}\right\}
\end{aligned}
$$

the sequential Painleve-Kuratowski upper/outer limit with respect to the norm topology of $X$ and the weak topology of $X^{*}$, where $I N:=\{1,2, \ldots\}$. Recall that the norm of any homogeneous multifunction $F: X \rightrightarrows Y$ is defined by

$$
\|F\|:=\sup \{\|y\| \mid y \in F(x) \text { and }\|x\| \leq 1\}
$$

## 2 Preliminaries

This section mostly contains some preliminary material on generalized differentiation widely used in what follows. We refer the reader to the book by Mordukhovich [18] for more details and discussions. Unless otherwise stated, all the spaces under consideration are Banach. As usual, $\mathbb{B}$ and $\mathbb{B}^{*}$ stand for the closed unit balls of the space in question and its dual.

Given $\Omega \subset X$ and $\varepsilon \geq 0$, define the collection of $\varepsilon$-normals to $\Omega$ at $\bar{x} \in \Omega$ by

$$
\begin{equation*}
\widehat{N}_{\varepsilon}(\bar{x} ; \Omega):=\left\{x^{*} \in X^{*} \left\lvert\, \limsup _{x \rightarrow \bar{x}} \frac{\left\langle x^{*}, x-\bar{x}\right\rangle}{\|x-\bar{x}\|} \leq \varepsilon\right.\right\} \tag{2.1}
\end{equation*}
$$

where $x \xrightarrow{\Omega} \bar{x}$ means that $x \rightarrow \bar{x}$ with $x \in \Omega$. When $\varepsilon=0$, the set $\widehat{N}(\bar{x} ; \Omega):=\widehat{N}_{0}(\bar{x} ; \Omega)$ in (2.1) is a cone called the prenormal cone or the Fréchet normal cone to $\Omega$ at $\bar{x}$.

The basic/limiting normal cone $N(\bar{x} ; \Omega)$ is obtained from $\widehat{N}_{\varepsilon}(x ; \Omega)$ by taking the sequential Painlevé-Kuratowski upper limit in the weak* topology of $X^{*}$ as

$$
\begin{equation*}
N(\bar{x} ; \Omega):=\underset{\substack{x \frac{\Omega}{\varepsilon!0} \\ \operatorname{Limsup}}}{ } \widehat{N}_{\varepsilon}(x: \Omega) \tag{2.2}
\end{equation*}
$$

where one can put $\varepsilon=0$ when $\Omega$ is closed around $\bar{x}$ and the space $X$ is Asplund, i.e., a Banach space whose separable subspaces have separable duals. This class of spaces is sufficiently large including, in particular, every reflexive space; see, e.g., the book by Phelps [27] for more information and references.

Let $\varphi: X \rightarrow \overline{\mathbb{R}}$ be an extended-real-valued function finite at $\bar{x}$. The set

$$
\begin{equation*}
\widehat{\partial}_{\varepsilon} \varphi(\bar{x}):=\left\{x^{*} \in X^{*} \left\lvert\, \liminf _{x \rightarrow \bar{x}} \frac{\varphi(x)-\varphi(\bar{x})-\left\langle x^{*}, x-\bar{x}\right\rangle}{\|x-\bar{x}\|} \geq-\varepsilon\right.\right\} \tag{2.3}
\end{equation*}
$$

is called the (Fréchet-like) $\varepsilon$-subdifferential of $\varphi$ at $\bar{x}$. The basic/limiting subdifferential of $\varphi$ at $\bar{x}$ is defined by

$$
\begin{equation*}
\partial \varphi(\bar{x}):=\underset{\substack{\underset{\sim}{\rightarrow} \dot{x} \\ \varepsilon \downarrow 0}}{\limsup } \widehat{\partial}_{\varepsilon} \varphi(x), \tag{2.4}
\end{equation*}
$$

where $x \xrightarrow{\varphi} \bar{x}$ means that $x \rightarrow \bar{x}$ and $\varphi(x) \rightarrow \varphi(\bar{x})$. Note that $\widehat{\partial}_{\varepsilon} \varphi$ can be replaced by $\widehat{\partial} \varphi:=\widehat{\partial}_{0} \varphi$ in (2.4) when $X$ is Asplund while $\varphi$ is lower semicontinuous (l.s.c.) around $\bar{x}$. Let us mention an equivalent geometric definition of the basic subdifferential (2.4) by

$$
\partial_{\varphi}(\bar{x})=\left\{x^{*} \in X^{*} \mid\left(x^{*},-1\right) \in N((\tilde{x}, \varphi(\bar{x})) ; \operatorname{epi} \varphi)\right\}
$$

via the epigraphical at epi $\hat{\sim}:=\{(x \cdot \mu) \in X \times \mathbb{R} \mid \mu \geq \varphi(x)\}$.
The singular subdifferential of ; $: X \rightarrow \overline{\mathbb{R}}$ at $\bar{x}$ is defined by

This construction makes sense only for non-Lipschitzian functions, since $\partial^{\infty} \varphi(\bar{x})=\{0\}$ if $\varphi$ is Lipschitz continuonn aromud $\bar{r}$. .iote that $\varepsilon>0$ can be omitted in (2.5) if $X$ is Asplund and $\varphi$ is l.s.c. around ir.

Let $F: X \rightrightarrows Y$ be a set-ralued mapping between Banach spaces with the graph

$$
\operatorname{gph} F:=\{(x \cdot y) \in X \times Y \mid y \in F(x)\}
$$

The normal coderivative $D_{V}^{*} F(\bar{x}, \bar{y}): Y^{*}=X^{*}$ of $F$ at $(\bar{x}, \bar{y})$ is defined by

$$
\begin{equation*}
D_{N}^{*} F(\bar{x} \cdot \bar{y})\left(y^{*}\right):=\left\{x^{*} \subseteq X^{*} \mid\left(r^{*} .-y^{*}\right) \in N((\bar{x}, \bar{y}) ; \operatorname{gph} F)\right\} \tag{2.6}
\end{equation*}
$$

and the corresponding mixed codernatue is

$$
\begin{align*}
& D_{M}^{*} F(\bar{x}, \bar{y})\left(y^{*}\right):=\left\{\begin{array}{c}
r^{*}=X^{*} \equiv z_{k}:\left(0 .\left(r_{k}, y_{k}\right) \xrightarrow{g p_{h} F}(\bar{x}, \bar{y}), x_{k}^{*} \xrightarrow{w^{*}} x^{*},\right.
\end{array}\right.  \tag{2.7}\\
& \left.y_{k}^{*} \xrightarrow{2} \text { with }\left(x_{k}^{*}--y_{k}^{*}\right) \in \hat{N}_{\varepsilon_{k}}\left(\left(x_{k}, y_{k}\right) ; \operatorname{gph} F\right)\right\},
\end{align*}
$$

 convergence in the dual space; we omil $\mid ;$ in what follows. One can put $\varepsilon_{k}=0$ in (2.7) if $X$ and $Y$ are Asplund and if the graph of $F$ is chosed aromed $(\bar{x}, \bar{y})$. Clearly

$$
D_{M}^{*} F(\bar{x}, \bar{y})\left(y^{*}\right) \subset D_{i}^{-} F(\tilde{r}, i) \| \eta^{\prime} \text {, for all } y^{*} \in Y^{*}
$$

where the equality obviously holds if dim $><x$. While the inclusion may be strict in any infinite-dimensional space I' even for Lipschitz continuous and Fréchet differentiable mappings on $\mathbb{R}$. The equality

$$
\left\|D_{M}^{*} F(\bar{x}, \bar{y})\right\|=\left\|D_{i}^{*} F(\bar{i}, \bar{y})\right\|
$$

defines the class of coderivatively normal mappings $F$ at $(\bar{x}, \bar{y})$. This class is rather large (see sufficient conditions presented in Mordukhovich [17, Proposition 3.2] and in Subsection 4.2.1 of the afore-mentioned book) particularly including all strictly differentiable mappings, convex-graph mappings, and the so-called strictly Lipschitzian mappings on Asplund spaces. The latter notion for locally Lipschitzian mappings $f: X \rightarrow Y$. into infinite-dimensional
spaces was defined by Mordukhovich and Shao [20] via the existence of a convergent subsequence for any sequence in the form

$$
\frac{f\left(x_{k}+t_{k} v\right)-f\left(x_{k}\right)}{t_{k}} \text { as } x_{k} \rightarrow \ddot{x} \text { and } t_{k} \downarrow 0
$$

whenever $v$ belongs to some neighborhood of the origin in $X$, but it happened to be equivalent to the major version of "compactly Lipschitzian" mappings introduced and studied much earlier by Thibault [31].

One of the most fundamental differences between variational analysis in finite and infinite dimensions, crucial for many aspects of generalized differentiation and optimization, is the necessity of imposing additional compactness-like requirements in infinite-dimensional settings that ensure nontriviality while passing to the limit in the weak* topology. In this paper we use the following general properties that are automatic in finite dimensions, hold for "reasonably good" sets and mappings, and are preserved under various operations.

A set $\Omega$ is sequentially normally compact (SNC) at $\bar{x}$ if for any sequences $\varepsilon_{k} \downarrow 0, x_{k} \xrightarrow{\Omega} \bar{x}$, and $x_{k}^{*} \in \widehat{N}_{\varepsilon_{k}}\left(x_{k} ; \Omega\right)$ one has

$$
\left[x_{k}^{*} \xrightarrow{u^{*}} 0\right] \Longrightarrow\left[\left\|x_{k}^{*}\right\| \rightarrow 0\right] \text { as } k \rightarrow \infty,
$$

where $\varepsilon_{k}$ can be omitted if $X$ is Asplund and if $\Omega$ is locally closed around $\bar{x}$. The SNC condition is automatic when $\Omega$ satisfies the so-called "compactly epi-Lipschitzian" property in the sense of Borwein and Strojwas, particularly when it is convex and finite-codimensional with nonempty relative interior.

A set-valued mapping $F: X \Longrightarrow Y$ is $S N C$ at $(\bar{x}, \bar{y}) \in \operatorname{gph} F$ if its graph enjoys this property. For the case of mappings, a more subtle partial $S N C$ (i.e., PSNC) property can be defined. We say that $F$ is PSNC at $(\bar{x}, \bar{y})$ if for any sequences $\varepsilon_{k} \downarrow 0,\left(x_{k}, y_{k}\right) \xrightarrow{\operatorname{gph} F}(\bar{x}, \bar{y})$, and $\left(x_{k}^{*}, y_{k}^{*}\right) \in \widehat{N}_{\varepsilon_{k}}\left(\left(x_{k}, y_{k}\right) ;\right.$ gph $\left.F\right)$ one has

$$
\left[x_{k}^{*} \xrightarrow{\omega^{*}} 0,\left\|y_{k}^{*}\right\| \rightarrow 0\right] \Longrightarrow\left[\left\|x_{k}^{*}\right\| \rightarrow 0\right] \text { as } k \rightarrow \infty
$$

where $\varepsilon_{k}=0$ in the Asplund space and closed graph setting. The PSNC property always holds when $F$ is Lipschitz-like around ( $\bar{x}, \bar{y}$ ) in the following sense of Aubin [1]: there exist neighborhoods $U$ of $\bar{x}$ and $V$ of $\bar{y}$ as well as modulus $(\geq 0$ such that

$$
\begin{equation*}
F(u) \cap V \subset F(v)+\ell\|u-v\| \mathbb{B} \text { whenever } u, v \in U \tag{2.8}
\end{equation*}
$$

This reduces to the classical (Hausdorff) local Lipschitzian behavior of $F$ around $\bar{z}$ corresponding to $V=Y$ in (2.8). The infimum of all Lipschitzian moduli $\ell$ in (2.8) is called the exact Lipschitzian bound of $F$ around $(\bar{x}, \bar{y})$ and is denoted by $\operatorname{lip} F(\bar{x}, \bar{y})$.

The Lipschitz-like property of $F$ around $(\bar{x}, \bar{y})$ is known to be equivalent to the metric regularity and covering/linear openness properties of the inverse mapping $F^{-1}$ around $(\bar{y}, \bar{x})$, with the exact bound relationships

$$
\begin{equation*}
\operatorname{reg} F^{-1}(\bar{y}, \ddot{x})=\operatorname{cov} F^{-1}(\bar{y}, \bar{x})^{-1}=\operatorname{lip} F(\bar{x}, \bar{y}) . \tag{2.9}
\end{equation*}
$$

These three equivalent properties play a fundamental role in many aspects of nonlinear analysis, especially those related to optimization.

An extended-real-valued functions $\varphi$ on $X$ is sequentially normally epi-compact (SNEC) at $\bar{x}$ if its epigraph is SNC at $(\bar{x}, \varphi(\bar{x}))$. This property always holds for locally Lipschitzian functions and their appropriate extensions.

Finally in this section, we formulate two fundamental results of variational analysis that give coderivative/subdifferential characterizations of robust Lipschitzian properties for setvalued mappings and extended-real-valued functions, respectively. These results form the basis for developments in this paper.

Theorem 2.1 (coderivative/subdifferential characterizations of local Lipschitz continuity). Let the spaces under consideration are Asplund. Then the following hold:
(i) A closed-graph mapping $F: X \Rightarrow Y$ is Lipschitz-like around $(\bar{x}, \bar{y}) \in \operatorname{gph} F$ if and only if $D_{M}^{*} F(\bar{x}, \bar{y})(0)=\{0\}$ and $F$ is PSNC at $(\bar{x}, \bar{y})$. In this case

$$
\left\{D_{.1}^{*} F(\bar{x}, \bar{y})\|\leq \operatorname{lip} F(\bar{x}, \bar{y}) \leq\| D_{N}^{*} F(\bar{x}, \bar{y}) \|\right.
$$

for the exact Lipschitzian bound of $F$ around $(\bar{x}, \bar{y})$, where the upper estimate is fulfilled when $\operatorname{dim} X<\infty$. Thus

$$
\operatorname{lip} F(\bar{x}, \bar{y})=\left\|D_{M}^{*} F(\bar{x}, \bar{y})\right\|=\left\|D_{N}^{*} F(\bar{x}, \bar{y})\right\|
$$

if in addition $F$ is coderivatively normal at ( $\bar{x}, \bar{y}$ ).
(ii) A l.s.c. function $\varphi: X \rightarrow \overline{\mathbb{R}}$ finite at $\bar{x}$ is locally Lipschitzian around $\bar{x}$ if and only if $\partial^{\infty} \varphi(\bar{x})=\{0\}$ and $f$ is SNEC at this point.

## 3 Coderivative Calculus

In this section we derive a new zero chain rule for mixed coderivatives and present some of its useful subsequences. Let us start with the formulation of a fuzzy sum rule for $\varepsilon$-coderivai .s of set-valued mappings $F: X \nexists Y^{\prime}$ at $(\bar{r}, \bar{y}) \in \operatorname{gph} F$ defined by

$$
\widehat{D}_{\varepsilon}^{*} F(\bar{x}, \bar{y})\left(y^{*}\right):=\left\{r^{*} \in N^{*} \mid\left(r^{*},-y^{*}\right) \in \hat{N}_{\varepsilon}((\bar{r}, \bar{y}) ; \operatorname{gph} F)\right\}
$$

via the set of $\varepsilon$-normals given in (2.1). The following result. ased in the proof of the main theorem in this section, is a simplification of a nore general fuzzy rule for $\varepsilon$-coderivatives established by Mordukhovich and Shaw [22!.

Lemma 3.1 (fuzzy sum rule for $\varepsilon$-coderivatives). Let $X$ and $Y$ be Asplund spaces, let $F_{i}: X \Rightarrow Y, i=1,2$, be set-valued mappings. and lct $\geq \geq 0$. Fix

$$
\bar{y} \in\left(F_{1}+F_{2}\right)(\bar{x}) \text { with } \bar{y}=\bar{y}_{1}+\bar{y}_{2} \text { and } \bar{y}_{1} \in F_{i}(\bar{x}) \text { as } i=1,2
$$

and assume that either $F_{1}$ is Lipschitz-like around $\left(\bar{x}, \bar{y}_{1}\right)$. or $F_{2}$ is Lipschitz-like around $\left(\bar{x}, \bar{y}_{2}\right)$. Then for every $x^{*} \in \widehat{D}_{\varepsilon}^{*}\left(F_{1}+F_{2}\right)(\bar{x}, \tilde{y})\left(y^{*}\right)$ and every $\eta>0$ there are

$$
\left(x_{i}, y_{i}\right) \in \operatorname{gph} F_{i} \cap\left[\left(\bar{x}, \bar{y}_{i}\right)+\eta \mathbb{B}\right] \quad \text { and } x_{i}^{*} \in \hat{D}^{*} F_{i}\left(x_{i}, y_{i}\right)\left(y_{i}^{*}\right), \quad i=1,2,
$$

satisfying the estimates

$$
\left\|y_{i}^{*}-y^{*}\right\| \leq \varepsilon+\eta \text { and }\left\|x^{*}-x_{1}^{*}-x_{2}^{*}\right\| \leq \varepsilon+\eta \text {. }
$$

Recall that a set-ralued mapping $S: X \rightrightarrows Y$ is inner semicontinuous at $(\bar{x}, \bar{y}) \in \operatorname{gph} S$ if for every sequence $x_{k} \rightarrow \bar{x}$ with $S\left(x_{k}\right) \neq \emptyset$ there is a subsequence of $y_{k} \in S\left(x_{k}\right)$ converging to $\bar{y}$ as $k \rightarrow \infty$. The mapping $S$ is inner semicompact at $\bar{x}$ with $S(\bar{x}) \neq \emptyset$ if for every sequence $x_{k} \rightarrow \bar{x}$ with $S\left(x_{k}\right) \neq \emptyset$ there is a sequence $y_{k} \in S\left(x_{k}\right)$ containing a convergent subsequence.

Now given two set-ralued mappings $G: X \rightrightarrows Y$ and $F: X \times Y \rightrightarrows Z$, consider their general composition wher her by

$$
(F \circ G)(x):=\bigcup_{y \in G(x)} F(x, y) .
$$

Theorem 3.2 (zero coderivative chain rule for general compositions of set-valued mappings). Fix $\bar{z} \in(F \circ G)(\bar{x})$ and assume that the mappings $F$ and $G$ are closed-graph around the referenct !"mint. wnd that the spaces $X, Y$, and $Z$ are Asplund. Define.

$$
S_{(r . z)}:=\{y \in G(x) \mid z \in F(x, y)\} .
$$

(i) Suppose that $S$ in mur scmurontinuous at $((\bar{x}, \bar{z}), \bar{y}) \in \operatorname{gph} S$ and that $F$ is Lipschitzlike around $((\bar{x}, \vec{y}), \bar{z})$. Then

$$
D_{M}^{*}(F \circ G)(\bar{x}, \bar{z})(0) \subset\left\{r^{*} \in X^{*} \mid x^{*} \in D_{M}^{*} G(\bar{x}, \bar{y})(0)\right\}
$$

(ii) Suppose that $S$ is inner semmompact at $(\bar{x}, \bar{z})$ and that $F$ is Lipschitz-like around $((\bar{x}, \bar{y}), \bar{z})$ for all $\bar{y} \in S(\bar{x}, \bar{z})$. Then,

$$
D_{M}^{*}(F \circ G)(\bar{x}, \bar{z})(0) \subset \bigcup_{y \in S(i, z)}\left\{x^{*} \in X^{*} \mid x^{*} \in D_{M}^{*} G(\bar{x}, \bar{y})(0)\right\}
$$

Proof. It is sufficient to justify assertion (i). since the proof of (ii) is similar. Define the auxiliary mapping

$$
\begin{equation*}
H(x, y):=F(x, y)+\Delta((x, y): g p h G), \tag{3.1}
\end{equation*}
$$

where the set indicator mapping $\Delta_{(: \Omega \Omega}$ is given $), \lambda_{(u: \Omega)}:=0$ if $w \in \Omega$ and $\Delta(w ; \Omega):=0$ otherwise. Fix an arbitrary element $r^{*} \in D_{i}(F \subset G)(\bar{x}, \bar{z})(0)$ and, using definition (2.7) of the mixed coderivative. find $z_{k}$. $0 . r_{k}-\bar{x}, z_{k} \rightarrow \sum_{k}^{*} \xrightarrow{u^{*}} x^{*}$, and $z_{k}^{*} \rightarrow 0$ (converging by norm) as $k \rightarrow \infty$ such that

$$
\begin{equation*}
z_{k} \in(F \circ G)\left(x_{k}\right) \text { and }\left(x_{k}^{*}-z_{k}^{*}\right) \in \hat{r}_{\Sigma_{k}}\left(\left(, r_{k}, z_{k}\right): \operatorname{gph}(F \circ G)\right), \quad k \in \mathbb{N} . \tag{3.2}
\end{equation*}
$$

Since $S$ is inner semicontinuous at $((\bar{x}, \bar{z}), \bar{y})$. find $y_{k} \in S\left(x_{k}, z_{k}\right)$ whose subsequence converges (without relabeling) to some $\bar{y}$. We have $\bar{\eta} \in S(\bar{r}, 亏$ ) by the closed-graph assumptions of the theorem. It is easy to observe from (3.2) that

$$
\left(x_{k}^{*}, 0,--z_{k}^{*}\right) \in \widehat{N}_{\varepsilon_{k}}\left(\left(x_{k}, y_{k}, z_{k}\right): \operatorname{gph} H\right) \Longleftrightarrow\left(x_{k}^{*} \cdot 0\right) \in \widehat{D}_{\varepsilon_{k}}^{*} H\left(x_{k}, y_{k}, z_{k}\right)\left(z_{k}^{*}\right), \quad k \in \mathbb{N},
$$

by the construction of $\varepsilon$-coderivatives. Taking into account the sum structure of the mapping $H$ in (3.1) and using Lemma 3.1 along a fixed sequence $\eta_{k} \downarrow 0$, find
$\left(\left(x_{1 k}, y_{1 k}\right), z_{1 k}\right) \in \operatorname{gph} F, \quad\left(x_{2 k}, y_{2 k}\right) \in \operatorname{gph} G, \quad\left(x_{1 k}^{*}, y_{1 k}^{*}\right) \in \widehat{D}^{*} F\left(x_{1 k}, y_{1 k}, z_{1 k}\right)\left(z_{1 k}^{*}\right)$, and $\left(x_{2 k}^{*}, y_{2 k}^{*}\right) \in \widehat{N}\left(\left(x_{2 k}, y_{2 k}\right) ; \operatorname{gph} G\right)$ as $k \in \mathbb{N}$
satisfying the estimates

$$
\begin{aligned}
& \left\|\left(x_{1 k}, y_{1 k}, z_{1 k}\right)-\left(x_{k}, y_{k}, z_{k}\right)\right\| \leq \eta_{k}, \quad\left\|\left(x_{2 k}, y_{2 k}\right)-\left(x_{k}, y_{k}\right)\right\| \leq \eta_{k}, \\
& \left\|\left(x_{k}^{*}, 0\right)-\left(x_{1 k}^{*}, y_{1 k}^{*}\right)-\left(x_{2 k}^{*}, y_{2 k}^{*}\right)\right\| \leq \varepsilon_{k}+\eta_{k}, \quad\left\|z_{1 k}^{*}-z_{k}^{*}\right\| \leq \varepsilon_{k}+\eta_{k} .
\end{aligned}
$$

Since $\left\|z_{k}^{*}\right\| \rightarrow 0$ and $\left\|z_{1 k}^{*}-z_{k}^{*}\right\| \leq \varepsilon_{k}+\eta_{k}$, we have $\left\|z_{1 k}^{*}\right\| \rightarrow 0$ as $k \rightarrow \infty$. The Lipschitz-like assumption on $F$ ensures, by Theorem 2.1(i), that $F$ is PSNC at $((\bar{x}, \tilde{y}), \bar{z})$, which implies that $\left\|\left(x_{1 k}^{*}, y_{1 k}^{*}\right)\right\| \rightarrow 0$. Combining this with

$$
\left\|x_{k}^{*}-x_{1 k}^{*}-x_{2 k}^{*}\right\| \leq \varepsilon_{k}+\eta_{k}, \quad\left\|y_{1 k}^{*}+y_{2 k}^{*}\right\| \leq \varepsilon_{k}+\eta_{k}, \text { and } x_{k}^{*} \xrightarrow{w^{*}} x^{*},
$$

we conclude that $x_{2 k}^{*} \xrightarrow{u^{*}} 0$ and $\left\|y_{2 k}^{*}\right\| \rightarrow 0$ as $k \rightarrow \infty$, and thus $x^{*} \in D_{M}^{*} G(\bar{x}, \bar{y})(0)$. This completes the proof of the theorem.

Theorem 3.2 immediately applies, without any change, to standard compositions of set-valued mappings when $F=F(y)$, and also to special cases of single-valued mappings in compositions. Let us present its corollary for the case of single-valued inner mappings $G=g: X \rightarrow Y$ when the inner semicontinuity assumption in (i) holds automatically.

Corollary 3.3 (zero chain rule with single-valued inner mappings). Under the general assumptions of Theorem 3.2 , suppose that $g: X \rightarrow Y$ is continuous around $\bar{x}$ while $F: Y \rightrightarrows Z$ is Lipschitz-like around $(g(\bar{x}), \bar{z})$. Then

$$
D_{M}^{*}(F \circ g)(\bar{x} . \bar{z})(0) \subset\left\{x^{*} \in X^{*} \mid x^{*} \in D_{M}^{*} g(\bar{x})(0)\right\}
$$

Another corollary of Theorem 3.2 concerns the so-called reversed mixed coderivative of $F: X \Rightarrow Y$ at $(\bar{x}, \bar{y}) \in \operatorname{gph} F$ defined by

$$
\widetilde{D}_{M}^{*} F(\bar{x}, \tilde{y})\left(y^{*}\right):=\left\{x^{*} \in X^{*} \mid y^{*} \in-D_{M}^{*} F^{-1}(\bar{y}, \bar{x})\left(-x^{*}\right)\right\},
$$

which is convenient for characterizing the metric regularity and covering/openness properties; cf. Mordukhovich [16], Mordukhovich and Shao [23], and Penot [26]. The result of Theorem 3.2 allows us to derive a useful relationship for the kernel

$$
\operatorname{ker} \tilde{D}_{M}^{*} F(\bar{x}, y):=\left\{y^{*} \in Y^{*} \mid 0 \in \tilde{D}_{M}^{*} F(\bar{x}, \bar{y})\left(y^{*}\right\}\right.
$$

of the reversed mixed coderivative under compositions.
Corollary 3.4 (kernels of reversed mixed coderivatives under compositions). Let $\bar{z} \in(F \circ G)(\bar{x})$, where $G: X \rightrightarrows Y$ and $F: Y \rightrightarrows Z$ are closed-graph mappings between Asplund spaces. Assume that the mapping $S(x, z):=G(x) \cap F^{-1}(z)$ is inner semicompact. at $(\bar{x}, \bar{z})$ and that $G$ is metrically regular around $(\bar{x}, \bar{y})$ for all $\bar{y} \in S(\bar{x}, \bar{z})$. Then

$$
\operatorname{ker} \widetilde{D}_{M}^{*}\langle F \circ G)(\bar{x}, \bar{z}) \subset \bigcup_{\bar{y} \in S(\bar{i}, \bar{z})} \operatorname{ker} \widetilde{D}_{M}^{*} F(\bar{y}, \bar{z})
$$

Proof. Fix $z^{*} \in \operatorname{ker} \widetilde{D}_{M}^{*}(F \circ G)(\bar{x}, \bar{z})$ and use the identity

$$
(F \circ G)^{-1}=G^{-1} \circ F^{-1} .
$$

Then the relation $0 \in \tilde{D}_{A}^{*}(F \circ G)(\bar{x}, \bar{z})\left(z^{*}\right)$ is equivalent to $-z^{*} \in D_{M}^{*}(F \circ G)^{-1}(\bar{z}, \bar{x})(0)$. Since the metric regularity of $G$ around $(\bar{x}, \bar{y})$ is equivalent to the Lipschitz-like property of $G^{-1}$ around ( $\bar{y}, \bar{x}$ ), we get from Theorem 3.2 that

$$
-z^{*} \in D_{M}^{*} F^{-1}(\bar{z}, \bar{y})(0) \text { for some } \bar{y} \in S(\bar{x}, \bar{z})
$$

This gives $\left.0 \in \tilde{D}_{M}^{*} F^{*}[\mid=)^{*}\right)$ and thus $z^{*} \in \operatorname{ker} \tilde{D}_{M}^{*} F(\bar{y}, \bar{z})$, which completes the proof of the corollary.

## 4 Robust Lipschitzian Stability

This section concerns calculun, of Lipschitzian stability by which we understand efficient conditions ensuring the preservatuon of robust Lipschitzian properties under various operations. As usual, we pay the main attention to the general Lipschitz-like property of set-valued mappings. The calculus/preservation results established for this property easily imply the corresponding results for the classical local Lipschitzian property, as well as for metric regularity and covering via inverse mappings. Observe that we also obtain relationships for the corresponding exact bounds under various compositions.

Our first result in this section ensures the preservations of the Lipschitz-like property under general compositions of set-valued mappings.

Theorem 4.1 (Lipschitz-like property under general compositions). Considering closed-graph mappings $F: X \times Y^{\prime}=Z$ and $G: X=Y$ between Asplund spaces, take a point $\bar{z} \in(F \circ G)(\bar{x})$ such that $\mathrm{gph}(F \circ G)$ is locally closed around $(\bar{x}, \bar{z})$ and define

$$
S(, r, z):=\{u \in C(x): \in f(r, y)\} .
$$

Then the composition $F \circ G$ is Lipschtu-hky (ivumd $\bar{x}$, $\bar{j}$ ) cach of the following two cases:
(i) $S$ is inner semicontinuous at $(1, \bar{x}, \bar{z})$. in) $\because$, $\mathrm{p}_{\mathrm{h}} \mathrm{S}$. $F$ is Lipschitz-like around $((\bar{x}, \bar{y}), \bar{z})$, and $G$ is Lipschitz-like around ( $\bar{x} \cdot \bar{j})$.
(ii) $S$ is inner semicompact at $(\bar{x}, \bar{\forall})$, and for rery $\bar{y} \in S(\bar{x}, \bar{z})$ the mapping $F$ is Lipschitz-like around $((\bar{x}, \bar{y}), \bar{z})$ while $G$ is Lipschitz-like around $(\bar{x}, \bar{y})$.

Proof. It is sufficient to justify (i) observing that the proof of (ii) is similar. Since $G$ is Lipschitz-like around ( $\bar{x}, \bar{y}$ ), we get from Theorem 2.1(i) that $D_{M}^{*} G(\bar{x}, \bar{y})(0)=\{0\}$. The new zero chain rule from Theorem 3.2 allows us to conchade that $D_{M}^{*}(F \circ G)(\bar{x}, \bar{z})(0)=\{0\}$. Thus, by the characterization of Theorem 2.1(i), it remains to check that the composition $F \circ G$ is PSNC at $(\bar{x}, \bar{z})$.

To proceed, we take any sequences $\left(x_{k}, z_{k}, x_{k}^{*}, z_{k}^{*}\right)$ such that $\left(x_{k}, z_{k}\right) \rightarrow(\bar{x}, \bar{z}), x_{k}^{*} \xrightarrow{w^{*}} 0$, $\left\|z_{k}^{*}\right\| \rightarrow 0$ as $k \rightarrow \infty, z_{k} \in(F \circ G)\left(x_{k}\right)$. and

$$
\begin{equation*}
\left(x_{k}^{*},-z_{k}^{*}\right) \in \hat{N}\left(\left(x_{k}, z_{k}\right) ; \operatorname{gph}(F \circ G)\right) \text { for all } k \in L, \tag{4.1}
\end{equation*}
$$

observe that we omitted $\varepsilon_{k} \downarrow 0$ in comparison with the general definition of the PSNC property, since the spaces $X \times Z$ are Asplund and the graph of $F \circ G$ is locally closed. By the inner semicontinuous assumption on $S$ at $((\bar{x}, \bar{z}), \bar{y})$, we get $y_{k} \in S\left(x_{k}, z_{k}\right)$ such that $y_{k} \rightarrow \bar{y}$ along a subsequence still labeled $\left\{y_{k}\right\}$. Then arguing similarly to the proof of Theorem 3.2 with the usage the coderivative fuzzy sum rule from Lemma 3.1 , fix $\eta_{k} \downarrow 0$ and find by (4.1) some sequences

$$
\begin{align*}
& \left(x_{1 k}, y_{1 k}, z_{1 k}\right) \xrightarrow{\operatorname{gph} F}(\bar{x}, \bar{y}, \bar{z}), \quad\left(x_{2 k}, y_{2 k}\right) \xrightarrow{\operatorname{gph} G}(\bar{x}, \bar{y}),  \tag{4.2}\\
& \left(x_{1 k}^{*}, y_{1 k}^{*}\right) \in \widehat{D}^{*} F\left(x_{1 k}, y_{1 k}, z_{1 k}\right)\left(z_{1 k}^{*}\right), \quad \text { and }\left(x_{2 k}^{*}, y_{2 k}^{*}\right) \in \widehat{N}\left(\left(x_{2 k}, y_{2 k}\right) ; \operatorname{gph} G\right)
\end{align*}
$$

satisfying the estimates

$$
\begin{equation*}
\left\|\left(x_{k}^{*}, 0\right)-\left(x_{1 k}^{*}, y_{1 k}^{*}\right)-\left(x_{2 k}^{*}, y_{2 k}^{*}\right)\right\| \leq \eta_{k} \text { and }\left\|z_{1 k}^{*}-z_{k}^{*}\right\| \leq \eta_{k} \tag{4.3}
\end{equation*}
$$

It follows from (4.3) that $\left\|z_{1 k}^{*}\right\| \rightarrow 0$. By the PSNC property of $F$ implied by its assumed Lipschitz-like property; we get from (4.2) that $\left\|\left(x_{1 k}^{*}, y_{1 k}^{*}\right)\right\| \rightarrow 0$. Then (4.3) yields that $\left\|y_{2 k}^{*}\right\| \rightarrow 0$, and hence the Lipschitz-like property of $G$ ensures by (4.2) that $\left\|x_{2 k}^{*}\right\| \rightarrow 0$. This finally gives by (4.3) that $\left\|x_{k}^{*}\right\| \rightarrow 0$, which justifies the PSNC property of $F \circ G$ and completes the proof of the theorem.

Theorem 4.1 automatically applies to the standard compositions of set-valued mappings with $F=F(y)$. The next result gives more: it establishes a calculus rule for the exact Lipschitzian bounds under some additional assumptions.

Theorem 4.2 (Lipschitzian bounds under compositions). Let $G: X \Rightarrow Y$ and $F: Y \rightrightarrows Z$ be closed-graph mappings between Asplund spaces. Fix $\bar{z} \in(F \circ G)(\bar{x})$ such that $\operatorname{gph}(F \circ G)$ is locally closed around $(\bar{x}, \bar{z})$ and form the mapping $S(x, z)$ as in Theorem 4.1. The following assertions hold:
(i) Assume that $S$ is inner semicontinuous at $((\bar{x}, \bar{z}), \bar{y}) \in \operatorname{gph} S$. Then the composition $F \circ G$ is Lipschitz-like around $(\bar{x}, \bar{z})$ provided that $G$ is Lipschitz-like around $(\bar{x}, \bar{y})$ and that $F$ is Lipschitz-like around $(\bar{y}, \bar{z})$. If in addition $\operatorname{dim} X<\infty$ and the mappings $G$ and $F$ are coderivatively normal at $(\bar{x}, \bar{y})$ and $(\bar{y}, \bar{z})$, respectively, then

$$
\begin{equation*}
\operatorname{lip}(F \circ G)(\bar{x}, \bar{z}) \leq \operatorname{lip} G(\bar{x}, \bar{y}) \cdot \operatorname{lip} F(\bar{y}, \bar{z}) \tag{4.4}
\end{equation*}
$$

(ii) Assume that $S$ is inner semicompact at $(\bar{x}, \bar{z})$. Then $F \circ G$ is Lipschitz-like around $(\bar{x}, \bar{z})$ provided that $G$ is Lipschitz-like around $(\bar{x}, \bar{y})$ and $F$ is Lipschitz-like around $(\bar{y}, \bar{z})$ for all $\bar{y} \in S(\bar{x}, \bar{z})$. Moreover, one has

$$
\begin{equation*}
\operatorname{lip}(F \circ G)(\bar{x}, \bar{z}) \leq \max _{\bar{y} \in S(\bar{x}, \bar{z})} \operatorname{lip} G(\bar{x}, \bar{y}) \cdot \operatorname{lip} F(\bar{y}, \bar{z}) \tag{4.5}
\end{equation*}
$$

if in addition $\operatorname{dim} X<\infty$ while both $G$ and $F$ are coderivatively normal at $(\bar{x}, \bar{y})$ and $(\bar{y}, \bar{z})$, respectively, for all $\bar{y} \in S(\bar{x}, \bar{z})$.

Proof. First we justify the exact bound formula (4.4) in assertion (i). It follows from Theorem 4.5 in Mordukhovich [16] that the chain rule

$$
\begin{equation*}
D^{*}(F \circ G)(\bar{x}, \bar{z})\left(z^{*}\right) \subset D_{N}^{*} G(\bar{x}, \bar{y}) \circ D^{*} F(\bar{y}, \bar{z})\left(z^{*}\right), \quad z^{*} \in Z^{*} \tag{4.6}
\end{equation*}
$$

holds for both normal ( $D^{*}=D_{N}^{*}$ ) and mixed ( $D^{*}=D_{M}^{*}$ ) coderivatives of Lipschitzlike mappings between Asplund spaces; observe that the normal coderivative of the inner mapping $G$ is used in (4.6) in both cases of $D^{*}=D_{N}^{*}, D_{M}^{*}$. Taking into account the well-known relationship

$$
\left\|H_{1} \circ H_{2}\right\| \leq\left\|H_{1}\right\| \cdot\left\|H_{2}\right\|
$$

for the norms of any positively homogeneous set-valued mappings, we derive (4.4) from the chain rule (4.6) applici to both coderivatives $D^{*}=D_{N}^{*}, D_{M}^{*}$ and from the bound estimates of Theorem 2.1(i) held under the assumptions made.

The proof of (4.5) in assertion (ii) is similar. We need to observe only that the "max" in (4.5) is achieved, since the set $S(\bar{r}, \bar{z})$ is compact in the setting under consideration and the real-valued function lip $H(\cdot)$ is upper semicontinuous on the graph of any Lipschitz-like set-valued mapping $H(\cdot)$.

It is worth mentioning that the local closed-graph assumptions of Theorems 4.1 and 4.2 automatically hold when both $F$ and $G$ are locally closed-graph and the mappings $S$ therein are inner semicontinuous/semicompact around the reference points.

The following consequence of Theorem 4.2 specifies its assumptions for the case of singlevalued inner mappings.

Corollary 4.3 (Lipschitzian properties of compositions with single-valued inner mappings). Let $\bar{z} \in(F \circ G)(\bar{x})$. where $F: Y^{\prime} \exists Z$ is locally closed-graph around $(g(\bar{x}), \bar{z})$ while $g: X \rightarrow Y$ is locally Lipschtzaan around $\bar{x}$ in the Asplund space setting. Then $F \circ g$ is Lipschitz-like around $(\bar{x}, \bar{z})$ provided that $F$ is Lipschitz-like around $(g(\bar{x}), \bar{z})$. Moreover,

$$
\operatorname{lip}(F \circ g)(\bar{r}, \equiv) \leq \operatorname{lip} g(\bar{x}) \cdot \operatorname{lip} F(g(\bar{x}) \cdot \bar{z})
$$

if in addition $X$ is finite-dimenswonal. g is strictly Lipschitzian at $\bar{x}$, and $F$ is coderivatively normal at $(g(\bar{x}), \bar{z})$.

Proof. To derive this result from Theorem 4.2. it remains to observe that any strictly Lipschitzian mapping $g: X \rightarrow Y^{\prime}$ with an Asplund domain space $X$ is coderivatively normal at the reference point: see Mordukhovich : 18$]$.

The composition results obtained above have many specifications corresponding to particular choices of mappings $F$ and $G$. Next we present conditions ensuring the preservation of Lipschitzian stability under summation of set-valued mappings. For brevity, consider only the "inner semicompact" case.

Theorem 4.4 (Lipschitz-like property under summation). Let $F_{i}: X \Rightarrow Y, i=$ 1,2, be closed-graph mappings between Asplund spaces. Take $\bar{y} \in\left(F_{1}+F_{2}\right)(\bar{x})$ such that $\operatorname{gph}\left(F_{1}+F_{2}\right)$ is locally closed around $(\bar{x}, \bar{y})$ and consider the mapping $S: X \times Y \rightrightarrows Y^{2}$ defined by

$$
S(x, y):=\left\{\left(y_{1}, y_{2}\right) \in Y^{2} \mid y_{1} \in F_{1}(x), y_{2} \in F_{2}(x), y_{1}+y_{2}=y\right\} .
$$

Assume that $S$ is inner semicompact at $(\bar{x}, \bar{y})$. Then $F_{1}+F_{2}$ is Lipschitz-like around ( $\bar{x}, \bar{y}$ ) provided that $F_{1}$ is Lipschitz-like around $\left(\bar{x}, \bar{y}_{1}\right)$ and $F_{2}$ is Lipschitz-like around ( $\bar{x}, \bar{y}_{2}$ ) for every $\left(\bar{y}_{1}, \bar{y}_{2}\right) \in S(\bar{x}, \bar{y})$. Moreover,

$$
\begin{equation*}
\operatorname{lip}\left(F_{1} \cdots F_{2}\right)(\bar{x}, \bar{y}) \leq \max _{\left(\bar{y}_{1}, \bar{y}_{2}\right) \in S(\bar{x}, \bar{y})}\left\{\operatorname{lip} F_{1}\left(\bar{x}, \bar{y}_{1}\right)+\operatorname{lip} F_{1}\left(\bar{x}, \bar{y}_{1}\right)\right\} \tag{4.7}
\end{equation*}
$$

if $X$ is finite-dimensunal and each mapping $F_{i}$ is coderivatively normal at ( $\bar{x}, \bar{y}_{i}$ ), $i=1,2$, for all $\left(\bar{y}_{1}, \bar{y}_{2}\right) \in S(\bar{x} \cdot: /$,

Proof. It follows frum: . Mordukhorich [16, Theorem 4.2] that the sum rule

$$
\begin{equation*}
D^{*}\left(F_{1}+F_{2}\right)(, \cdot, i \eta \mid!!\cdot) \subset \bigcup_{(y, y, i \in S(\bar{x}, \bar{y})}\left[D^{*} F_{1}\left(\bar{x}, \bar{y}_{1}\right)\left(y^{*}\right)+D^{*} F_{2}\left(\bar{x}, \bar{y}_{2}\right)\left(y^{*}\right)\right] \tag{4.8}
\end{equation*}
$$

holds for both coderivative $D^{*}=D_{i}^{*} . D_{i}^{*}$ under the assumptions made. Putting $y^{*}=0$ in (4.8) with $D^{*}=D_{i}$, we get therem 2.1(i) that

$$
D_{i y}\left(F_{1}+F_{2}\right)(\bar{x}, \bar{y})(0)=\{0\} .
$$

Furthermore, the PSNC property of the sum $F_{1}+F_{2}$ follows from the PSNC calculus result by Mordukhovich and Wang [24. Theorem 5.1]. Thus, by the converse implication of Theorem 2.1(i), we conclude that $F_{1}+F_{2}$ is Lipschitz-like at $(\bar{x}, \bar{y})$. Finally, using the chain rule (4.8) for both coderivatives $D^{*}=D_{N}^{*} \cdot D_{M}^{*}$ and the obvious inequality

$$
\left\|H_{1}+H_{2} \mid \leq\right\| H_{1}\|+\| H_{2} \|
$$

for the norms of positive homogeneus multifunctions, we arrive at the exact bound formula (4.7) similarly to the proof of Theorem 4.2 .

Next, give set-valued mappings $F_{1}: X \Rightarrow Y$ for $i=1,2$ and $h: Y_{1} \times Y_{2} \rightarrow Z$, consider the so-called $h$-composition

$$
\left(F_{1} \stackrel{h}{\Delta} F_{2}\right)(x):=\bigcup\left\{h\left(y_{1}, y_{2}\right) \mid y_{1} \in F_{1}(x) \cdot y_{2} \in F_{2}(x)\right\}
$$

that covers various binary operations: nee Mordukhorich lian and Mordukhovich and Shao [21]. The following result ensuring the preservation of Lipschitz stability under $h$-compositions, is a consequence of Theorems 4.2 and 4.4 .

Corollary 4.5 (Lipschitz-like property under $h$-compositions). Let $F_{i}: X \rightrightarrows Y_{i}$ for $i=1,2$, and let $h: Y_{1} \times Y_{2} \rightarrow Z$ be mappngs betuecen Asplund spaces. Define $S: X \times$ $Z \Rightarrow Y_{1} \times Y_{2} b y$

$$
S(x, z):=\left\{\left(y_{1}, y_{2}\right) \in Y_{1}^{\prime} \times Y_{2} \mid y_{2} \in F_{1}(x), z=h\left(y_{1}, y_{2}\right)\right\}
$$

and, given $\bar{z} \in\left(F_{1} \stackrel{h}{\circ} F_{2}\right)(\bar{x})$, suppose that $S$ inner semicompact at $(\bar{x}, \bar{z})$. Assume also that for every $\bar{y}=\left(\bar{y}_{1}, \bar{y}_{2}\right) \in S(\bar{x}, \bar{z})$ the mappings $F_{1}$ are closed-graph and Lipschitz-like - around ( $\bar{x}, \bar{y}_{1}$ ) and ( $\bar{x}, \bar{y}_{2}$ ), respectively, and that the operation $h$ is locally Lipschitzian


Proof. Define $F: X \Rightarrow Y_{1} \times Y_{2}$ by $F(x):=\left(F_{1}(x), F_{2}(x)\right)$ and observe that $F=\widetilde{F}_{1}+\widetilde{F}_{2}$, where $\widetilde{F}_{1}(x):=\left(F_{1}(x), 0\right)$ and $\widetilde{F}_{2}(x):=\left(0, F_{2}(x)\right)$. It follows from Theorem 4.4 that $F$ is is Lipschitz-like around $(\bar{x}, \bar{y})$ for all $\vec{y}=\left(\bar{y}_{1}, \bar{y}_{2}\right) \in S(\bar{x}, \bar{z})$. Since clearly

$$
\left(F_{1} \stackrel{h}{\diamond} F_{2}\right)(x)=(h \circ F)(x)
$$

and since $h$ is locally Lipschitzian, we apply now Theorem 4.2 to the latter composition and thus complete the proof.

Finally, let us derive a useful corollary of Theorem 4.2 that ensures the preservation of metric regularity and covering properties under compositions with calculus of the corresponding exact bounds.

Corollary 4.6 (metric regularity and covering properties under compositions). Let $\bar{z} \in(F \circ G)(\bar{x})$, where $G: X \rightrightarrows Y$ and $F: Y \rightrightarrows Z$ are closed-graph mappings between Asplund spaces. Fix $\bar{z} \in(F \circ G)(\bar{x})$ such that $\operatorname{gph}(F \circ G)$ is locally closed around $(\bar{x}, \bar{z})$. The following assertions hold:
(i) Assume that the set-valued mapping $S(x, z)$ from Theorem 4.2 is inner semicontinuous at $((\bar{x}, \bar{z}), \bar{y})$. Then $F \circ G$ is metrically regular (has the covering property) around $(\bar{x}, \bar{z})$ provided that $G$ is metrically regular (has the covering property) around $(\bar{x}, \vec{y})$ and that $F$ is metrically regular (has the covering property) around ( $\bar{y}, \bar{z}$ ). If in addition $\operatorname{dim} Z<\infty$ and both $F^{-1}$ and $G^{-1}$ are coderivatively normal at $(\bar{z}, \bar{y})$ and $(\bar{y}, \bar{x})$, respectively, then

$$
\begin{aligned}
& \operatorname{reg}(F \circ G)(\bar{x} \cdot \bar{z}) \leq \operatorname{reg} G(\bar{x}, \bar{y}) \cdot \operatorname{reg} F(\bar{y}, \bar{z}) \\
& \operatorname{cov}(F \circ G)(\bar{x} \cdot \bar{z}) \geq \operatorname{cov} G(\bar{x}, \bar{y}) \cdot \operatorname{cov} F(\bar{y}, \bar{z})
\end{aligned}
$$

(ii) Assume that $S(x, z)$ is inner semicompact at $(\bar{x}, \bar{z})$. Then $F \circ G$ is metrically regular (has the covering property) around $(\bar{x}, \bar{z})$ provided that $G$ is metrically regular (has the covering property) around ( $\bar{x}, \bar{y}$ ) and that $F$ is metrically regular (has the covering property) around $(\bar{y}, \bar{z})$ for every $\bar{y} \in S(\bar{x}, \bar{z})$. If in addition $\operatorname{dim} Z<\infty$ and for every $\bar{y} \in S(\bar{x}, \bar{z})$ both $F^{-1}$ and $G^{-1}$ are coderivatively normal at $(\bar{z}, \bar{y})$ and $(\bar{y}, \bar{x})$, respectively, then

$$
\begin{aligned}
& \operatorname{reg}(F \circ G)(\bar{x}, \bar{z}) \leq \max _{\bar{y} \in S(\bar{x}, \bar{z})} \operatorname{reg} G(\bar{x}, \bar{y}) \cdot \operatorname{reg} F(\bar{y}, \bar{z}), \\
& \operatorname{cov}(F \circ G)(\bar{x}, \bar{z}) \geq \min _{\bar{y} \in S(\bar{x}, \bar{z})} \operatorname{cov} G(\bar{x}, \bar{y}) \cdot \operatorname{cov} F(\bar{y}, \bar{z}) .
\end{aligned}
$$

Proof. It follows from Theorem 4.2 due to the identity $(F \circ G)^{-1}=G^{-1} \circ F^{-1}$ and the equivalence between the Lipschitz-like and metric regularity/covering properties with the exact bound relationships (2.9) discussed in Section 2.

## 5 Marginal Functions

The concluding section of the paper is devoted to studying the local Lipschitzian property of (mangmalvfunctorn given by

where $\varphi: X \times Y \rightarrow \overline{\mathbb{R}}$ is a 1.s.c. cost function and where $F: X \Rightarrow Y$ is a generating setvalued mapping. We have discussed in Section 1 the meaning and scope of applications of marginal/value functions in variational analysis, optimization, and control.

In this section we develop a subdifferential approach to Lipschitzian stability of marginal functions based on it.s characterization established in Theorem 2.1(ii). The latter result characterizes the locill Lipschitz continuity of (5.1) around $\bar{x}$ via the simultaneous fulfillment of the singular subdifferential condition $\partial^{\infty} \mu(\bar{x})=\{0\}$ and the SNEC property of $\mu$ at $\bar{x}$, provided that $\mu$ i, l.s.c. around $\bar{x}$ and that $X$ is Asplund. First recall the following convenient subdifferchital description of the SNEC property for l.s.c. functions on Asplund spaces derived by Mordukhorich and Nam [19].

Lemma 5.1 (subdifferential characterization of SNEC functions). Let $X$ be Asplund, and let $\varphi: X \cdots \overline{\mathbb{R}}$ be an crtended-real-valued function that is l.s.c. around $\bar{x}$. Then $\varphi$ enjoys the SNEC property at $\bar{r}$ if and only if for any sequences $x_{k} \rightarrow \bar{x}, \lambda_{k} \downarrow 0$, and $x_{k}^{*} \in \lambda_{k} \hat{\partial} \varphi\left(x_{k}\right)$ as $k \in \Lambda^{*}$ one has, the implication

$$
\left[r_{k}^{*} \longrightarrow 0^{*} \Longrightarrow\left[\left\|x_{k}^{*}\right\| \rightarrow 0\right] \text { as } k \rightarrow \infty .\right.
$$

Our first goal is to establish a relationship between the singular subdifferential of the marginal function $\mu$ and the miced coderivative of the generating mapping $F$ in (5.1). To proceed, define some modifications of the immer semicontinuity and inner semicompactness notions from Section 3. which are more stitable for studying marginal functions.

Given a set-valued mapping $S: X \sqsupset Y$ between Banach spaces and a function $\mu: X \rightarrow$ $\overline{\mathbb{R}}$, we say that $S$ is $\mu$-inner semicont muous at $(\bar{x}, \bar{y}) \in \operatorname{gph} S$ if for any sequences $\varepsilon_{k} \downarrow 0$ and $x_{k} \xrightarrow{\mu} \bar{x}$ with $\hat{\partial}_{\varepsilon_{k}} \mu\left(x_{k}\right) \neq \emptyset$ there is a sequence $y_{k} \in S\left(x_{k}\right)$ that contains a subsequence converging to $\bar{y}$. The mapping $S$ is said to be $\mu$-inner semicompact at $\bar{x}$ with $S(\bar{x}) \neq \emptyset$ if for any sequences $\varepsilon_{k} \downarrow 0$ and $x_{k} \stackrel{\mu}{\underline{r}}$ with $\hat{\delta}_{\varepsilon_{k}} \mu\left(x_{k}\right) \neq \emptyset$ there is a sequence $y_{k} \in S\left(x_{k}\right)$ containing a convergent subsequence. Ohserve an unal that we can equivalently put $\varepsilon_{k}=0$ if both spaces $X$ and $Y^{\prime}$ are Asplund and $\mu$ is lower semicontinuous around $\bar{x}$.

The following theorem essent ially improves the previonsly known result by Mordukhovich and Shao [21] that established relationships: between the singular subdifferential of the marginal function $\mu$ and the normul coserisative of the generating mapping in (5.1) under the inner/lower semicompactness assumption on the solution map.

Theorem 5.2 (singular subgradients of marginal functions via mixed coderivatives). Let $F: X \rightrightarrows Y$ be a closed-graph mapping between Asplund spaces, and let

$$
\begin{equation*}
S(x):=\{y \in F(x) \mid \mu(x)=\varphi(x, y)\} \tag{5.2}
\end{equation*}
$$

be the solution/minimum map for the marginal function (5.1). The following hold:
(i) Assume that $S$ is $\mu$-inner semicontinuous at $(\bar{x}, \bar{y}) \in \operatorname{gph} S$ and that $\varphi$ is locally Lipschitzian around this point. Then

$$
\begin{equation*}
\partial^{\infty} \mu(\bar{x}) \subset D_{M}^{*} F(\bar{x}, \bar{y})(0) . \tag{5.3}
\end{equation*}
$$

(ii) Assume that $S$ is $\mu$-inner semicompact at $\bar{x}$ and that $\varphi$ is locally Lipschitzian around $(\bar{x}, \bar{y})$ for all $\bar{y} \in S(\bar{x})$. Then

$$
\partial^{\infty} \mu(\bar{x}) \subset \bigcup_{\bar{y} \in S(\bar{x})} D_{M}^{*} F(\bar{x}, \bar{y})(0)
$$

Proof. To justify (5.3), fix any singular subgradient $x^{*} \in \partial^{\infty} \mu(\bar{x})$ and get by definition (2.5) that there are sequences

$$
\varepsilon_{k} \downarrow 0, \lambda_{k} \downarrow 0, x_{k} \xrightarrow{\mu} \bar{x}, \text { and } x_{k}^{*} \in \widehat{\partial}_{\varepsilon_{k}} \mu\left(x_{k}\right)
$$

such that $\lambda_{k} x_{k}^{*} \xrightarrow{w^{*}} x^{*}$ as $k \rightarrow \infty$. Since $S$ is $\mu$-inner semicontinuous at ( $\bar{x}, \bar{y}$ ), we find $y_{k} \in S\left(x_{k}\right)$ whose subsequence, with no relabeling, converges to $\bar{y}$. It follows by definition from $x_{k}^{*} \in \widehat{\partial}_{\varepsilon_{k}} \mu\left(x_{k}\right)$ that for any $\eta>0$ there is $\gamma>0$ such that

$$
\left\langle x_{k}^{*}, x-x_{k}\right\rangle \leq \mu(x)-\mu\left(x_{k}\right)+\left(\varepsilon_{k}+\eta\right)\left\|x-x_{k}\right\| \text { whenever } x \in x_{k}+\gamma \mathbb{B} .
$$

Considering the function

$$
\phi(x, y):=\varphi(x, y)+\delta((x, y) ; \operatorname{gph} F),
$$

we easily conclude that

$$
\left\langle\left(x_{k}^{*}, 0\right),\left(x-x_{k}, y-y_{k}\right)\right\rangle \leq \phi(x, y)-\phi\left(x_{k}, y_{k}\right)+\left(\varepsilon_{k}+\eta\right)\left(\left\|x-x_{k}\right\|+\left\|y-y_{k}\right\|\right)
$$

whenever $(x, y) \in\left(x_{k}, y_{k}\right)+\gamma \mathbb{B}$, which gives $\left(x_{k}^{*}, 0\right) \in \widehat{\partial}_{\varepsilon_{k}} \phi\left(x_{k}, y_{k}\right)$.
Fix now an arbitrary sequence $\eta_{k} \downarrow 0$. Since $\varphi$ is locally Lipschitzian around $(\bar{x}, \bar{y})$ while $X$ and $Y$ are Asplund, we apply the well-known fuzzy sum rule for $\varepsilon$-subgradients of $\phi$ (which follows from Theorem 3.1) and find sequences

$$
\begin{aligned}
& \left(x_{1 k}, y_{1 k}\right) \xrightarrow{\varphi}(\bar{x}, \bar{y}),\left(x_{2 k}, y_{2 k}\right)^{\operatorname{gph} F}(\bar{x}, \bar{y}), \\
& \left(x_{1 k}^{*}, y_{1 k}^{*}\right) \in \widehat{\partial} \varphi\left(x_{1 k}, y_{1 k}\right) . \text { and }\left(x_{2 k}^{*} \cdot y_{2 k}^{*}\right) \in \widehat{N}\left(\left(x_{2 k}, y_{2 k}\right) ; \operatorname{gph} F\right)
\end{aligned}
$$

satisfying the estimate

$$
\left\|\left(x_{k}^{*}, 0\right)-\left(x_{1 k}^{*}, y_{1 k}^{*}\right)-\left(x_{2 k}^{*}, y_{2 k}^{*}\right)\right\| \leq \varepsilon_{k}+\eta_{k}
$$

or, equivalently, the following ones:

$$
\begin{equation*}
\left\|x_{k}^{*}-x_{1 k}^{*}-x_{2 k}^{*}\right\| \leq \varepsilon_{k}+\eta_{k} \text { and }\left\|y_{1 k}^{*}+y_{2 k}^{*}\right\| \leq \varepsilon_{k}+\eta_{k} \tag{5.4}
\end{equation*}
$$

Let $\ell>0$ be a Lipschitz constant for $\varphi$ around $(\bar{x}, \bar{y})$. Then $\left\|\left(x_{1 k}^{*}, y_{1 k}^{*}\right)\right\| \leq \ell$, which implies that $\lambda_{k}\left\|\left(x_{1 k}^{*}, y_{1 k}^{*}\right)\right\| \rightarrow 0$ as $k \rightarrow \infty$. By (5.4) we therefore have

$$
\begin{equation*}
\lambda_{k}\left\|y_{2 k}^{*}\right\| \rightarrow 0 \text { and } \lambda_{k} x_{2 k}^{*} \xrightarrow{w^{*}} x^{*} \text { as } k \rightarrow \infty . \tag{5.5}
\end{equation*}
$$

Taking into account that

$$
\lambda_{k}\left(x_{2 k}^{*}, y_{2 k}^{*}\right) \in \widehat{N}\left(\left(x_{2 k}, y_{2 k}\right) ; \operatorname{gph} F\right) \text { for all } k \in \mathbb{N}
$$

and using the definition of the mixed coderivative (2.7), we derive from the convergence relations (5.5) that $x^{*} \in D_{M}^{*} F(\bar{x}, \bar{y})(0)$, which gives (5.3) and completes the proof of (i). The proof of assertion (ii) is similar with using the $\mu$-inner semicontinuity condition for $S$ instead of the $\mu$-inner semicompactness one in (i).

Combining now the results obtained in Lemma 5.1 and Theorem 5.2, we establish refined sufficient conditions for the local Lipschitz continuity of marginal functions.

Theorem 5.3 (Lipschitz continuity of marginal functions). Let $F: X \Longrightarrow Y$ be a closed-graph mapping between Asplund spaces generating the marginal function $\mu$ in (5.1). The following assertıon.s hold:
(i) Assume that the solution map $S$ in (5.2) is $\mu$-inner semicontinuous at $(\bar{x}, \bar{y})$ and that the cost function $\varphi$ is locally Lipschitzian around this point. Then $\mu$ is Lipschitz continuous around $\bar{x}$ provided that it is l.s.c. around $\bar{x}$ and that $F$ is Lipschitz-like around $(\bar{x}, \bar{y})$.
(ii) Assume that $S$ is $\mu$-inner semicompact at $\bar{x}$ and that $\varphi$ is locally Lipschitzian around ( $\bar{x}, \bar{y})$ for every $\bar{y} \in S(\bar{x})$. Then $\mu$ is Lipschitz continuous around $\bar{x}$ provided that it is l.s.c. around this point and that $F$ is Lipschitz-like around $(\bar{x}, \bar{y})$ as $\bar{y} \in S(\bar{x})$.

Proof. It is sufficient to justify (i); the proof of (ii) is similar. We have $D_{M}^{*} F(\bar{x}, \bar{y})(0)=\{0\}$ by Theorem 2.1(ii), since $F$ is assumed to be Lipschitz-like around $(\bar{x}, \bar{y})$. Thus $\partial^{\infty} \mu(\bar{x})=$ $\{0\}$ by Theorem 5.2. By the converse statement of Theorem 2.1(ii), it remains checking that $\mu$ is SNEC at $\bar{x}$ to ensure the Lipschitz continuity of $\mu$ around this point. Employing the SNEC characterization from Lemma 5.1. we take any sequences $\lambda_{k} \downarrow 0, x_{k} \xrightarrow{\mu} \bar{x}$, and $x_{k}^{*} \in \lambda_{k} \widehat{\partial} \mu\left(x_{k}\right)$ such that $x_{k}^{*} \xrightarrow{u^{*}} 0$ as $k \rightarrow \infty$. To finish the proof, we need showing that $\left\|x_{k}^{*}\right\| \rightarrow 0$ along some subsequence of $k \rightarrow \infty$.

To proceed, use the $\mu$-semicontinuity of $S$ from ( 5.2 ) at $(\bar{x}, \bar{y})$ and select a sequence of $y_{k} \in S\left(x_{k}\right)$ whose subsequence converges (with no relabeling) to $\bar{y}$. Take $\widetilde{x}_{k}^{*} \in \widehat{\partial} \mu\left(x_{k}\right) \leq \ldots$ is that $x_{k}^{*}=\lambda_{k} \widetilde{x}_{k}^{*}$. Similarly to the proof of Theorem 5.2. find sequences

$$
\begin{aligned}
& \left(x_{1 k}, y_{1 k}\right) \stackrel{\tilde{\eta}}{\longrightarrow}(\bar{x}, \bar{y}) . \quad\left(x_{2 k}, y_{2 k}\right) \xrightarrow{g_{p h} F}(\bar{I}, \bar{y}) . \\
& \left(x_{1 k}^{*}, y_{1 k}^{*}\right) \in \hat{\partial}_{\varphi}\left(x_{1 k}, y_{1 k}\right) . \quad \text { and }\left(x_{2 k}^{*} \cdot y_{2 k}^{*}\right) \in \hat{N}\left(\left(r_{2 k}, y_{2 k}\right) ; \operatorname{gph} F\right)
\end{aligned}
$$

such that $\lambda_{k}\left\|\left(x_{1 k}^{*}, y_{1 k}^{*}\right)\right\| \rightarrow(0.0)$ with the estimates

$$
\begin{equation*}
\left\|\widetilde{x}_{k}^{*}-x_{1 k}^{*}-x_{2 k}^{*}\right\| \leq \varepsilon_{k} \text { and }\left\|y_{1 k}^{*}+y_{2 k}^{*}\right\| \leq \varepsilon_{k} \text { as } k \in \mathbb{N} . \tag{5.6}
\end{equation*}
$$

This implies that $\lambda_{k}\left\|y_{2 k}^{*}\right\| \rightarrow 0$ as $k \rightarrow \infty$. Taking now into account that

$$
\left(\lambda_{k} x_{2 k}^{*}, \lambda_{k} y_{2 k}^{*}\right) \in \widehat{N}\left(\left(x_{2 k}, y_{2 k}\right): g_{p} \mathrm{~h} F\right) \Longleftrightarrow \lambda_{k} x_{2 k}^{*} \in \widehat{D}^{*} F\left(x_{2 k}, y_{2 k}\right)\left(-\lambda_{k} y_{2 k}^{*}\right)
$$

and that $F$ is Lipschitz-like around ( $\bar{x}, \bar{y}$ ) with some modulus $\ell>0$, we get from the coderivative estimate for Lipschitz-like mappings (see, e.g., [18, Theorem 1.43]) that

$$
\left\|\lambda_{k} x_{2 k}^{*}\right\| \leq \ell\left\|\lambda_{k} y_{2 k}^{*}\right\| \text { for large } k \in \mathbb{N}
$$

which implies that $\lambda_{k}\left\|\cdot x_{2 k}^{*}\right\| \rightarrow 0$. Combining the latter with (5.6) and with $x_{k}^{*}=\lambda_{k} \tilde{x}_{k}^{*}$, we conclude that $\left\|x_{k}^{*}\right\| \rightarrow 0$ as $k \rightarrow \infty$. This justifies the SNEC property of $\mu$ at $\bar{x}$ and thus completes the proof of the theorem.

It is not hard to check that the l.s.c. property of the marginal function assumed in Theorem 5.3 automalically holds if the $\mu$-inner semicontinuity/semicompactness condition on $S$ is imposed around the reference points.

In some applicatins one needs to consider a more general version of the marginal function (5.1) given in tha form

$$
\begin{equation*}
\mu(x, y):=\inf \{\varphi(y, z) \mid z \in F(x)\} \tag{5.7}
\end{equation*}
$$

with $\varphi: Y \times Z \rightarrow \overline{\mathbb{R}}$ and $F: X=Z$. This particularly covers the class of distance functions to varying/moving set-defined bs

$$
\rho(x, y):=\inf \{\|!y-z\| \mid z \in F(x)\}
$$

whose subdifferential and Lipschitzian properties have been recently studied by Mordukhovich and Nam [19] at both in-set and unt-of-set points: see also the references therein. Now we present the corresponding results for ( 5.7 ) obtained from Theorems 5.2 and 5.3 . For brevity, consider only the "imer semicontimuns" version of these theorems.

Corollary 5.4 (singular subgradients and Lipschitzian continuity of generalized marginal functions). Let $\bar{\zeta}: Y \times Z \rightarrow \overline{\mathbb{R}}$ and $F: X \rightrightarrows Z$ in the Asplund spaces setting, and let the solution map

$$
S(x, y):=\{z \in F(x) \mid \mu(x, y)=\varphi(y, z)\}
$$

be $\mu$-inner semicontinuous at some point $((\bar{x}, \bar{y}), \bar{z})$. Assume also that $\varphi$ is locally Lipschitzian around $(\bar{y}, \bar{z})$ and that $F$ is closed-graph around $(\bar{x}, \bar{z})$. Then

$$
\partial^{\infty} \mu(\bar{x}, \bar{y})=\left\{\left(, r^{*}, 0\right) \mid \cdot r^{*} \in D_{\mathrm{M}} F(\bar{r}, \bar{z})(0)\right\} .
$$

Moreover, $\mu$ is Lipschitz-contmuous around $(\bar{x}, \bar{y})$ if 11 is l.s.c. around this point while $F$ is Lipschitz-like around ( $\bar{x}, \bar{Z}$ ).

Proof. Put $u:=(x, y)$ and define

$$
\tilde{F}(u)=\tilde{F}(x, y):=F(x), \quad \tilde{r}(u, z):=\tilde{\gamma}(y, z) .
$$

Then we have the representation

$$
\begin{equation*}
\mu(x, y)=\mu(u)=\inf \{\widetilde{\varphi}(u, z) \mid z \in \tilde{F}(u)\} . \tag{5.8}
\end{equation*}
$$

Applying Theorem 5.2 with $(\bar{x}, \bar{y})$ replaced by $(\bar{u}, \bar{z})=(\bar{x}, \bar{y}, \bar{z})$, we get

$$
\partial^{\infty} \mu(\bar{x}, \bar{y})=\partial^{\infty} \mu(\bar{u}) \subset D_{M}^{*} \tilde{F}((\bar{x}, \bar{y}), \bar{z})(0) .
$$

It is easy to observe the inclusion

$$
D_{M}^{*} \tilde{F}((\bar{x}, \bar{y}), \bar{z})(0) \subset\left\{\left(x^{*}, 0\right) \mid x^{*} \in D_{M}^{*} F(\bar{x}, \bar{z})(0)\right\} .
$$

Summarizing all the above, we arrive at

$$
\partial^{\infty} \mu(\bar{x}, \bar{y}) \subset\left\{\left(x^{*}, 0\right) \mid x^{*} \in D_{M}^{*} F(\bar{x}, \bar{z})(0)\right\} .
$$

The conclusion about the Lipschitz continuity of $\mu$ around ( $\bar{x}, \bar{y}$ ) follows directly from Theorem 5.3 applied to (5.5).

Observe that the generating map $F(\cdot)$ in (5.1), and similarly in (5.7), describes the sets of feasible solutions to the parametric optimization problem:

$$
\begin{equation*}
\text { minimize } \varphi(x, y) \text { subject to } y \in F(x) \text {. } \tag{5.9}
\end{equation*}
$$

A general framework for describing feasible sets $F(x)$ in most applied problems is as follows:

$$
\begin{equation*}
F(x):=\{y \in Y \mid g(x, y) \in \Lambda, \quad(x, y) \in \Omega\}, \tag{5.10}
\end{equation*}
$$

where $g: X \times Y \rightarrow Z, \Lambda \subset Z$, and $\Omega \subset X \times Y$. Systems of type (5.10) are usually called parametric constraint systems. In particular, model (5.10) can be treated as an extension of the feasible solution sets in parametric problems of nonlinear programming with equality and inequality constraints given by

$$
\begin{aligned}
F(x)=\{y \in Y \mid & \varphi_{1}(x, y) \leq 0 \text { for } i=1, \ldots, m, \\
& \left.\varphi_{i}(x, y)=0 \text { for } i=m+1, \ldots, m+r\right\} .
\end{aligned}
$$

Another important special case of (5.10) is

$$
F(x)=\{y \in Y \mid g(x, y)=0\},
$$

which describes implicit functions/multifunctions.
Furthermore, the general framework of (5.1) is useful for modeling sets of optimal solutions to lower-level optimization problems and also solution sets arising from parametric complementarity conditions and variational inequalities. In such cases, the sets $F(x)$ are usually given in the form of parametric generalized equations (or variational conditions) in the sense of Robinson [28]:

$$
\begin{equation*}
F(x)=\{y \in Y \mid 0 \in f(x, y)+Q(x, y)\} \tag{5.11}
\end{equation*}
$$

with $f: X \times Y \rightarrow Z$ and $Q: X \times Y \Rightarrow Z$. When. in particular, $Q(y)=N(y ; \Omega)$ is the normal cone mapping to a convex set, model (5.11) describes solution maps to the classical parameterized variational inequalities.

Having this in mind, one may treat the marginal function (5.1) with the generating mapping $F(x)$ given in form (5.11) as the value function in a mathematical program with equilibrium constraints (MPEC); see Facchinei and Pang [6] for more examples and discussions. Thus, to make a conclusion on Lipschitz stability/continuity of value functions in parametric optimization problems of type (5.9) with constraint sets (5.10) and/or in

MPECs and related problems with constraints sets of type (5.11), we actually need-by Theorem 5.3 -to check the Lipschitz-like property of mappings $F(x)$ given by (5.10) and (5.11). Concerning the latter issue, we refer the reader to Chapter 4 of the book by Mordukhovich [18], which contains calculations/estimates of coderivatives for systems (5.10), (5.11), and their specifications together with verifiable conditions for their Lipschitzian stability in terms of the initial data in both finite-dimensional and infinite-dimensional settings.
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