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The Weibull probability distribution can be used as an alternative model for task time estimates in the PERT estimating methodology. It has the same advantages as the traditional beta distribution for this application. It has additional benefits, however, that make it a preferred option.
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## Introduction

Malcolm, Roseboom, Clark, and Fazar (1959) published the project time estimating methodology that they developed for Project PERT (Program Evaluation Research Task) under the Polaris Ballistic Missile Program. The development of their methodology was motivated by the fact that there was little or no historical data available upon which to base estimates of task durations. In subsequent years, this methodology has been applied in wide variety of fields. However, various authors have identified five significant issues with PERT (e.g., Cottrell, 1999; Premachandra, 2001; Pleguezuelo et al., 2003):

1. Accurately estimating the optimistic, most likely and pessimistic durations of an activity is, in general, difficult.
2. The calculated mean and variance of the specific activity durations are estimates of the actual mean and variance.
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3. The beta distribution is assumed to provide an adequate model for activity durations.
4. PERT focuses on the critical path when computing project completion time probabilities.
5. The methodology requires that multiple time estimates be developed. These estimates can be costly.

Focus on items two and three in the above list. Specifically, consider the Weibull distribution as an alternative to the traditionally used beta distribution. It is shown, among other advantages, that the Weibull distribution does not require approximations for the mean and variance, as does the beta distribution.

## Beta Probability Distribution

The beta probability distribution has traditionally been used as the distribution of choice in PERT analyses based on the following advantages (Fente, Schexnayder, \& Knutson, 2000; Lu \& AbouRizk, 2000):

1. It is continuous.
2. It has finite endpoints.
3. It has a defined mode between its endpoints.
4. It is capable of describing both skewed and symmetric activity time distributions.

For the current discussion, consider stated advantage two. The second advantage makes sense from a practical point of view in that every activity must have a maximum completion time. The difficulty with this stated advantage,
however, is determining the value of this maximum. For example, the truck travel time study described by Fente, et al. (2000). The maximum travel time is computed as two times the mode. This assumption is supported by the reasoning that management would notice the slow moving truck and take actions necessary to reduce its travel time. Undoubtedly, this type of assumption is necessary when a decision maker is constrained to using the beta probability distribution. However, it may be more reasonable to consider a distribution that can accommodate a longer tail probability than is allowed by the beta distribution.

## Weibull Probability Distribution

The Weibull probability distribution can accommodate this longer right tail probability. Additionally, the Weibull distribution has advantages one, three, and four as listed above for the beta probability distribution.

Figure 1 shows a Pearson skew plot (Pearson, 1920; Pearson \& Tukey, 1965) with the Weibull probability distribution plotted. The Type I areas shown in Figure 1 can be represented by the beta probability distribution. Figure 1 shows that the Weibull distribution can approximate distributions ranging from close to the normal to the exponential, can accommodate

Figure 1: Pearson's Skew Curves Plot Showing the Weibull Distribution

distributional skewness $\left(\beta_{1}\right)$, and can approximate activity duration models with fatter distributional tails $\left(\beta_{2}\right)$ than can be accommodated by the beta probability distribution. Note that the Weibull probability distribution divides the triangular Type I ( $\cap$ shaped) region. It is expected that the Weibull probability distribution can satisfactorily describe those Type I ( $\cap$ shaped) models that are coincident with the beta models located in this region. Further research may also show that the Weibull probability distribution can serve as a proxy for the entire Type I ( $\cup$ shaped) region. An additional advantage of the Weibull distribution is that it should also satisfactorily model some Type III, IV, V, and VI distributions. This would be useful considering the review by Maio, et al. (2000), which shows that the beta probability distribution is not the best model for all construction operations.

Equations (1) - (5) show the Weibull probability density function, reliability, mode, variance, and mean formulas, respectively, from Ebeling (1997):

$$
\begin{gather*}
\boldsymbol{f}(\boldsymbol{x})=(\beta / \theta)(\boldsymbol{x} / \theta)^{\beta-1} \exp \left[-(\boldsymbol{x} / \theta)^{\beta}\right]  \tag{1}\\
R(x)=\exp \left[-(x / \theta)^{\beta}\right]  \tag{2}\\
M=\operatorname{mode}=\theta(1-1 / \beta)^{1 / \beta} \text { for } \beta>1  \tag{3}\\
\sigma^{2}=\theta^{2}\left\{\Gamma(1+2 / \beta)-[\Gamma(1+1 / \beta)]^{2}\right\}  \tag{4}\\
\mu=\text { mean }=x_{0}+\theta \Gamma(1+1 / \beta) \tag{5}
\end{gather*}
$$

where $\beta$ is the shape parameter, $\theta$ is the scale parameter, $\Gamma$ is the gamma function, and $\mathrm{x}_{0}$ shifts the mean on the x -axis.

## Methodology

Let $\mathrm{x}_{\mathrm{a}}$ be the lower expert judgment percentile estimate, $x_{b}$ be the upper expert judgment percentile estimate, and $M$ be the most likely expert judgment estimate. Equation (2) can, therefore, be rewritten to solve for $\mathrm{x}_{\mathrm{a}}$ and $\mathrm{x}_{\mathrm{b}}$,
with the results as Equations (6) and (7), respectively:

$$
\begin{align*}
& x_{a}=\theta\left[\ln \left(1 / R\left(x_{a}\right)\right)\right]^{1 / \beta}  \tag{6}\\
& x_{b}=\theta\left[\ln \left(1 / R\left(x_{b}\right)\right)\right]^{1 / \beta} \tag{7}
\end{align*}
$$

The traditional form of the Weibull distribution has defined left and right bounds of zero and infinity, respectively. As a result, only two of the three expert opinion estimates are required to calculate the distributional parameters. If $x_{a}$ and $x_{b}$, as well as their respective percentiles, are known, then Equations (6) and (7) can be used to calculate the shape parameter $\beta$ in Equation (8):

$$
\begin{align*}
& \frac{x_{a}}{x_{b}}=\frac{\theta\left[\ln \left(1 / R\left(x_{a}\right)\right)\right]^{1 / \beta}}{\theta\left[\ln \left(1 / R\left(x_{b}\right)\right)\right]^{1 / \beta}} \\
& \Rightarrow \frac{x_{a}}{x_{b}}=\left(\frac{\ln \left(R\left(x_{a}\right)\right)}{\ln \left(R\left(x_{b}\right)\right)}\right)^{1 / \beta}  \tag{8}\\
& \Rightarrow \beta=\frac{\ln \left[\ln \left(R\left(x_{a}\right)\right) / \ln \left(R\left(x_{b}\right)\right)\right]}{\ln \left(x_{a} / x_{b}\right)}
\end{align*}
$$

Substituting the calculated value of $\beta$ into Equation (6) or (7) allows the scale parameter to be calculated.

If $\mathrm{x}_{\mathrm{a}}$ or $\mathrm{x}_{\mathrm{b}}$ and also M are known, then Equation (6) or (7) and also Equation (3) can be used to calculate the shape parameter $\beta$ as in Equation (9):

$$
\begin{align*}
& \frac{M}{x_{b}}=\frac{\theta[1-1 / \beta]^{1 / \beta}}{\theta\left[\ln \left(1 / R\left(x_{b}\right)\right)\right]^{1 / \beta}} \\
& \Rightarrow \frac{M}{x_{b}}=\left(\frac{1 / \beta-1}{\ln \left(R\left(x_{b}\right)\right)}\right)^{1 / \beta}  \tag{9}\\
& \Rightarrow\left(\frac{x_{b}}{M}\right)^{\beta}\left(\frac{1}{\beta}-1\right)=\ln \left(R\left(x_{b}\right)\right)
\end{align*}
$$

Finally, the scale parameter $\theta$ can be calculated using Equation (6) as in Equation (10):

$$
\begin{equation*}
\theta=M /(1-1 / \beta)^{1 / \beta} \tag{10}
\end{equation*}
$$

An additional advantage to using the Weibull distribution exists. Specifically, a user is allowed to use whichever percentiles he/she feels are the most appropriate. Moreover, not only is a user now able to use percentiles other than the 5 and 95 percentiles with equal accuracy, the percentiles need not be symmetric; i.e., the 5 and 90 percentiles could be used.

Consider the situation in which there is a zero probability of an event occurring before a certain threshold time. For the Weibull distribution, a threshold value, $\mathrm{x}_{0}$, can be included as in Equations (11) - (14) from Ebeling (1997):

$$
\begin{gather*}
f\left(x-x_{0}\right)= \\
\quad(\beta / \theta)\left(\left(x-x_{0}\right) / \theta\right)^{\beta-1}  \tag{11}\\
\quad \times \exp \left[-\left(\left(x-x_{0}\right) / \theta\right)^{\beta}\right] \\
R\left(x-x_{0}\right)=  \tag{12}\\
M=\exp \left[-\left(\left(x-x_{0}\right) / \theta\right)^{\beta}\right]  \tag{13}\\
x=  \tag{14}\\
x[\ln (1 / R(x))]^{1 / \beta}+x_{0}
\end{gather*}
$$

The equation for the variance remains unchanged. The addition of a threshold value does not change the basic shape of the distribution, only its location on the x -axis. Because the left boundary is no longer known and there is an additional parameter, additional information needs to be incorporated.

The calculation of the ratio

$$
\frac{\left(M-x_{A}\right)}{\left(x_{B}-x_{A}\right)}
$$

in terms of its respective components from Equations (13) and (14) is shown in Equation (15):

$$
\begin{align*}
\frac{M-x_{A}}{x_{B}-x_{A}} & = \\
& x_{0}+\theta(1-1 / \beta)^{1 / \beta} \\
& \frac{-\left\{x_{0}+\theta\left[\ln \left(1 / R\left(x_{a}\right)\right)\right]^{1 / \beta}\right\}}{x_{0}+\theta\left[\ln \left(1 / R\left(x_{b}\right)\right)\right]^{1 / \beta}}  \tag{15}\\
& -\left\{x_{0}+\theta\left[\ln \left(1 / R\left(x_{a}\right)\right)\right]^{1 / \beta}\right\}
\end{align*}
$$

The threshold value cancels, as do the scale parameters, with the result in Equation (16):

$$
\begin{align*}
\frac{M-x_{A}}{x_{B}-x_{A}}= & \\
& (1-1 / \beta)^{1 / \beta}- \\
& \frac{\left[\ln \left(1 / R\left(x_{a}\right)\right)\right]^{1 / \beta}}{\left[\ln \left(1 / R\left(x_{b}\right)\right)\right]^{1 / \beta}-}  \tag{16}\\
& {\left[\ln \left(1 / R\left(x_{a}\right)\right)\right]^{1 / \beta} }
\end{align*}
$$

The shape parameter $\beta$ can be computed using a solver program (e.g., Microsoft Excel's Solver ${ }^{\circledR}$ function). Because the threshold value is unknown, the equation for the mode cannot be used to calculate the scale parameter $\theta$ as in Equation (10). However, the variance constant K can be calculated and used to calculate the variance.

Using the calculated shape parameter $\beta$ and a scale parameter $\theta$ equal to 1.0 , the temporary variance is calculated as in Equation (17):

$$
\begin{align*}
& \sigma_{\text {temp }}^{2}= \\
& \qquad \theta_{\text {temp }}^{2}\left\{\Gamma(1+2 / \beta)-[\Gamma(1+1 / \beta)]^{2}\right\} \tag{17}
\end{align*}
$$

where $\theta_{\text {temp }}=1$. Next, the temporary x -axis values for the required lower and upper percentiles are calculated using Equations (6) and (7). The variance constant $K$ can now be calculated as shown in Equation (18):

$$
\begin{equation*}
K=\left(x_{b \text { temp }}-x_{\text {a temp }}\right) / \sigma_{\text {temp }} \tag{18}
\end{equation*}
$$

The variance based on the actual data can now be calculated using Equation (19):

$$
\begin{equation*}
\sigma^{2}=\left(\left(x_{b}-x_{a}\right) / K\right)^{2} \tag{19}
\end{equation*}
$$

With the variance known, the actual scale parameter $\theta$ can be calculated as shown in Equation (20):

$$
\begin{align*}
& \sigma^{2}=\theta^{2}\left\{\Gamma(1+2 / \beta)-[\Gamma(1+1 / \beta)]^{2}\right\} \\
& \Rightarrow \theta=\sqrt{\sigma^{2} /\left\{\Gamma(1+2 / \beta)-[\Gamma(1+1 / \beta)]^{2}\right\}} \tag{20}
\end{align*}
$$

With $\beta$ and $\theta$ known, the threshold value can be calculated using the most likely value M as in Equation (21):

$$
\begin{align*}
& M=\text { mode }=x_{0}+\theta(1-1 / \beta)^{1 / \beta} \\
& \Rightarrow x_{0}=M-\theta(1-1 / \beta)^{1 / \beta} \tag{21}
\end{align*}
$$

All of the parameters for the required Weibull distribution in Equation (11) can now be calculated.

## Example

As an example of these parameter calculations, consider the truck travel example as shown in Fente, et al. (2000). The travel distance is $3.7-3.9 \mathrm{~km}$. The traditional PERT information is as follows. The minimum possible travel time is based on the physical characteristics of the project site and the truck manufacturer's specifications and is equal to 7.67 minutes. The most likely travel time is 9.21 minutes. The maximum travel time is 18.42 minutes. Additionally, it is given that the $75^{\text {th }}$ percentile estimate is 11.05 minutes. Fente, et al. (2000) report that a beta probability distribution with parameters $\alpha=1.898$ and $\beta=6.372$ is a reasonable model for the truck travel time distribution.

To use the methodology presented in this paper for the offset Weibull probability distribution, only two percentile estimates and
the mode estimate are required. Because the $75^{\text {th }}$ percentile estimate is explicitly stated, it is an obvious choice for one of the required estimates. The required second boundary estimate requires an assumption with regard to the percentile that it represents. The lower boundary of 7.67 minutes was selected because it is a finite boundary. Specifically, the lower boundary is assumed to represent the 0.01 percentile. As a result, the following parameters were calculated in Table 1. Figure 2 shows the resulting Weibull distribution plotted with the resulting beta distribution as derived in Fente, et al. (2000). The two curves converge together as the value of the lower percentile converges to zero.

Because the proposed Weibull model and the resulting beta model, as presented by Fente, et al. (2000), are both estimates of the unknown underlying distribution, it is not useful to compare the fits via a goodness-of-fit test. However, visually it seems that either model could satisfactorily model the underlying distribution. So why consider the Weibull model over the beta model? First, the Weibull model required only three estimates, while the beta model required four. Second, the Weibull model can easily be developed in a Microsoft Excel ${ }^{\circledR}$ spreadsheet. Finally, when compared to the traditional PERT methodology, the Weibull model does not require an estimate of the variance -- this value is calculated exactly (as is the mean value). Moreover, with regard to this last point, the only errors associated with the Weibull model relate to the accuracy of the original estimates and whether the Weibull model can satisfactorily describe the underlying distribution.

## Conclusion

If an activity's duration time starts at $\mathrm{t}=0$, and one can estimate at least two of three estimates ( $\mathrm{x}_{\mathrm{a}}, \mathrm{x}_{\mathrm{b}}$, and M) of an unknown distribution, then one can estimate the unknown distribution with a Weibull probability distribution. This approach could be beneficial in situations where two of the three estimates (lower percentile, most likely, upper percentile) can be assumed to be known with greater certainty than the third estimate. If all three estimates are assumed known with equal certainty and/or an activity's

Table 1: Results of Fitting the Presented Weibull Model to the Data in Fente, et al. (2000)

| Parameter | Eq. | Substituted Values | Result |
| :---: | :---: | :---: | :---: |
| $\beta$ | (16) | $\begin{gathered} \mathrm{M}=9.21, \mathrm{x}_{\mathrm{a}}=7.67 \\ \mathrm{x}_{\mathrm{b}}=11.05, \mathrm{R}\left(\mathrm{x}_{\mathrm{a}}\right)=1-0.01 \\ \mathrm{R}\left(\mathrm{x}_{\mathrm{b}}\right)=1-0.75 \end{gathered}$ | 1.6900 |
| $\mathrm{X}_{\text {a temp }}$ | (6) | $\theta=1, \mathrm{R}\left(\mathrm{x}_{\mathrm{a}}\right)=1-0.01, \beta=1.6900$ | 0.0657 |
| $\mathrm{x}_{\mathrm{b} \text { temp }}$ | (7) | $\theta=1, \mathrm{R}\left(\mathrm{x}_{\mathrm{b}}\right)=1-0.75, \beta=1.6900$ | 1.2132 |
| $\sigma_{\text {temp }}^{2}$ | (17) | $\theta=1, \beta=1.6900$ | 0.2953 |
| K | (18) | $\begin{aligned} x_{b} \text { temp } & 1.2132, x_{\text {a temp }}=0.0657 \\ & \sigma_{\text {temp }}^{2}=0.2953 \end{aligned}$ | 2.1118 |
| $\sigma^{2}$ | (19) | $\mathrm{x}_{\mathrm{b}}=11.05, \mathrm{x}_{\mathrm{a}}=7.67, \mathrm{~K}=2.1118$ | 2.5618 |
| $\theta$ | (20) | $\sigma^{2}=2.5618, \beta=1.6900$ | 2.9456 |
| $\mathrm{x}_{0}$ | (21) | $\mathrm{M}=9.21, \theta=2.9456, \beta=1.6900$ | 7.4764 |
| $\mu$ | (5) | $\mathrm{x}_{0}=7.4764, \theta=2.9456, \beta=1.6900$ | 10.1056 |

Figure 2: Plot of the Truck Travel Time from Fente, et al. (2000) and the Weibull Model

duration time does not begin at $\mathrm{t}=0$, then it is advisable to use the shifted Weibull distribution.

The objective of this article was to provide an alternative approach to the traditional Project PERT methodology using the Weibull probability distribution. It was shown that by using the Weibull probability distribution it is not necessary to estimate a future activity's mean or variance. These values are calculated exactly and have only the uncertainty inherent in the original subjective estimates and the uncertainty as to whether the Weibull probability distribution accurately models the underlying distribution of future activity times. The ease of use and the reduction in uncertainty with the proposed Weibull model will benefit both practitioners and researchers.

The beta distribution unarguably is more robust within the Pearson Type I ( $\cup$ shape) region than the Weibull distribution. However, as Lau, Lau, and Zhang (1996) have pointed out, there is a practical application for distributional models that are more robust to the third and fourth moments. The Weibull distribution satisfies this need. The true test with regard to the applicability of the Weibull distribution will be its ability to accurately model a broad range of actual problems.
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