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Performance Profiling in Primary Care: Does
the Choice of Statistical Model Matter?

Frank Eijkenaar, MSc, René C. J. A. van Vliet, PhD

Background. Profiling is increasingly being used to gener-
ate input for improvement efforts in health care. For these
efforts to be successful, profiles must reflect true provider
performance, requiring an appropriate statistical model.
Sophisticated models are available to account for the spe-
cific features of performance data, but they may be diffi-
cult to use and explain to providers. Objective. To
assess the influence of the statistical model on the perfor-
mance profiles of primary care providers. Data Source.
Administrative data (2006–2008) on 2.8 million members
of a Dutch health insurer who were registered with 1 of
4396 general practitioners. Methods. Profiles are con-
structed for 6 quality measures and 5 resource use meas-
ures, controlling for differences in case mix. Models
include ordinary least squares, generalized linear models,
and multilevel models. Separately for each model, pro-
viders are ranked on z scores and classified as outlier if
belonging to the 10% with the worst or best performance.

The impact of the model is evaluated using the weighted
kappa for rankings overall, percentage agreement on out-
lier designation, and changes in rankings over time. Re-
sults. Agreement among models was relatively high
overall (kappa typically .0.85). Agreement on outlier des-
ignation was more variable and often below 80%, espe-
cially for high outliers. Rankings were more similar for
processes than for outcomes and expenses. Agreement
among annual rankings per model was low for all models.
Conclusions. Differences among models were relatively
small, but the choice of statistical model did affect the
rankings. In addition, most measures appear to be driven
largely by chance, regardless of the model that is used.
Profilers should pay careful attention to the choice of
both the statistical model and the performance measures.
Key words: profiling; risk adjustment; report cards; econo-
metric methods; performance measures; managed care.
(Med Decis Making 2014;34:192–205)

Purchasers and other actors in health care are
increasingly interested in comparative informa-

tion on the performance of health care providers.
Variation in resource use and quality of care is well

documented, and in many countries, purchasers
increasingly use specific measurement methodologies
to gain insight into providers’ relative performance.
The data derived from these measurements are often
summarized in performance profiles, which may con-
tain information on various aspects of providers’ per-
formance and can be used in various ways to spur
improvement. For example, they may be used to pro-
vide feedback to providers,1 to allocate incentive pay-
ments,2 and to steer consumers to high-performing
providers via public reporting3 and/or creating selec-
tive and tiered provider networks.4

Evidently, profiling is useful for these purposes
only if profiles reflect true provider performance.
Random variation and differences in case mix may
explain large portions of observed performance vari-
ation and can obscure the signal of providers’ true
performance.5,6 Therefore, if they are to produce use-
ful input for improvement efforts, profiles must take
these factors into account. This is true especially for
resource use and (clinical) outcome measures (e.g.,
HbA1c levels of patients with diabetes, hospital
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readmissions) because they are particularly sensitive
to random chance and relevant patient characteristics
such as age and disease severity. To mitigate the role
of random variation, measures should be used only
when there is sufficient between-provider variation
and when a sufficient number of patients can be sam-
pled. To mitigate incentives for risk selection and to
ensure fair comparisons, adequate risk adjustment
must be applied.7–12

In profiling, comparing providers’ observed per-
formance to their expected performance (based on
their case mix) has become standard.7 In practice,
purchasers typically calculate expected performance
using model-derived (patient-level) predictions.
Therefore, in addition to accurate data on relevant
patient characteristics, risk adjustment requires an
appropriate statistical model, the choice of which
will depend on characteristics of the data13 such as
the type of data (binary, count, continuous) and the
shape of the distribution (e.g., roughly normal or
highly skewed). In practice, however, other consider-
ations will likely play a role in this choice as well.
Instead of relying on expensive external expertise,
purchasers often perform these analyses themselves
(typically on an annual basis) and will therefore pre-
fer models that are easy to use and maintain. In addi-
tion, for risk adjustment to fulfill its purpose, it is
important that providers whose performance is being
profiled understand and support the method. If not,
even when differences in case mix are appropriately
taken into account, providers may still view the
risk-adjustment method as a ‘‘black box’’ and be sus-
picious of its validity,14 which could undermine the
entire profiling system. Therefore, where possible,
purchasers would opt for keeping the risk-adjustment
method simple. An often-used method that can easily
be applied to many types of performance data is ordi-
nary least squares (OLS). However, performance data
often have specific characteristics rendering OLS
unsuitable. More sophisticated models, although
more difficult to explain and maintain, will usually
fit these data better. Nonetheless, despite often being
the less suitable method, in practice OLS (at the
patient level) could generate similar profiling results
(at the provider level).

In this article, we use administrative data from
a large Dutch health insurer to compare statistical
models that can be used for analyzing and risk adjust-
ing the performance of Dutch general practitioners
(GPs) and health centers (HCs) on several measures
of quality and resource use. The insurer has been
implementing several performance-profiling pro-
grams in the Dutch primary care sector and, for the

reasons mentioned above, wanted insight in the
extent to which simple methods (OLS) yield similar
profiling results compared with more appropriate
sophisticated methods. Previous studies have looked
at the impact on profiling results of varying the risk-
adjustment methodology,15–22 treatment of patients
with extreme values,23 definition of performance
index,20,24–26 and method for categorizing providers
in different performance categories (e.g., high, aver-
age, low).5,27 This study focuses on the impact of
the statistical model, holding constant the set of risk
adjusters and other factors. Although there have
been some other studies that assessed the influence
of the statistical model on performance-profiling
results, these studies included only a few model
types in their comparisons (e.g., 2 or 3). In addition,
each of these studies evaluated the impact for only
1 performance measure: satisfaction with asthma
care,17 managed care pharmacy expenses,28 or in-
hospital mortality for patients undergoing coronary
artery bypass grafting surgery.21,29 Our study com-
pares more statistical models and assesses their
impact for 11 performance measures applicable to 3
different patient populations. In addition, by compar-
ing annual provider rankings over 3 adjacent years,
we also provide insight into the influence of the sta-
tistical model on the stability of profiling results
over time, which has not been done in previous
work. Large fluctuations would indicate that the
risk-adjusted measures are mainly driven by random
chance instead of true provider performance.

METHODS

Study Setting and Data

In the Dutch health care sector for curative care,
private, risk-bearing insurers are expected to act
as prudent purchasers of care on behalf of their
members. To adequately fulfill this role, insurers
can use several managed-care instruments, including
selective contracting, financial incentives, and per-
formance feedback to providers. Each of these instru-
ments requires an adequate profiling system. In this
study, performance profiles are constructed for GPs
and HCs using administrative data for the years
2006 to 2008 obtained from a Dutch insurer. For
each year, data on about 2.8 million members are
available, including sociodemographic characteris-
tics and proxies for health status. In the Netherlands,
these data are routinely available in health insurers’
files at no additional cost. For each member, it is
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known with which GP he or she was registered in
a particular year. In the Netherlands, GPs have fixed
patient panels and act as gatekeepers to hospital
care. Thus, GPs can influence the amount and type
of hospital care their patients use. A small but
increasing number of GPs hold practice in an HC,
which is an entity in which multiple GPs (typically
4 or 5) and other primary care providers (e.g., physio-
therapists, dietitians) provide and coordinate care,
usually from the same building. In our data, a GP
may or may not be affiliated with an HC. Thus, for
each member, our data provide a link to his or her
own GP, and, if this GP is affiliated with an HC,
also a link to this HC. Approximately 10% of the
GPs in our data set were affiliated with an HC, so
the vast majority of members did not receive primary
care from GPs working in an HC.

Dependent Variables (Performance Measures)

Using the administrative data, we constructed 3
types of performance measures: expenses (3 meas-
ures), utilization of hospital care (2 measures), and
clinical quality (6 measures). The expenses measures
are GP expenses (generated through visits and diag-
nostic tests/examinations), prescription medication
expenses, and total expenses (the sum of GP, medica-
tion, and hospital expenses). Regarding utilization,
the total number of inpatient admissions and
outpatient visits are available. Both are indicated by
diagnosis treatment combinations, which were
implemented in the Dutch health care system to facil-
itate contracting for hospital services.30 A diagnosis
treatment combination is a predefined care product,
selected by the medical specialist based on the
patient’s condition and representing all hospital pro-
cedures/services related to treating a patient with
a specific diagnosis within a fixed period. It is similar
to a diagnosis-related group used by, for example,
Medicare in the United States, except that diagnosis
treatment combinations are more broadly defined
and also include the payment for medical specialists.
Finally, providers are compared on clinical process
and outcome quality for patients with diabetes melli-
tus (DM) and patients with chronic obstructive pul-
monary disease (COPD). For DM, the percentage of
patients on statins and the number of DM-related
hospital admissions were available. For COPD, 3 pro-
cess measures were defined: the percentage of
patients using bronchodilators, the percentage
of patients using prednisone, and the percentage of
patients receiving physiotherapy. The number of
COPD-related hospital admissions was used as

outcome. The result is 3 types of dependent variables:
continuous (expenses, lower is better), count (utiliza-
tion, lower is better), and binary (clinical processes,
higher is better).

A small number of extreme outlier members (109)
were excluded to minimize distorting effects on coef-
ficients and profiling results and to increase the
chance of algorithm convergence for the more com-
plex statistical models. In addition, because the dis-
tributions of medication and total expenses are
highly skewed and we could not rule out the possibil-
ity that several extremely high values (between 50
and 100 patients per year) were erroneous (e.g., mis-
coded), based on a visual inspection these variables
were top-coded at e25,000 and e125,000, respec-
tively. Dependent variables for members enrolled for
less than a year were annualized and weighted based
on months of enrollment. Providers were included
only if they had �100 patients in each year for the
non–disease-specific variables. For the disease-spe-
cific variables, providers had to have �30 patients to
be included (we chose these thresholds because they
are commonly used in practice and in the literature).
After applying these restrictions, 4396, 628, and 517
GPs were included for the non–disease-specific, DM,
and COPD measures, respectively. For HCs, these
numbers are 120, 45, and 35.

Independent Variables (Risk Adjusters)

The models adjust for various patient characteris-
tics, all of which were derived from the administra-
tive data (Table 1). In addition to age and sex, we
included 5 indicators of socioeconomic status, 3 of
which were measured at the member’s ZIP-code
level. For example, the 3 categories of educational
level (low, medium, high) relate to the average educa-
tional level of people living in the member’s ZIP-code
area. The variable ethnicity is based on the percent-
age of persons in the ZIP-code area of whom at least
1 parent was born in Turkey, Africa, Latin America,
or Asia (excluding Japan). This variable was included
because different ethnic groups may exhibit different
patterns of utilization31 and may not be equally
adherent to recommended treatment.32,33 The vari-
able urbanization is based on the number of adjacent
addresses per square kilometer for 2006 and on the
number of inhabitants in the member’s town/city of
residence for 2007–2008. We also included 2 proxies
for health status: pharmacy-based cost groups and
diagnosis cost groups. Both proxies have been devel-
oped in the context of the Dutch risk-equalization
scheme (used to calculate risk-adjusted capitation
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payments for health insurers34,35) and are designed to
identify patients with chronic conditions. Pharmacy-
based cost groups are based on prior (outpatient) use
of medication. A member is assigned to a certain
pharmacy-based cost group if prescribed �181
defined daily doses of a particular disease-specific
medication in the prior year. For example, if a mem-
ber was prescribed �181 defined daily doses of insu-
lin in year t, he or she will be classified in the
pharmacy-based cost group for diabetes type 1 in
year t 1 1. Our data distinguishes 20 pharmacy-based
cost groups (members can be classified in multiple
groups), all of which relate to a certain chronic condi-
tion (e.g., DM, heart disease, rheumatoid arthritis,
cancer, epilepsy). Members were identified as having
DM if classified in the pharmacy-based cost group for
DM. COPD patients were defined in a similar way
(using the pharmacy-based cost group for chronic
nonspecific respiratory conditions) among members
45 years of age or older. Diagnosis cost groups are
based on the diagnoses of hospitalizations in the
prior year. About 500 diagnosis treatment combina-
tions for which high future expenses are likely were
clustered on homogeneity of expenses, resulting in
13 diagnosis cost groups. If a member was admitted
to the hospital and classified in one of these diagno-
sis treatment combinations in year t, this member
will be classified in the associated diagnosis cost
group in year t 1 1. Members can be classified in
only 1 diagnosis cost group (i.e., the most expensive
one).

All risk adjusters were carefully developed for the
purpose of explaining cost variation at the individual
member level and are therefore appropriate for
expenses measures.36 Because the utilization meas-
ures are closely related to (total) expenses, the risk
adjusters are also relevant for these measures. This
was confirmed when we ran the models; all risk
adjusters were typically significantly associated
with the dependent variable. However, for the

process measures, this was not always the case, espe-
cially regarding the diagnosis cost groups. But
because the pattern of (lack of) significant associa-
tions with the dependent variables was not consis-
tent across models and over time, we chose to
include all variables in all models to ensure compara-
bility. As a result, all models use the same risk
adjusters.

Model Selection

Expenses and utilization data have specific fea-
tures that complicate modeling of these data, includ-
ing a large fraction of people without any
consumption (i.e., a large zero mass), skewed distri-
butions, and heteroskedasticity (i.e., nonconstant
error variance). As modeling by OLS may lead to
imprecise estimates, more robust methods have
been proposed that recognize the distribution of the
data and are less sensitive to the right tail. Another
issue is that many methods assume independent
observations. Yet it is likely that in our case, the
data are not generated independently but in groups
because patients with specific characteristics tend
to choose and remain with physicians with specific
characteristics.37 Our procedure of selecting statisti-
cal models that can accommodate these features com-
prised 2 steps. First, we consulted key references in
the field of health econometrics and profiling13,38–41

to create a list of relevant types of models:

� OLS was applied to all performance measures, includ-
ing the binary variables. A linear probability model is
justified here because the individual expected proba-
bilities are aggregated to the provider level typically
yielding an expected probability between 0 and 1.

� Generalized linear models take into account hetero-
skedasticity while retaining the original scale, thus
making retransformation methods superfluous.13,42

They accommodate skewness via variance weighting
and require specification of a distribution and a non-
linear link function of the dependent variable that
can be modeled (by maximum likelihood) as a linear
function of independent variables. Using the GEN-
MOD procedure in SAS 9.2, we tested several distri-
butions: normal and gamma for expenses; normal,
gamma, Poisson, and negative binomial (negbin) for
counts; and binomial for binary variables.

� Two-part models deal with dependent variables with
many zeroes by splitting consumption in 2 parts: the
probability of any consumption and the level of con-
sumption conditional on having any.38 Two-part
models are estimated for medication expenses (30%
zeroes), admissions (92%–95% zeroes), and

Table 1 Included risk adjusters

Age-sex interactions (38 categories)
Yes/no living in a deprived area
Monthly income (ZIP-code, 10 categories)
Educational level (ZIP-code, 3 categories)
Ethnicity (ZIP-code level, 6 categories in 2006, 5 in 2007–

2008)
Urbanization (5 categories in 2006, 8 in 2007–2008)
Yes/no died in year of interest
Pharmacy-based cost groups (20 categories/comorbidities)
Diagnosis cost groups (13 categories)
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outpatient visits (75% zeroes). Parameters are esti-
mated separately for each part (using the same covari-
ates), and the prediction is obtained by multiplying
the estimated probability from a probit or logit model
by the conditional outcome.

� Multilevel models (MLMs; also known as random-
effects models) explicitly model the hierarchical
structure of the data, thereby recognizing that nested
observations may be correlated. When this is the
case, MLMs produce estimates that are more robust
to small sample size and more precise as predic-
tions.13,17,21,43 Intervals around provider-specific per-
formance estimates will also be wider, reflecting the
uncertainty arising from both variation between
patients within providers and variation between pro-
viders.13,44 Using the GLIMMIX procedure in SAS, we
employed 2-level models with a random provider
intercept with mean zero and constant variance,
adjusting for the fixed effects of patients’ risk charac-
teristics. We also considered the NLMIXED procedure
but chose GLIMMIX because NLMIXED tends to have
problems in achieving an accurate integral approxi-
mation in the log-likelihood in models with a rela-
tively large number of random effects.45 All MLMs
were estimated by maximum pseudo-likelihood. We
also tried estimating the models by Laplace approxi-
mation and adaptive quadrature, but as these techni-
ques often resulted in computational (convergence)
problems, we decided not to use them further.

We did not include models with provider fixed
effects. The reason is that this would often result in
unworkable models given the large number of pro-
viders. However, we acknowledge the controversy
between fixed- and random-effects models and the
fact that both types of models compute provider
effects in different ways.21,28,46,47 We ran OLS models
with provider fixed effects for all measures for HCs
and for the disease-specific measures for GPs. Results
were nearly identical to models without these effects,
as also found by others.28,29

In step 2 of our selection procedure, for each of the
model types, we created a final set of model specifica-
tions with a comparable fit. Appropriate specifica-
tions (i.e., well-fitting links and distributions) were
determined using the following criteria and tests:

� Percentage explained variance (R2): 1 – [variance(re-
siduals) / variance(dependent variable)]

� Mean absolute deviation (MAD): the average of the
absolute value of the residuals

� Bayesian information criterion: [–2 3 ln(likelihood)]
1 [number of parameters 3 ln(n)]

� Pregibon’s link test48

� Modified Hosmer-Lemeshow test

� Calibration: the extent to which the mean expected
value approximates the mean observed value (at the
member level). If the mean expected value differs
from the mean observed value, the model requires
recalibration, which is achieved by multiplying each
member’s expected value by a factor obtained from
dividing the overall mean observed value by the over-
all mean expected value. Model calibration was also
assessed by performing an OLS regression with the
observed outcome as the dependent variable and the
expected outcome as the independent variable. If
this yields an intercept of 0 and a slope of 1, recalibra-
tion is not necessary

� Adequate convergence of algorithm in all years

We included only converging models with a satis-
factory fit in all years. As a result, models with a good
fit in a particular year may still have been excluded.
We followed this approach for 2 reasons: 1) although
excluded model specifications sometimes performed
better than some included specifications, differences
were small, and 2) having the same models in all
years enables calculations on the stability of profiling
results over time.

Model Comparison

We calculated agreement among models on pro-
vider rankings based on z scores. The z score has
widely been used in profiling and is preferred over
other metrics.10,13,18,49 Using the measure-specific
patient-level observed and expected values, we cal-
culated the mean observed and mean expected per-
formance level for each provider in each year by
summing the observed and expected patient-level
values and dividing by the number of patients per
provider. The provider-specific z score is then
obtained by dividing the difference between these 2
means by the standard error of this difference.

Agreement is measured separately for each mea-
sure using the weighted kappa statistic, which meas-
ures agreement between rankings beyond agreement
due to chance.50 For each model, we ranked pro-
viders on z scores and recoded the ranking into 20
equally-sized groups. Next, for each pair of models,
we calculated the weighted kappa by comparing
both rankings. Finally, for each model, we calculated
the average agreement with all the other models using
the weighted kappas obtained from the pairwise com-
parisons with the other models. Models are also com-
pared on the extent to which they agree on outlier
designation. A provider is considered an outlier if
belonging to the 10% of providers with the worst per-
formance or to the 10% of providers with the best
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performance. The average percentage agreement was
calculated for each model for both low and high out-
liers. Finally, models are compared on stability of
results over time using the average of the agreement
between the rankings of 2006 and 2007, of 2006 and
2008, and of 2007 and 2008.

Agreement statistics are calculated separately for
HCs, GPs in an HC, and GPs not in an HC. During
2006 to 2008, HCs participated in a pay-for-perfor-
mance program in which most of the measures used
in this article were included. Variation in profiling
results over time for (GPs in) HCs could be a reflection
of this program’s having an effect. In that case, results
will be more stable for GPs not in an HC.

RESULTS

Table 2 provides descriptive statistics for members
and providers. Table 3 shows the models that were
included for each performance measure as well as
some fit statistics for 2008 (results for 2006–2007
can be found in the online appendix; the magnitude
of values sometimes differ across years, but patterns
are similar). As expected, OLS is often outperformed
by several other models, although differences are gener-
ally quite small. Regarding the binary measures, OLS
yields the lowest R2 and highest MAD, whereas the
MLMs yield the highest R2 and lowest MAD. A similar
pattern can be observed for GP expenses, whereas for
other types of expenses, alternatives to OLS do not
add much. Regarding the count variables, several mod-
els yield lower R2 and higher MAD values than OLS,
but there is always at least 1 model performing better
on both statistics. Two-part models are among the mod-
els with the lowest R2 and for admissions and visits also
have the highest MAD. Finally, several models needed
to be recalibrated (last column of Table 3). Models for
which this was most necessary typically had the worst
fit (e.g., log-normal for COPD-related admissions and
gamma-power for medication expenses).

The R2 values also provide insight into the impor-
tance of risk adjustment. As expected, the models
explained a relatively large fraction (22%–38%) of
total member-level variation in expenses. This is
also true for outpatient visits (36%), whereas for hos-
pital admissions, models explain only about 7% to
12% of the variation. As risk adjustment is undoubt-
edly important for these measures, the low R2 values
are probably a result of a combination of inadequate
risk adjustment and the fact that hospital admissions
are relatively rare. Even less variation is explained in
3 of the 4 process measures. The very high R2 for statins

can be explained by very strong associations with some
pharmacy-based cost groups (e.g., heart disease).

Agreement among Models per Year

Table 4 presents average levels of agreement for
2008 (figures for 2006–2007 are similar for most
measures, see the online appendix; exceptions are
higher agreement for HCs for physiotherapy, lower
agreement overall but higher agreement on outliers
for disease-related admissions, and lower agreement
for HCs for outpatient visits in 2006–2007 compared
with 2008). Agreement on overall rankings is high,
with kappa often greater than 0.90, typically greater
than 0.85, and never below 0.74. Agreement on out-
lier designation is more variable but still quite high
and tends to be higher for processes than for out-
comes and expenses, for which agreement is often
less than 80%. Overall, models tend to agree better
on designation of low outliers than of high outliers,
although there are exceptions (e.g., GP expenses
for HCs). Models agree somewhat better for GPs
than for HCs, especially for disease-related admis-
sions and expenses. Finally, models with similar fit
statistics may agree poorly on profiling results. For
GP expenses, for example, the normal-power model
agrees worse with the other model(s) than OLS.

Figure 1 shows the distribution of z scores for GPs
for 2 measures: statins and GP expenses. Despite high
agreement among models, differences may be large
for individual providers. In addition, highly similar
rankings do not preclude large differences, which
become visible when an absolute threshold is used
to discern providers. For example, for statins (Figure
1a), a threshold of (–)2 results in lower agreement on
outlier designation between OLS and logit than pre-
sented in Table 4. Plots such as in Figure 1 also visu-
alize differences between measures. For example,
assuming an absolute threshold, many more GPs
will be classified as outliers for GP expenses (Figure
1b) than for other measures for which z scores have
a much smaller range.

Agreement among Years per Model

Table 4 also shows limited agreement among
annual rankings per model, ranging from absent
(DM-related admissions) to fair (statins, COPD-related
admissions) to moderate (all other measures; see the
online appendix for results for the other measures).
Agreement on outlier designation is higher than agree-
ment overall but still fairly low. No model consistently
produces more or less stable results than other models.
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Table 2 Descriptive statistics of the study population, by year

2006 2007 2008

All members, independent variables n = 2,809,250 n = 2,802,632 n = 2,808,838
Age, mean (SD) 40.1 (23.2) 40.2 (23.2) 40.4 (23.3)
Male, % 50.5 50.4 50.3
Living in a deprived area, % 6.7 6.5 6.5
Monthly income, mean (SD)a 5.3 (2.9) 5.3 (2.9) 5.3 (2.8)
Educational level, mean (SD)b 2.0 (0.8) 2.0 (0.8) 2.0 (0.8)
Ethnicity, mean (SD)c 2.1 (1.5) 1.3 (0.8) 1.3 (0.8)
Urbanization, mean (SD)d 2.9 (1.4) 4.7 (2.2) 4.7 (2.1)
Died, % 0.9 0.8 0.8
In a pharmacy-based cost group, % 16.2 16.9 17.5
In �2 pharmacy-based cost groups, % 4.5 4.8 5.1
In �3 pharmacy-based cost groups, % 1.2 1.3 1.4
In a diagnosis cost group, % 2.6 2.3 2.4

All members, dependent variables n = 2,809,250 n = 2,802,632 n = 2,808,838
Inpatient admissions, mean (SD) 0.10 (0.46) 0.11 (0.49) 0.10 (0.46)
No inpatient admission, % 92.7 92.5 92.8
Outpatient visits, mean (SD) 0.52 (1.43) 0.53 (1.52) 0.53 (1.21)
No outpatient visit, % 72.4 73.0 74.1
GP expenses, mean (SD) 119 (112) 128 (122) 127 (119)
No GP expenses, % 2.1 2.1 2.2
Medication expenses, mean (SD) 275 (908) 310 (1024) 302 (1048)
No medication expenses, % 31.9 31.1 29.2
Total expenses, mean (SD) 1476 (5306) 1531 (5359) 1485 (4879)
No expenses, % 1.6 1.6 1.6

Members with DM, dependent variables n = 86,208 n = 88,536 n = 89,320
On statins, % 59.4 63.0 63.6
Inpatient admissions, mean (SD) 0.08 (0.38) 0.08 (0.39) 0.07 (0.36)
No inpatient admission, % 94.0 94.1 94.9

Members with COPD, dependent variables n = 65,315 n = 68,927 n = 69,892
Receiving physiotherapy, % 4.17 4.76 5.55
On prednisone, % 33.4 32.6 32.6
On bronchodilators, % 81.5 80.5 80.2
Inpatient admissions, mean (SD) 0.07 (0.36) 0.08 (0.37) 0.07 (0.36)
No inpatient admission, % 94.6 94.3 94.6

General practitioners n = 7471 n = 5447 n = 5538
�100 patients in all years, n (mean sample size) 4396 (529) 4396 (533) 4396 (529)
�100 patients in all years and in an HC, n (mean sample size) 355 (688) 355 (692) 355 (653)
�30 DM patients in all years, n (mean sample size) 628 (70) 628 (71) 628 (72)
�30 DM patients in all years and in an HC, n (mean sample size) 79 (68) 79 (70) 79 (72)
�30 COPD patients in all years, n (mean sample size) 517 (58) 517 (60) 517 (61)
�30 COPD patients in all years and in an HC, n (mean sample size) 66 (55) 66 (59) 66 (59)

Health centers n = 142 n = 179 n = 186
�100 patients in all years, n (mean sample size) 120 (1791) 120 (1874) 120 (1841)
�30 DM patients in all years, n (mean sample size) 45 (131) 45 (141) 45 (141)
�30 COPD patients in all years, n (mean sample size) 35 (117) 35 (130) 35 (130)

Note: COPD = chronic obstructive pulmonary disease; DM = diabetes mellitus; GP = general practitioner; HC = health center; SD = standard deviation.
a. Ten categories (1 = lowest income decile, 10 = highest income decile).
b. Three categories (1 = low, 3 = high).
c. Six categories in 2006 (1–6) and 5 categories in 2007–2008 (0–4). A high score corresponds to a high percentage of non-Western immigrants living in the
member’s ZIP-code area.
d. Five categories in 2006 (1–5), 8 categories in 2007–2008 (1–8). A high score corresponds to a low level of urbanization of the member’s living area.
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Table 3 Selected fit statistics of included models, by performance measure, 2008

Measure (Applicable Population) Model R2a MAD Calibrationb

Yes/no physiotherapy (COPD patients) OLS 0.037 0.101 Y = Ŷ
GLM binomial-probit 0.039 0.100 Y = 1.000Ŷ
MLM normal-id (HCs) 0.042 0.099 Y = Ŷ
MLM normal-id (GPs) 0.063 0.099 Y = Ŷ

Yes/no prednisone (COPD patients) OLS 0.061 0.411 Y = Ŷ
GLM binomial-logit 0.061 0.411 Y = Ŷ
MLM normal-id (GPs) 0.085 0.411 Y = Ŷ

Yes/no bronchodilators (COPD patients) OLS 0.026 0.312 Y = Ŷ
GLM binomial-logit 0.028 0.310 Y = Ŷ
MLM normal-id (GPs) 0.048 0.293 Y = Ŷ

Yes/no statins (DM patients) OLS 0.701 0.136 Y = Ŷ
GLM binomial-logit 0.707 0.136 Y = Ŷ
MLM normal-id (GPs) 0.713 0.134 Y = Ŷ

No. of inpatient admissions (COPD patients) OLS 0.114 0.124 Y = Ŷ
GLM normal-log 0.109 0.126 Y = 0.946Ŷ
GLM Poisson-power 0.113 0.123 Y = Ŷ
GLM negbin-power 0.111 0.123 Y = 0.960Ŷ
GLM gamma-log 0.115 0.124 Y = 1.000Ŷ
MLM normal-power (HCs) 0.118 0.123 Y = 1.024Ŷ
2-part logit-OLS 0.105 0.123 Y = Ŷ
2-part logit-normal power 0.105 0.123 Y = 1.000Ŷ
2-part logit-Poisson power 0.105 0.123 Y = 1.000Ŷ

No. of inpatient admissions (DM patients) OLS 0.070 0.125 Y = Ŷ
GLM normal-log 0.077 0.125 Y = 0.992Ŷ
GLM Poisson-power 0.072 0.124 Y = Ŷ
GLM negbin-power 0.071 0.124 Y = 0.971Ŷ
GLM gamma-log 0.071 0.124 Y = 1.001Ŷ
MLM normal-power (HCs) 0.073 0.124 Y = 1.013Ŷ
2-part logit-OLS 0.069 0.124 Y = Ŷ
2-part logit-normal log 0.069 0.124 Y = 1.001Ŷ
2-part logit-Poisson power 0.068 0.124 Y = 1.000Ŷ

No. of inpatient admissions (all members) OLS 0.109 0.166 Y = Ŷ
GLM Poisson-power 0.104 0.166 Y = Ŷ
GLM negbin-power 0.101 0.166 Y = 0.965Ŷ
Gamma power 0.108 0.166 Y = 1.000Ŷ
MLM normal-id (GPs) 0.109 0.166 Y = Ŷ
2-part logit-OLS 0.103 0.167 Y = Ŷ
2-part logit-normal power 0.103 0.167 Y = 1.000Ŷ
2-part logit-Poisson power 0.102 0.167 Y = 1.000Ŷ

No. of outpatient visits (all members) OLS 0.366 0.477 Y = Ŷ
GLM Poisson-power 0.365 0.477 Y = Ŷ
GLM negbin-id 0.363 0.476 Y = 0.998Ŷ
GLM gamma-id 0.363 0.476 Y = 1.000Ŷ
MLM normal-id (GPs) 0.369 0.474 Y = Ŷ
2-part logit-OLS 0.365 0.478 Y = Ŷ
2-part logit-normal power 0.367 0.479 Y = 1.002Ŷ
2-part logit-Poisson power 0.366 0.478 Y = 1.000Ŷ

GP expenses (all members)c OLS 0.288 52.326 Y = Ŷ
GLM normal-power 0.288 52.439 Y = 0.999Ŷ
MLM normal-id (HCs) 0.290 52.121 Y = Ŷ
MLM normal-id (GPs) 0.318 50.701 Y = Ŷ
MLM gamma-power (GPs) 0.319 50.442 Y = 0.993Ŷ

(continued)
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Our hypothesis that results would be less stable for
(GPs in) HCs than for GPs not in an HC is not con-
firmed: there appears to be no relationship between
type of provider and the stability of profiling results.
Limiting the analysis to providers with �100 patients
for disease-specific variables and �1000 patients for
non–disease-specific variables did not change these
results, although for some measures, agreement
increased by up to 15 percentage points (data not
shown).

DISCUSSION

This study has investigated the influence of the
statistical model on performance-profiling results
for primary care providers. Our main goal was to
determine whether different statistical methods
selected based on statistical as well as relevant prac-
tical criteria (from a purchaser’s perspective) gener-
ate different profiling results. Our results showed
that profiling results are sensitive to the statistical
model that is used and that the choice of model
does indeed seem to matter, especially for clinical
outcome measures and expenses.

However, differences were relatively small, and
the choice of model may not be as important as other
choices such as the set of risk adjusters, definition of
performance index, and method for categorizing pro-
vider performance.5,15-22,24-27 In addition, simple
methods have important practical advantages. For
example, OLS can be applied to all measures and
data, a feature not shared by many other models

that may work well for 1 year and fail to converge in
the next. For purchasers, these might be sufficient
reasons to choose OLS (or a logit model for binary var-
iables). Nonetheless, caution is clearly warranted.
Agreement of 75% to 95% suggests that the models
still relatively often classify providers in different
performance categories, which, depending on the
purpose for which the rankings are used (e.g., perfor-
mance feedback, pay for performance, public report-
ing), may have far-reaching (financial) consequences
for providers. In addition, compared with agreement
overall, agreement on outlier designation was lower
and more variable. For example, for non–disease-spe-
cific measures and using 10% cutoffs for both tails to
determine outliers status, even 5% disagreement
means that the choice of model alone determines for
44 GPs (4396 GPs 3 20% 3 5%) whether they will
be classified as outlier or not, which may be hard to
justify. Thus, for each individual measure selected
for profiling, decision makers are faced with a difficult
tradeoff between identifying the best-fitting model
each year (a cumbersome task) and simply using
a well-known method that is easy to apply, maintain,
and explain but that may also result in somewhat dif-
ferent provider classifications.

The first option will be time-consuming and can be
expensive, especially when providers are profiled on
many measures and if the modeling is outsourced to
an external (commercial) party. In addition, it may
result in mixed signals toward providers. For exam-
ple, it may be confusing for providers if the purchaser
tries to convince them about a new sophisticated

Table 3 (continued)

Measure (Applicable Population) Model R2a MAD Calibrationb

Medication expenses (all members)d OLS 0.375 222.676 Y = Ŷ
GLM gamma-power 0.335 224.940 Y = 0.929Ŷ
MLM normal-id (GPs) 0.376 222.966 Y = Ŷ
2-part probit-OLS 0.375 222.165 Y = 1.000Ŷ
2-part probit-normal power 0.362 237.793 Y = 0.957Ŷ
2-part probit-gamma power 0.350 228.838 Y = 0.958Ŷ

Total expenses (all members)e OLS 0.226 1452.191 Y = Ŷ
MLM normal-id (HCs) 0.226 1449.624 Y = Ŷ
MLM normal-id (GPs) 0.226 1450.547 Y = Ŷ

Note: COPD = chronic obstructive pulmonary disease; DM = diabetes mellitus; GP = general practitioner; HC = health center; MAD = mean absolute devi-
ation; GLM = generalized linear model; MLM = multilevel model; negbin = negative binomial; OLS = ordinary least squares.
a. Percentage explained variation at the individual member level.
b. Extent to which the mean of expected values (Ŷ) approximates the mean of observed values (Y).
c. Expenses generated by GPs through office visits, home visits, and (diagnostic) tests.
d. Expenses related to the use of prescription medication, regardless of prescriber.
e. Sum of GP expenses, medication expenses, and inpatient expenses generated by medical specialists.
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method for a specific (type of) measure (‘‘this specifi-
cation is best suited to account for your specific
patient mix for this measure!’’) whereas in the year
before they had just been convinced about the merits
of another method for the same measure. A practical
solution may be to use a simple and easy to apply,
maintain, and explain model (e.g., OLS) and to com-
pare the results with the results of a relatively simple
2-level MLM (e.g., assuming a normal distribution
and identity link). In our data, such MLM specifica-
tions had little convergence problems and were often

(but not always) among the models with the best
fit statistics. In addition, as noted above, these mod-
els have advantages that may be appealing to pro-
viders, although these advantages may be difficult
to explain.51

There were several other notable findings. First,
models agreed more for processes than for outcomes
and expenses. Yet we did observe differences for pro-
cesses as well, and because even small differences
can be important, the conclusion that the choice of
model does not matter for processes cannot be
justified. Second, models tended to agree more on
designation of low outliers than of high outliers, espe-
cially for utilization and expenses. The explanation is
that for high outliers, expected utilization and
expenses are high compared with what is observed.
Because generalized linear (mixed) models can better
predict high expenses and utilization than OLS,
agreement on high-outlier designation will be lower
than on low-outlier designation. This is an important
finding, as most pay-for-performance programs
reward only high performance.2 Third, agreement
was higher for GPs than for HCs, especially for
disease-related admissions and expenses. It thus
seems that the choice of model matters more for
HCs than for GPs. Fourth, profiling results varied sub-
stantially over time. As this is unlikely to be a result of
a specific intervention, it probably reflects random
variation and low reliability.6,49 Results were most
unstable for hospital admissions and total expenses,
which is not surprising as these are more difficult to
influence by providers than other types of measures
such as processes.52,53 Measures will be more reliable
when sample size and the intraclass correlation coef-
ficient (i.e., the proportion of total variation that can
be attributed to between-provider variation) are
large.54–56 Limiting the analysis to providers with
more patients increased agreement, but much varia-
tion remained, implying relatively low between-pro-
vider variances. Results were most stable for GP
expenses. Given the large range in z scores (Figure
1b), this may be a particularly useful measure for pro-
filing. However, in view of GPs’ gatekeeping role,
purchasers should then be cautious that GPs are not
penalized for keeping patients out of the hospital
and/or not rewarded for unwarranted referrals.

This study has limitations. First, we identified
COPD patients using the pharmacy-based cost group
for chronic nonspecific respiratory conditions and
the patients’ age (�45 years). As a result, we may
have overestimated the number of COPD patients in
our data. Second, outlier providers were arbitrarily
defined. We chose a relative threshold for determining
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Figure 1 Distributions of z scores for general practitioners (GPs;

not in a health center) for 2 measures, 2008. ML = multilevel;

OLS = ordinary least squares. The figure displays GPs’ z scores pro-
duced by the different models for 2 different measures: the percent-

age of diabetes patients on statins (a process quality measure, 3

models, relevant for 547 GPs) and total GP expenses (a resource

use measure, 4 models, relevant for 4019 GPs). GPs are ranked
on their z scores (derived from OLS) from highest performance

(rank 1) to lowest performance (rank 547 or 4019, depending on

the measure). The figure illustrates that differences may be large

for individual providers despite high agreement among models.
In addition, as shown in panel a, highly similar rankings do not

preclude large differences among models.
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outlier status because this is common in practice.
However, an absolute threshold based on, for example,
conventional levels for statistical testing may yield dif-
ferent results. A provider will then be an outlier when
the absolute value of the z score is larger than 1.96 (P =
0.05) or 2.58 (P = 0.01). Using a large P value mitigates
the risk of incorrectly classifying outliers as average
but also increases the risk of classifying average pro-
viders as outliers. Absolute thresholds have the advan-
tage that they are transparent and that they may
provide stronger incentives for providers to
improve.57 Conversely, with a relative threshold, pur-
chasers know exactly how many providers will be des-
ignated as outlier, which, when the profiling results
are used for allocating incentive payments, provides
budgetary certainty for the purchaser. The sensitivity
of our results to the method of categorizing provider
performance merits further study.

Third, we analyzed all inpatient admissions and
outpatient visits (i.e., grouped together) and not, for
example, only ambulatory care–sensitive ones,58

which might have been the preferred approach in
profiling primary care providers. Although separate
analysis of different types of admissions/visits could
have been valuable, admission/visit type could not be
derived from our data. But even if ambulatory care–
sensitive admissions could have been identified,
they may well have been too rare to model reliably.7

A fourth limitation is that our set of risk adjusters
was based on administrative information that is rou-
tinely available in insurers’ files. This information
was not generated for profiling purposes but for
explaining variation in costs for the purpose of calcu-
lating risk-adjusted capitation payments for insurers.
Ideally, risk adjustment for performance profiling
would use detailed (clinical) information from medi-
cal records and patient surveys, especially regarding
clinical quality. However, collecting such data on
a routine basis is expensive, and we expect that in
practice, insurers will often mainly use data already
available in their files. In addition, although we would
have preferred to use individual-level information on
socioeconomic status, ZIP-code–level variables have
been shown to discern broadly similar patterns com-
pared with the corresponding individual-level varia-
bles.59,60 As expected, our risk adjusters were best
suited for expenses (and outpatient visits), whereas
for other measures, 90% or more of the variation
remained unexplained. Although a high R2 indicates
that risk adjustment is important, a low R2 does not
necessarily imply that risk adjustment is unimportant;
the risk adjusters may simply not be adequate. In
agreement with Ash and Ellis,7 we would argue that

risk adjustment is necessary for all measures until it
is convincingly demonstrated that patient characteris-
tics cannot predict these measures. Another concern is
that some of our risk adjusters can be directly influ-
enced by providers and thus provide opportunities
for gaming when used for risk-adjusting perfor-
mance profiles. For example, a GP could increase
the number of defined daily doses such that more
patients are classified in a pharmacy-based cost
group, effectively making his or her patient popula-
tion look sicker than it is in reality. Incentives for
such behavior will be larger when results are used
as input for high-stakes improvement efforts such
as public reporting and pay for performance.
Although we have no reason to believe our conclu-
sions would be substantially different using better
risk adjustment, development of tailored risk-
adjustment methods merits high priority.

Finally, our results may not generalize to other set-
tings and measures. We looked at a specific group
of providers (Dutch GPs with fixed patient panels
and acting as gatekeepers) using administrative
data from 1 insurer. Given the widespread use of per-
formance profiling, future research should investigate
whether our results are confirmed in other settings for
reliable and commonly used performance measures.

In summary, although simple methods such as OLS
have advantages from a practical viewpoint, they may
produce different profiling results compared with
more suitable methods. Therefore, the choice of statis-
tical model for performance profiling should be made
with care, especially when results are used as input for
high-stakes improvement efforts. In addition, regard-
less of the model, performance comparisons should
preferably be conducted over multiple time periods
to gain insight in the extent to which the measures
are driven by chance and thus if they are potentially
suitable for profiling. Even for process measures,
over which providers supposedly have much control,
random chance may determine providers’ relative
positions to a large extent, which, depending on
how and by whom the profiles are used, can have
far-reaching (financial) consequences for providers.
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