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A B S T R A C T

Understanding the mechanisms at the microstructure scale is of great importance for modeling the behavior of
materials at different scales. To this end, digital image correlation (DIC) is an effective measurement method for
evaluating the strains generated by various loading conditions. The objective of this paper is to describe the ex-
perimental setup and the use of high resolution digital image correlation (HRDIC) during in situ Scanning Elec-
tron Microscope (SEM) tests in order to provide a coupling between polycrystalline modeling and experiment in
the near future. The HRDIC technique is used to evaluate the tensile behavior of a pure copper polycrystal at
room temperature. Several magnitudes are investigated in order to discuss the representativeness of the results
with respect to the macroscopic scale. The selected image correlation parameters are discussed regarding the
ability of the technique to define inter- and intra- granular strain heterogeneities. Finally, based on EBSD ana-
lyzes, the impact of grain orientation on the mechanical behavior is discussed. The Schmid factor, calculated
from a macroscopic stress, appears to be the determining factor concerning the orientation of the location bands.
On the other hand, it is not sufficient to define the mean strains in the grains.

1. Introduction

Understanding the mechanisms at the microstructure scale is of
great importance for modeling the behavior of materials at different
scales. This is the first step towards optimizing microstructures to im-
prove the mechanical properties of a part. It has been demonstrated, for
example, that there is a strong relationship between strain hetero-
geneities generated in grains and fatigue initiation on various crys-
talline materials [1,2]. The characterization of these heterogeneities,
which can be inter- or intra- granular, is therefore of paramount impor-
tance [3–5]. For this purpose, high-resolution digital image correlation
(HRDIC) is an effective measurement method for evaluating strains
generated by various loading conditions [6–15]. It allows access to in-
formation at several scales: several grains, one grain or even sub-grains.
This information appears essential in understanding the distribution of
strains and stresses within the microstructure [2]. Several experimental
studies have been previously performed on copper oligocrystals in or-
der to define the strain mechanisms [13,16]. The advantage of using
this type of material is the presence of grains whose size is larger than
one millimeter. It is thus possible to identify the strain mechanisms us-
ing conventional tools, such as optical cameras with a resolution of

about per pixel ( ). However, differences in behavior could
be observed between oligocrystals and polycrystals, whose grain size is
of the order of a few tens of micrometers. It is then necessary to study
also in detail the behavior of polycrystalline materials in order to model
them. In this case, the use of in situ scanning electron microscope (SEM)
characterization techniques is a way to increase the resolution of the
measurements. Using such characterization techniques requires the im-
plementation of a precise methodology to observe the mechanisms at
sub-micrometer scales. The choice of speckle, the measurement condi-
tions and the correlation of the images are all parameters to be consid-
ered for the successful completion of the tests [17–19]. One of the nec-
essary considerations is the representativeness of the observations re-
garding the macroscopic behavior. A choice must be made between
having a sufficient resolution to capture the inter- and intra- granular
strain mechanisms and having a region of interest (ROI) large enough
to represent the macroscopic behavior. This is even more important
when the final aim of the test is to develop experiments, allowing the
implementation of inverse identifications of polycrystalline models
[20].

In order to understand the strain mechanisms, the electron backscat-
tered diffraction (EBSD) technique is often coupled to the DIC [6,21]. It
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allows to get information on the orientation of the grains, or the distor-
tion of the network within the grains. It is thus particularly useful to
make the link between the Schmid factor and the slip systems activated
in the polycrystal. When a slip system is activated because of shear
stress, slip bands appear in the grains, corresponding to the intersection
between the observation plane and the slip plane. Using DIC allows
then to highlight them particularly. Therefore, many studies investi-
gated the relationship between the Schmid factors and the strains gen-
erated in the grains by coupling these two techniques [22–26]. These
studies show that, with polycrystals loaded in fatigue, a majority of
crystallites with slip bands have angles in agreement with Schmid’s law
[22]. On the other hand, it is also mentioned that the maximum Schmid
factors are not necessarily associated with the highest strains inside the
grains [25–27]. Other parameters that must be considered: grain-to-
grain misorientation angles, the number of active slip systems, grain
size and morphology, and geometric constraints from the surrounding
grains [4,5,13].

Using polycrystalline models to translate the behavior of materials
is becoming more and more common. This is evidenced by the growing
number of publications on the subject over the last five years [28–31].
By coupling the technique of digital image correlation to modeling, the
authors have multiple objectives: to refine the understanding of the
physical mechanisms at the grain scale, to develop new modeling ap-
proaches or to improve the prediction of physical models. Several ap-
proaches have been investigated in the literature, notably the emer-
gence of crystal plasticity finite element (CPFE) models [28,32–34] and
crystal plasticity peridynamic (CPPD) models [29,35,36]. On the basis
of the polycrystalline models, two approaches are opposed, Sachs’ and
Taylor’s [37,38].

The experiments performed before the modeling must provide rep-
resentative data of the macroscopic behavior in order to identify the pa-
rameters of a polycrystalline model in a minimum of time. The choice
of experimental parameters and the analysis of the results represent a
significant way to reduce the optimization costs. How to define the ap-
proach scale for analysis? Which resolution should be adopted? Is the
ROI large enough to represent the macroscopic behavior? Which infor-
mation is needed to make a choice of modeling? Answering these ques-
tions is of great interest when one wishes to set up a coupling between
experimentation and modeling. If many studies coupling DIC and finite
element modeling are present in the literature, the choice of the para-
meters is few discussed and is often done by experience.

The objective of this paper is to describe the experimental setup and
the use of HRDIC during in situ Scanning Electron Microscope tests in
order to provide a coupling between polycrystalline modeling and ex-
periment. The influence of DIC parameters on the ability of such analy-
sis to track local phenomena (e.g. localization) in a strained polycrystal
is investigated. For the special case of pure copper, an optimal set of pa-
rameters is proposed, allowing to study the shear bands occurring dur-
ing an in situ tensile test.

The material and the characterization methods are presented in Sec-
tion 2. Section 3.1 aims to define the DIC parameters, allowing the ob-
servation of inter- and intra- granular heterogeneities through a sensi-
tivity study. During the tensile test, images were captured at two differ-
ent magnifications to get different resolutions and fields of view. Sec-
tion 3.2 is dedicated to the comparison of results obtained with these
two resolutions based on the number of grains, texture and average
strain values. The results from DIC are analyzed in Section 3.3. The
combination of EBSD and DIC data is then especially useful for under-
standing the link between strain and crystallographic orientation of
grains. Finally, a discussion is proposed in Section 4. The minimum
number of grains to be considered for performing the analysis, the
choices of DIC parameters and the variables of interest are discussed in
this section.

2. Materials and methods

2.1. Material

The material used in this study was commercially pure copper
(99.9%). Its chemical composition, measured by optical emission spec-
troscopy using a SPECTROMAXx LMM05 (ICP-OES) is given in Table 1.
The as-received material was rolled sheet. Thus, an homogenization
heat treatment of 500°C for 30 min followed by water quenching was
performed. The heat treatment parameters were chosen to achieve an
homogeneous microstructure with an average grain size of approxi-
mately (see histogram in Fig. 11). This grain size was de-
fined as a compromise between: 1) a grain size large enough to observe
inter- and intra- granular localization phenomena; 2) a grain size small
enough to have a sufficient number of grains in the digital image corre-
lation analysis field to be representative of the macroscopic behavior of
the material. This last issue will be discussed in Section 4. Note that
some twins are present in the microstructure (see Fig. 1). They are of
thermal origin. They were created during the homogenization heat
treatment. This particularity has not been investigated in the following
article.

2.2. Microstructural characterization

Prior to microstructure observations, the specimen was mechani-
cally ground and polished down to a diamond polishing paste of . A
chemical etch composed of (41%), HCl (37%) and

was used for 30 s to reveal the intra-granular microstruc-
ture. The choice was made not to deposit speckles on the surface of the
specimens in order not to degrade the EBSD acquisition [39]. Chemical
etching allowed the generation of small markers whose size was be-
tween 100 and (see Fig. 1.c). A pre-test analysis showed that the
markers induced by chemical etching were adequate for applying DIC
at high resolution [40].

The images were acquired using a FEG JEOL JSM-7001F in high
vacuum (HV) mode. The working distance ( ), was imposed by
using an in situ tensile test device (see Section 2.3). The image size
( ) was also required by the choice of integrating the im-
ages. An integration of images (8 in the present work) allows to increase
the signal to noise ratio. Finally, dwell time ( ), acceleration volt-
age ( ) and probe current number (9 a.u.) were set because an in-
creased stability of the images was obtained with these parameters.

Two magnifications were investigated during the mechanical tests:
and . The acquisition of images at magnification al-

lowed a “macroscopic” view of the microstructure with a measurement
field of and a resolution of . In the following,
images acquired at magnification are referred to as Low Resolu-
tion images (LR). Thus, it was possible to determine the macroscopic
strain applied to the specimen during the test (see Section 3.2). The ac-
quisition of the images at a magnification of gave a resolution of

, allowing to highlight inter- and intra- granular strain sites
during the mechanical loading (see Section 3.1). In the following, im-
ages acquired at magnification are referred to as High Resolution
images (HR). To obtain a number of grains greater than 100 in the field
of observation, a stitching of several images at this resolution was re-
quired. The impact of the number of grains on the results is discussed in
detail Section 4. At the end, images were captured (a total of 48
images per loading step) at high resolution. A 10% overlap between im-

Table 1
Chemical composition of the material (weight percentage).

Cu P Sn Pb

MEAN 99.892 0.038 0.011 0.011
STD 0.010 0.001 0.001 0.001

2
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Fig. 1. a) Specimen. Examples of captured images: b) at low resolution (LR), c) at high resolution (HR) and d) after stitching of high resolution images. Blue rectan-
gle: image obtained after stitching. Red rectangle: HR image. Green rectangle: EBSD acquisition area (noted Full area). Black dotted rectangle: area selected for im-
age correlation analysis and EBSD (noted DIC area).

ages was used. The images were stitched using the macro grid collec-
tion stitching module with linear Blending in ImageJ software [41].
The final image resulted in a measurement field of
( ). Examples of images obtained at these two resolutions,
as well as the stitching performed from the HR images are shown in Fig.
1.

For EBSD acquisition, SEM conditions were: acceleration voltage
, objective lens aperture , probe current number 16 (a.u.),

magnification and tilt angle 65°. EBSD maps were acquired using a
HKL Nordlys camera driven by Channel 5 software (with Flamenco
module) from Oxford Instruments. The camera resolution was binned
by 4 using a low gain and an averaging of 4 images in order to minimize
noise. Resolution in Hough space was 100 pixels; between 6 and 9
bands were detected in each Kikuchi pattern and the step size was

for a grid .
The EBSD dataset was processed using the MTEX v5.2 toolbox for

MATLAB® [42]. The Grain Orientation Spread (GOS) is usually consid-
ered as a qualitative descriptor of work hardening of grains [43,44]. For
a given grain k, it is defined as:

(1)

Where denotes the misorientation angle between pixel i
( ) and the mean orientation of grain k ( ), whereas is the num-
ber of pixels in grain k. Likewise, the Grain Average Misorientation
(GAM) is defined as the arithmetic mean of the Kernel Average Misori-
entation (KAM):

(2)

With

(3)

Where denotes the p-connected neighborhood of pixel i. A p
value of 5 was used in this work.

EBSD data can be used to compute the Orientation Distribution
Function (ODF) [42]. One can define the change in ODF between the
starting texture ( ) and the deformed material ( ):

(4)

In the following, two analysis areas are used: one area correspond-
ing to all the data acquired in EBSD (named full area hereafter) and an-
other one corresponding to the area analyzed in DIC (smaller than the
EBSD and named DIC area hereafter) (see Fig. 1). 454 grains were re-
constructed in the full area whereas 115 grains were reconstructed in
the area retained to perform DIC.

The mesh obtained from ESBD differing from the pixel grid of the
image captured by SEM, an interpolation of the EBSD values at each
pixel of the image taken at step 0 was performed to reconstruct the
grain boundaries on the DIC maps.

2.3. Mechanical characterization

The in situ SEM tensile test was performed using a Kammrath and
Weiss machine. The specimens had a cross-section of
and a gauge length of . The stress axis was oriented along the X-
axis (horizontal) for all strain maps and images (see Fig. 1). The loading
was applied with a displacement rate of and was paused at 3
steps to perform intermediate microscopy work. Fig. 2 illustrates the
time-evolution of engineering stress, measured from the tensile ma-

Fig. 2. Evolution of engineering stress versus time during the tensile test. The
blue areas represent the time needed to capture images for each step.

3
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chine. At each step, the displacements were held constant and the evo-
lution of the stress was recorded. The acquisition time of a set of images
was approximately 75 min. It was observed that an increase in the ap-
plied strain induced an increase in the stress relaxation during the mea-
surement steps. As expected, the largest stress variation was observed at
the beginning of the steps. In order not to be impacted by relaxation ef-
fects, which can influence the measurements [21], a waiting time was
applied before each image was taken, thus allowing a stable mechanical
field over time. Table 2 sums up the stress level measured at the begin-
ning and end of each step. The maximum stress variation observed dur-
ing imaging was less than . In addition, in order to evaluate
whether the DIC measurements varied during the duration of the step,
images at magnification were taken at the beginning and at the
end of each step.

2.4. Digital Image Correlation measurements

The images were correlated using the Ncorr software [45]. The sub-
sets used were circular. An analysis window size was calculated
in order to study the influence of image correlation parameters. Each
image was a regular grid of pixels, as schematically illustrated in Fig. 3.
The calculation of strain fields by DIC was performed in two steps. The
first step was to calculate the displacement fields. Depending on the se-
lected parameter , the number of pixels of the image for which
the calculation is performed is different ( in Fig. 3). Thus,
in the case shown in Fig. 3, only the black pixels are calculated.
equals zero means that a calculation is done for each pixel of the image.
The displacements of each black pixel are determined from the calcula-
tion of all the pixels located in the associated blue subset. Its size is set
by a parameter ( in Fig. 3). A new network of pixels,
named here pseudo-pixels, is thus created to represent the displacement
maps. The size of each pseudo-pixel is dependent on the subset spacing
selected previously. The second step of the analysis consists in calculat-
ing the strains from the displacement field previously obtained. The cal-
culation of the strains is done from the displacement fields of all the
pseudo-pixels in the purple subset. The size of this subset is defined by a
parameter (equal to 3 pixels in Fig. 3). The analysis window cor-
responding to the pixels having an influence on the displayed strains for
a pixel of the image, is defined in Eq. (5) and represented in red in Fig.
3.

(5)

Given the displacement field , the 2nd order gradient tensor is
computed as follows:

(6)

where denotes the initial coordinate along the j-th axis in the ref-
erence image, and is the Kronecker delta. Neglecting out-of-plane
strains, Di Gioacchino et al. have introduced the effective shear strain
[6]:

Table 2
Values of the stresses and strains recorded during the image acquisition.
Step 1 2 3 4

Start–end values of engineering stress
(MPa)

39.2–
38.5

96.4–
93.3

159.1–
152.1

0

Start–end values of engineering stress
during image capture (MPa)

38.9–
38.5

93.9–
93.3

154.5–
153.2

0

Start–end values of true strain for LR
images (%)

0.39–
0.41

4.35–
4.36

14.34–
14.38

14.09

Value of true strain for HR images (%) 0.37 4.47 14.56 14.24

(7)

Note that these authors actually used a 1/2 factor in the original pa-
per for the definition of . For the sake of consistency with the nota-
tion (“ ” usually relates to the engineering shear strain), the definition
given in (7) is used for throughout this paper. Nevertheless, since

is usually used for comparative purposes in order to highlight strain
heterogeneities, this factor does not influence the analyzes. However,
(7) is only valid under the small strain assumption1, thus it should be
used with caution in large strains. As a result, an alternative descriptor
was used in this work, called equivalent shear and defined as follows:

(8)

where denotes the von Mises equivalent strain, with:

(9)

In (9), denotes the components of the Green–Lagrange (GL) ten-
sor, so that:

(10a)

(10b)

(10c)

(10d)

Details behind Eqs. (8), (9) and (10d) are provided in Appendix A.
In the following, the average equivalent shear strain calculated over

the entire field is noted . The average equivalent shear strain cal-
culated for each grain is noted . The average of , calculated on all
grains, is noted .

3. Results

3.1. Definition of digital image correlation parameters for high resolution
images

In order to identify which DIC parameters should be used in the fol-
lowing, a sensitivity study was conducted to address two requirements.
The DIC analysis must allow to define the localization of inter- or intra-
granular heterogeneities and to get quantitative values of the strains in
each grain. The three parameters studied were: , and

previously defined in Fig. 3. In order to identify the influence of
these parameters on the ability of the technique to define the strain het-
erogeneities, different profiles were drawn in the images to extract the

values along the axis. The results appeared independent of the grain
analyzed. It was therefore chosen to represent only the results of a sin-
gle grain (# 103).

In order to identify the impact of these parameters on the quantita-
tive values, and values were also calculated and compared.

As a first approach, the parameters , and were
modified such that was set to an arbitrary value of . Fig. 4
shows the equivalent shear strain maps for step 2. No significant dif-
ference is observed for the various selected correlation parameters.
These results are confirmed more quantitatively with the profile plots

1 Eq. (7) is actually based on the calculation of principal strains from the in-
finitesimal strain tensor.

4
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Fig. 3. Schematic representation of the DIC parameters: displacement subset, strain subset and window of analysis.

Fig. 4. Maps of obtained for different DIC parameters, equal to . Applied loading: step 2.

for the first three loading increments (Fig. 5). The differences are rela-
tively small for steps 1 and 2. At larger strains (step 3), differences ap-
pear, although it is still impossible to precisely define the impact of the
different parameters. Because of these small differences, it was chosen
to discuss only the influence of a single, global parameter to
identify the image correlation parameters to be used in the following.
Furthermore, the amount of indexed pixels during the DIC analysis
somewhat depend on the selected correlation parameters. An indexed
pixel is a pixel from the reference image that was found in an image ac-
quired during loading. The larger the size of the , the larger the
percentage of indexed pixels. For a given window size , it is
therefore better to use the largest value as possible. Also, the
number of indexed pixels depends on the applied load, with a decrease
when the value of the macroscopic strains is increased. This result was
expected due to the high strain applied between the two steps. The rate
of indexed pixels for the largest loading is still higher than 99%, which
validates the protocol of image acquisition and analysis implemented.

In order to identify the influence of on the results, five win-
dow sizes were arbitrarily selected: .
Fig. 6 shows different maps of as a function of for the step 3.

When the window size is larger than , the localization of slip
bands inside the grains is barely visible. The largest strains, located at
the grain boundaries, remain diffusely visible. Beyond a window size of

, the strain heterogeneities almost vanish in the whole mi-
crostructure. Compared to the DIC maps, the HR image is shown in Fig.
6. Some slip bands are clearly visible directly on SEM micrographies.
Their width is between 100 and . On the other hand, other slip
bands are not observed on the SEM images but are detected by DIC.

Fig. 7 shows the profiles obtained for different window sizes
and different loading steps. Peaks, characteristic of slip bands

inside the grain, appear as early as step 1. Their number and intensity
increase as the load increases. When the applied loading is low (step 1),
the noise generated when using the window size of ap-
pears important regarding the maximum value. The ratio between the
standard deviation and the mean value of the equivalent shear strain is
around 0.25. On the other hand, the noise becomes negligible at further
steps (steps 2 and 3). For these loads, a significant increase in the mean
value of the strains is observed while the measurement noise remains
constant or does not increase as much (the ratio between the standard

Fig. 5. Profiles of depending on the loading step and the DIC parameters (with ).

5
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Fig. 6. Influence of the analysis window size on maps, step 3. The red line on SEM image represents the profile used to plot the values along an axis.

Fig. 7. Profiles of obtained for different window sizes .

deviation and the mean value of the equivalent shear strain is around
0.05).

The width of the observed peaks in Fig. 7 decreases as de-
creases. Moreover, when is greater than , two very close
slip bands are no longer detectable during step 3. The choice of the
analysis window has therefore an essential role in the definition of the
slip bands (their presence and width). For the smallest analysis win-
dow, the width of the peaks is around . This value is higher than
the band widths observed directly on the SEM images.

The position of the peaks is not affected by the selected analysis win-
dow. The definition of the spacing between the slip bands is therefore
independent of the window size as long as the slip bands are detectable.

The amplitude of the peaks generated by the slip bands also depends
on the size of the analysis window. Outliers are obtained for the small-
est analysis window without the ability to validate the values obtained
by the other windows. Since the correlation of the images is performed
with high accuracy and independently of the analysis window, it is pos-
sible to consider that the speckle is well adapted to the measurements
carried out here and has limited impact on the results. Extensive experi-

mental observations such as transmission electron microscopy charac-
terizations could define the width of the slip bands precisely. However,
to our knowledge, no common means of measurement can effectively
define the amplitude of strains in the slip bands. The application of DIC
is challenged by the small size of the slip bands relative to the resolu-
tion used and their uniform appearance. Using larger magnitudes and a
speckle smaller than the localization bands would be necessary be-
tween each loading step to effectively evaluate the strains generated at
these locations in the material. The values obtained in the present work
can therefore be used for comparison purposes only.

The value calculated between the localization bands is also
clearly affected by the analysis window size . The larger the win-
dow size, the higher the value between the slip bands. This result is re-
lated to the strain generated by the slip bands, which are averaged out
as soon as the analysis window is large.

A comparison of the values calculated in each grain for three
loading increments and the five analysis windows is given in Fig. 8. At
the early deformation stage (step 1), varies with the window size. A

6
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Fig. 8. Circles: average values measured in each grain , lines: average values measured in each image , for the three loading steps (1, 2 and 3) and function of
the analysis window size .

notable gap is obtained between the smallest window equal to
and the others. At further steps, this gap becomes small com-

pared to the average value. The average value calculated in each
grain becomes less dependent on the window size. This result can be re-
lated to the observations made in Fig. 7. The high noise obtained with
window size equal to as well as the high values, calcu-
lated at the location bands, generate an artificial increase of the mean
value in the grains. As an example, the maps computed in each
grain for step 3 are shown in Fig. 9 for each value of . The size of
the analysis window plays a minor role in the values obtained, espe-
cially when it is larger than .

Considering all these results, it appears necessary to have a multi-
scale approach to the problem. Using a window size of the order of five
times the width of the slip bands ( ) allows to visualize
them, and to evaluate their width and spacing. In contrast, the average
values obtained per grain or for an entire measurement field are too
noisy and affected by aberrant values within the slip bands to be used. A
larger correlation window has to be used to calculate average values
within the grains and for the whole measurement field. It was shown
that a window size larger than about ten times the width of the slip
bands ( ) suffices to have minimum effect on the values
measured in the slip bands. Thus, the definition of the slip bands could
be achieved through the use of a window size equal to
while the average values would be calculated using a window size

equal to . A larger window size could have been selected,
but the value mentioned earlier allows the visualization of the slip
bands without deteriorating the average values. Finally, for a given
window size, the largest possible value for should be selected to
limit the number of non-indexed pixels. In the following, all the results
were obtained with a window size equal to for HR im-
ages. The following DIC parameters were used: ,

, and .

3.2. Comparison between macroscopic, LR and HR images results

The objective of this section is to compare results obtained with LR
and HR images to define a region of interest representative of the
macroscopic behavior.

3.2.1. Tensile curve and DIC analyzes
The correlation of LR images appeared slightly more delicate than

for HR images. The choice of the subset had to be done in relation to the
ability of the technique to identify patterns in the image. However, for
two images taken at the beginning or at the end of each step, the corre-
lation of the images could be very different depending on the image
correlation parameters. These results indicate that the absence of addi-
tional speckle on the surface of the samples is detrimental to image cor-
relation for LR images. A multiscale approach is then difficult to imple-
ment. However, an influence study similar to the one presented above
was done to determine the optimal DIC parameters for LR images.
Hence, the parameters retained for the analysis were the following:

= 40 pixels, = 5 pixels, and = 5 pixels. Thus, the
size of the analysis window was about .

Fig. 10 shows the macroscopic stress–strain curve obtained by com-
paring the average strains calculated from the LR images and HR im-
ages. A typical behavior of copper is obtained with a Young’s modulus
of about and a 0.2% yield strength equal to . The results
obtained for the LR images and HR images were analyzed in detail and,
as summarized in Table 2. A change in elongation of less than 0.04% is
achieved between the beginning and the end of the loading step. This
value also corresponds to the gap measured between two images taken
successively during step 4 (zero stress). It is therefore considered that
these values represent the measurement uncertainty. The results are
also in agreement with the macroscopic tensile curve obtained by con-
sidering the global elongation of the specimen and the results obtained
for HR images with an analysis window equal to . The
methodology set up for the image acquisition is thus validated. The cal-
culated true strain obtained for HR images is slightly larger for the
larger strains. These results were expected due to the use of a smaller

Fig. 9. Values for maps depending on window size (step 3).
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Fig. 10. Macroscopic Stress–strain curve. Comparison between machine data,
and DIC performed on LR images and on HR images.

window size for HR images by a ratio of 231 ( versus ).
With a larger window, it is not possible to detect the strain sites, which
necessarily generates a lower average value. However, because the re-
sults are relatively close, the interest in using LR images may appear
limited.

3.2.2. EBSD consideration
In order to validate the ROI used by DIC for the HR images, the size

of the grains and their crystalline orientation were investigated in two
distinct areas: the area characterized by EBSD (noted full area) and the
area characterized by DIC, smaller than EBSD and noted DIC area (see
Fig. 1). Fig. 11.a shows a frequency histogram of the grain size for the
two considered areas. Although the number of grains is reduced by a
factor of three for the DIC area compared to the full area (115 grains
versus 454 grains), a similar grain size distribution is obtained for both
areas. The average grain diameter is approximately the same for both
areas ( for the DIC area and for the full area).

Fig. 11.b illustrates Pole Figures (PFs) reconstructed from
(see Section 2.3) for the two investigated areas. A characteristic pattern
of a tensile test is obtained for both areas of interest displaying (001)
and (111) poles toward the loading direction and ring-like distribution
for the (110) and (111) planes [46,47] in transverse plane. These re-
sults are consistent with those obtained by DIC, showing that the analy-
sis field is representative of the macroscopic behavior of the material.
This comparison allows to validate that the measurement field defined
with stitched HR images is large enough to obtain an average behavior
of the grains and is characteristic of the macroscopic behavior of the
material. Hereafter, only the DIC area is used to comment on the re-
sults.

If the DIC area is representative of the macroscopic behavior, a ques-
tion remains concerning the minimal number of grains to be considered
in the analysis. The characterization of a too small area could lead to a
wrong interpretation of the results and, subsequently, to an identifica-
tion of the polycrystalline model parameters that are not representative
of the macroscopic behavior. On the other hand, choosing a ROI that is
too large would lead to an increase in measurement and computational
time. This issue is further discussed in Section 4.

3.3. Analysis of region of interest

3.3.1. Strain heterogeneities and Schmid factor relationship
The strain heterogeneities generated during the tensile test within

the microstructure are now being investigated. Fig. 12 shows the values
of as 2D maps for each loading step. These maps highlight the pres-
ence of strain localization between and within grains. At early deforma-
tion stages (step 1 and step 2), a significant localization of strains is ob-
served. For some grains (noted A and B in the Fig. 12), significant
strains are localized near or parallel to the twin boundaries. It was not
possible to determine the exact origin of these strong strains. These phe-
nomena are classically observed in polycrystalline materials with rela-
tively high elastic anisotropy [5]. In the step 1, step 2 and step 3, the
observed strains can be elastic or plastic. Because the strains are still
visible in step 4, this indicates that the strains observed in grains A and
B are mainly plastic. It is noticeable that the traces of the most active
slip systems form an angle greater than 60° with the surrounding grains
(see Fig. 13). Also, these grains are located between grains having very
close orientations (see grain # 79 and grain # 93 for grain A, for exam-
ple). However, other similar configurations did not result in such a sig-
nificant localization of the strains (grain C between grains # 77 and
# 88 for example). Therefore, we cannot rule out the possible influence
of the size and shape of the grains as well as what is happening inside
the material. A more extensive statistical study would be necessary to
answer this difficult question.

The results obtained in DIC are then compared to the EBSD data.
Fig. 13 shows a map illustrating the highest Schmid factor values in
each grain, calculated by considering a constant macroscopic stress for
all grains. The blue solid line represents the trace of the first active slip
system, the green dashed line represents the second most active slip sys-
tem, and the red dashed line represents the third most active slip sys-
tem. All maximum Schmid factors are greater than 0.36. For all the re-
sults, the traces observed in DIC are oriented in the same way as the slip
system, with the maximum Schmid factor calculated using EBSD.
These results are consistent with observations made on other materials
[22]. Then, when two traces are detected in the same grain, the active
slip systems represent the two highest values of Schmid factor with few
exceptions. For example, grain # 88 actually activated the 1st and 3rd
most active slip planes (see Table 3 for references). This grain has the

Fig. 11. a) Grain size histograms for full area and DIC area, b) PFs illustrating the changes in ODF before and after test for full area, c) PFs for the DIC area; tensile di-
rection is out-of-plane.
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Fig. 12. Maps of achieved for each loading step. Window size
.

specificity of having four slip systems with Schmid factors between 0.42
and 0.46 which can explain these observations (Table 3). This case
could also have occurred for grain # 77 where the slip systems have
very close Schmid factor values (0.46 for the most important and 0.41
for the 4th). However, in this case, the two most active slip systems
were indeed activated. These results show that the Schmid factor is not
the only parameter to be taken into account to determine the activity of
slip systems. Nevertheless, these behaviors represent a small percentage

of the studied grains. Grain # 103 also has the peculiarity of activating
the third sliding plane with the highest value of Schmid factor. The two
first ones present similar traces; it is thus not possible to determine by
DIC analyses if they were both active. The presence of a large number of
traces oriented in the direction of the first two slip systems with maxi-
mum Schmid factors could suggest that both systems were indeed acti-
vated. This point will be discussed in more detail later.

The number of active systems in the grains is now discussed. Table 4
summarizes, for each step, the grains with zero, one or more than two
active slip systems according to the orientation of the traces obtained in
the grains in DIC. The grains for which slip bands appear for the first
time are reported in bold. The grains for which the number of slip
planes has increased between two stages are shown in italics. For the
sake of readability, only a few grains have been reported for steps 2 and
3.

For step 1, only eight grains show slip bands and only one system
appears to be active in each grain. The maximum values of SFs are plot-
ted as a function of grain number in Fig. 14. A distinction is made be-
tween grains displaying localization bands (purple circles) and those
with none (green circles). It appears that the slip activity is not corre-
lated with the larger SFs. The notion of Schmid factor alone is therefore
insufficient to predict the activity of the slip planes in the microstruc-
ture.

Fig. 13. Values of (grayscale) in each grain. The blue, green and red lines represent the first, second and third slip system in decreasing order of Schmid factor
values. The grains subject to a particular analysis have their number surrounded by a black rectangle.

Table 3
Schmid factor values for selected grains. Active slip systems according to the DIC are reported with symbol. Slip planes assumed to be active from the density of
slip bands in the grains are reported with symbol. The blue, green and red values represent the first, second and third slip system in decreasing order of Schmid
factor values.
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Table 4
Classification of grains, depending on the number of slip traces evidenced by
DIC. In bold, the grains for which the slip bands appear for the first time. In
italics, the grains that have increased the number of active planes between
two steps. Grain 103 has the particularity of activating the third active sys-
tem, the first two being oriented in the same way. The grain possibly has
three active sliding planes.

Step 1 Step 2 Step 3

N° of grains with
no active slip

Others – –

N° of grains with 1
active slip plane

19, 31, 36, 65,
72, 85, 103,
115

16, 19, 31, 46,72,82,
85, 93, 102, 115 and
others

19, 31, 46, 72, 82,
85, 93, 102, 115
and others

N° of grains with 2
active sliding
planes

– 36, 65**,77, 79, 88,
103*

16, 36, 65, 77, 79,
88, 103*

Fig. 14. Values of the maximum Schmid factor as a function of grain ID.
Grains that do not contain a slip band appear in green, grains containing slip
bands in step 1 appear in purple.

When step 2 is reached, all grains show localization bands, indicat-
ing that at least one system is active per grain. The majority of the
grains have one active system and six of them have two active slip sys-
tems visible by DIC. Note that grains # 77, # 79 and # 88 had no visi-
ble slip bands for the first step but had two active slip systems for the
second step. Also, among the grains with two active slip systems, the
Schmid factor values of the second active slip plane are sometimes
much lower than those of other grains with only one active slip system.
Finally, in step 3, the majority of the activated systems are the same as
in step 2; only grain # 16 has two active sliding planes.

The distribution of slip bands in the grains is then investigated.
Some grains have evenly spaced bands throughout the grain (example
of grains # 93 and # 115) while others have less evenly spaced bands
in the grain (example of grain # 46). Also, the spacing between the slid-
ing bands is dependent on the loading levels and the observed grain. In
general, as the load increases, the spacing between the traces is de-
creased. At a given step, some grains show a smaller band spacing than
others. For example, grains # 85 and # 103 show a small and regular
band spacing compared to grain # 46. Actually, these grain have simi-
lar crystal orientation. Therefore, they have similar behaviors during
the test. In the case of grain # 85, the slip planes with the maximum
and 3rd maximum Schmid factor have traces actually superimposed. In
the case of grain # 103, the slip planes with the maximum and 2nd
maximum Schmid factor have traces actually superimposed. Thus, it is
very likely that the higher density of slip bands in these grains indicates
the simultaneous activity of two slip systems with the same trace.

3.3.2. Average equivalent shear strain values in grains and crystal
orientation relationships

Fig. 15.a illustrates the average equivalent strain values in the
grains ( ) for the first three loading steps. In parallel, the inverse
pole figures (IPFs) are shown in Fig. 15.b. For each loading step, a
distinction is made between grains with no active slip systems (green
circles), those for which one slip system is active (purple circles), and
those for which at least two slip systems are active (black circles).
Fig. 15.c shows the IPFs with the equivalent strain values associated
with each grain. From these results, there is no clear correspondence
between the presence of slip bands and the average strain value in
the grains. Some grains can have single or double slip bands and
have low or high average equivalent strains (Fig. 15.a). During the
first step, the strain is relatively homogeneous in the studied area. On
the other hand, during steps 2 and 3, more marked heterogeneities
are visible and some grains are much less deformed than others.
From Fig. 15.b, no clear link between the grain orientation and the
number of active slip systems can be seen. Similarly, in Fig. 15.c,
grain orientation does not play a significant role in the average strain
values in the grains.

Fig. 16 shows the calculated equivalent shear strain in each grain
, at step 1, as a function of the maximum Schmid factor. No clear

trend is obtained between the average value in the grains and the value
of the Schmid factor. These results are similar to those obtained by
Bodelot et al..[26]. Similar results are obtained for the other levels of
loading.

Fig. 17 plots the average equivalent shear strain per grain in step
N + 1 as a function of step N. The use of this representation allows to
define if the strains measured in each grain have a link from one step to
the other. If this is the case, the order established at step N will remain
the same for the following steps and it is thus possible to quickly define
the location where the strains will be maximal within the microstruc-
ture. In Fig. 17.a, changing from step 1 to step 2, a notable dispersion of
values is observed. In other words, for small macroscopic strains, a
grain that is strongly deformed at this moment is not necessarily
strongly deformed later. The dispersion is reduced between step 2 and
step 3 (Fig. 17.b). This result indicates that when a grain A is strongly
strained at step 2 relative to a grain B, grain A will be strained even
more compared to grain B at step 3. Between steps 3 and 4 (Fig. 17.c),
the correlation is perfect since a purely elastic release (springback) was
done at these steps.

In this paragraph, the relevance of using the parameters commonly
calculated from EBSD, such as GOS and GAM, and the average equiva-
lent shear strain, to describe the plastic activity is discussed. For this
purpose, the maps of these different quantities are depicted in Fig. 18.
This figure also shows the values of GOS and GAM calculated in step 4
as a function of the average equivalent shear strain in the grains. All the
grains cropped by the ROI (outer grains) were not taken into account in
this representation. Very scattered results are obtained and no major re-
lationship can be established between the parameters measured in
EBSD and the equivalent shear strains measured in the grains. These re-
sults are similar to those reported by Bourquerel et al. [48]. Indeed the
latter, they showed that the relationship between GOS and applied
strain values is very scattered. Nevertheless, it is noticeable that the av-
erage value of the GOS parameter in the studied area increased during
the tensile test, from 1.6° to 3.3° which is consistent with what has been
previously observed in the literature for other types of materials [49,
50]. The EBSD parameters chosen in this work therefore imply that the
GAM and GOS parameters can be used globally, to quantify the macro-
scopic strain. On the other hand, it is not possible to rely on the values
obtained for each grain to define the average strains.
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Fig. 15. a) Maps of values, b) and c) inverse pole figures of x direction, for the three first steps. Green circles represent the grains with no active slip system. Pur-
ple circles represent grains with one active slip system. The black circles represent grains with at least two active slip systems.

Fig. 16. Effective shear strain in each grain calculated in step 1, as a func-
tion of maximum Schmid factor .

4. Discussion

As stated in the introduction, the tests conducted prior to modeling
must offer representative data on macroscopic behavior in order to
quickly determine the parameters of a polycrystalline model. As a re-
sult, the size of the ROI, the required image resolution, and the vari-
ables to be included in the analysis are all key considerations in solving
the problem.

4.1. Minimal grains number in ROI

If the selected ROI size appeared to be sufficient with respect to the
results presented in Section 3.1, it would be interesting to know if the
ROI could be even smaller. The characterization of a too small ROI
could lead to a wrong interpretation of the results and, subsequently, to
an identification of the polycrystalline model parameters that are not
representative of the macroscopic behavior. On the other hand, choos-
ing a ROI that is too large would lead to an increase in measurement
and computational time.

In order to evaluate the impact of the number of grains on the re-
sults, the average values calculated for each grain ( ) was used. An
average value was calculated by randomly considering 2 to 115
grains. The standard deviation associated with these average values is

Fig. 17. Evolution of the average equivalent shear strain calculated for each grain for step N + 1 as a function of step N.
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Fig. 18. Maps of a) , b) GOS and c) GAM for step 4. Relationship between d) GOS and and between e) GAM and .

also calculated. The overall results are shown in Fig. 19 for the first
three loading steps. The impact of the number of grains considered in
the calculation is limited with regard to the evolution of the average
values and standard deviations. As soon as more than 20 grains are con-
sidered, the mean value evolves in small amount and this is indepen-
dent of the loading. The standard deviation also fluctuates a little as the
number of grains increases. These results are not very surprising in view
of the maps shown in Fig. 16, where the grains have relatively close
mean values.

Another criterion to select the ROI was investigated. Depending on
the size of the ROI, the number of grains n and the change in ODF
( ) were recorded, as summed in Fig. 20. This procedure was re-
peated until . For a given n, the difference between the corre-
sponding change in ODF and the reference one (that with ) was
characterized in terms of texture index (TI):

(11)

where E denotes the Euler space. A TI near zero means that the tex-
ture between the two microstructures are very close. Fig. 20 represents
the evolution of the TI as a function of the number of grains. The TI de-
creases significantly when the number of grains is increased up to 50.
After this value, it is less than 0.25 and evolves slowly, the TI varied by
less than 20%. These results suggest that a minimum grain number to
consider for analysis could be 50.

4.2. Window size of analysis

The choice of experimental parameters to define the strain fields
was discussed in Section 3.1. The conclusion was to retain a window
size of equal to in order to be able to visualize the slip
bands and not be disturbed by aberrant values that can be generated by
these slip bands. This window size corresponds to a factor of 10 com-
pared to the width of the slip bands observed by SEM. The visualization
of the slip bands brings much information in addition to the EBSD data
as expressed in Section 3.3 (related to the Schmid factor, the number of
active slip systems, …). It appears, therefore, relevant to make this
choice when a purely experimental analysis is performed. This choice is
more questionable when the objective is to compare strain fields ob-
tained with experiments and modeling. The CPFE models do not allow
the visualization of slip localization. Using such a small size of
appears pointless. In this case, the use of an intermediate scale appears
more appropriate. A window size equal to allows to visu-
alize the major strains generated inside the grains and between them
(see Fig. 6). When setting up a coupling with the model, we prefer to se-
lect a of the order of the grain size.

4.3. Variables of interest

In Section 3.3, many variables were calculated in relation to the
data obtained in DIC and EBSD. From the DIC data, the equivalent shear
strain was used to represent and interpret the results. This choice is
somewhat different from the one made by Di Gioacchino et al. [6] to in-

Fig. 19. a) Evolution of as a function of the number of grains. b) Standard deviation of the mean value of as a function of the number of grains.
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Fig. 20. Evolution of the texture index, as defined in (11), as a function of the
number of grains.

Fig. 21. Comparison of and values for the first 3 steps.

troduce the effective shear strain (Eq. (7)). The whole data set was
used to compare the two variables.

Fig. 21 compares the average values of effective shear strain
and equivalent shear strain calculated in each grain for the first
three steps. Some fluctuations are observed between the two variables
but a clear trend is obtained. For all values, the effective shear strain is
lower than the equivalent shear strain. The two variables were also
compared with respect to the fields obtained. They are represented for
step 3 in Fig. 22. Except for the amplitude, the maps are very similar.
These results show that both quantities are able to evidence the local-
ization bands. Considering or seems of limited importance. It
seems, nevertheless, more judicious to take as a comparison variable
the variable because the formulation is also valid in large strains
(see Section 2.4).

The GOS and GAM values computed from EBSD after performing the
test do not show a clear correspondence with the calculated average
shear strains in the grains . Therefore, they cannot be used as accu-
rate comparison points. Moreover, it was shown from DIC analyses that
the Schmid factor alone does not completely define its average values in
the grains as well as the active slip systems. The characterization of the
slip bands by DIC can thus appear as an interesting point of comparison
with the modeling. Indeed, although the visualization of the slip bands
is not possible with the CPFE modeling, it is quite possible to extract
from the modeling the active slip systems and thus compare them with
the experiment. Moreover, it was shown that the spacing between slip
bands could be a characteristic of the activation of several slip systems
defining a similar trace. Systematic characterization of this parameter
could provide another point of comparison when implementing the
modeling to define the active slip systems.

5. Summary and conclusion

An in situ SEM tensile test was carried out on pure copper. Macro-
scopic curve, HRDIC measurements and EBSD measurements were then
used to define the main characteristics of the tensile behavior of this
material. The analysis of the equivalent shear strain, coupled with the
EBSD data, led to the following conclusions:

• The traces of slip planes evidenced by DIC are in agreement with
the maximum Schmid factors calculated by considering a
macroscopic stress as boundary conditions.

• More than 90% of the grains show a single slip trace, indicating
that for most of the grains, the Schmid factor drives the most active
slip plane.

• Strain calculations for each grain indicate that the strains are
relatively homogeneous for the first step of loading but strain
inhomogeneity develops in subsequent steps.

Moreover, the experimental approach implemented in this work has
allowed successively: to define the parameters of correlation of digital
images to be used to observe the heterogeneities of strain in the grains,
to define the region of interest and to analyze the results obtained in
this area. The main information to remember is listed below:

• Two DIC windows should be used depending on the observations
one wishes to make. The DIC window must be of the order of 10
times the width of the slip bands if the wish is to visualize them
and define their spacing. The DIC window must be of the order of
the grain size when the objective is to compare the results to
modeling.

• The minimum number of grains to consider for the analysis of the
results is 50. The same is true for the implementation of the
modeling.

• The variables of interest for the analysis of the results and the
comparison with the modeling is . This variable is used to
highlight the slip bands (depending on the choice of the window
selected). The spacing between the slip bands can also be

Fig. 22. Comparison of maps of a) and b) for the step 3. Window size .
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representative of the number of active slip systems and thus serve
as a point of comparison with the model.
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Appendix A. Equivalent strain under the generalized plane strain assumption

We assume that the material undergoes a combination of plane-strain deformation associated with out-of-plane stretch, as illustrated in Fig. 23.
This state is usually referred to as the generalized plane strain. In this case, the gradient tensor is:

(12)

If the strain is purely plastic, it can be considered as perfectly isochoric. Thus, the volumetric change is [51, Chap. 2]:

(13)

Therefore:

Fig. 23. 2D representation of strain: the blue square, of unit size, illustrates the reference geometry whereas the red area illustrates the deformed geometry.
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(14)

The Green–Lagrange (GL) tensor is:

(15)

(16)

The deviatoric part of the GL tensor is:

(17)

(18)

It comes:

(19)

(20)

(21)

Hence, the von Mises equivalent strain is:

(22)

(23)

Now, let us consider a medium undergoing simple shear, as illustrated in Fig. 23. In this case, we have:

(24)

(25)

Therefore, Eq. (23) becomes:

(26)

This relationship is similar to that proposed by Shrivastava et al. [52], and both are equivalent if is small (if , the relative error is be-
low 4%). If , Eq. (26) can be inverted, leading to:

(27)
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