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In recent decades the development of microfluidic lab-on-a-chip devices

has accelerated dramatically, revolutionising the fields of microbiology and

medicine. However, these systems are not without limitations. Many of

these devices are powered by comparatively large and expensive external

pumping systems, which limit their widespread applications in areas such

as point of care medical devices. As such there is a need to carry out re-

search into miniaturising the pumping systems in order to be integrated di-

rectly within the device. The same is true for the reliance on macroscopic

sample preparation such as particle filtration. This thesis will focus on a

new class of elasto-magnetic pumps and the physical principles underpin-

ning their functionality when integrated within microfluidic lab-on-a-chip de-

vices, as well as investigating the novel use of herringbone micromixers for

particle filtration.
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Introduction

Lab-on-a-chip (LOC) microfluidic devices are pivotal for the future of point-

of-care (POC) medicine. A popular example of the success of microfluidic

POC devices is the lateral flow tests used for COVID testing during the recent

pandemic [5]. This testing device formed a key part of the global response

to the pandemic and showcased the importance of the LOC industry. LOC

as a whole is popular for medical applications [6, 7, 8, 9], due to their high

sensitivity and low sample volume requirements.

The benefit of lab-on-a-chip microfluidics is also very prevalent in the field

of microbiology [10, 11, 12, 13, 14, 15, 16, 17, 18], not just for economic

reasons, but due to the increased sensitivity offered by these appropriately

scaled systems. By enabling features on the scale of microns to be embed-

ded within a device, individual cells can be probed in the absence of colony

effects, leading to a far more granular understanding of the fundamental pro-

cesses that allow for life to proliferate on this planet.

The passive capillary flow used in the COVID tests are useful for a broad

range of qualitative applications [19]. However, this pumpingmethod has dif-

ficulties maintaining a constant flow rate or prolonged operation times [20].

Many LOC devices must therefore rely on a driving pressure provided by

large external pumping systems [21, 22]. This necessarily limits their poten-

tial implementation for POC settings.

If we are to bring more capable POC systems to the masses, the first

piece to improve is the pumping system. Ideally, this system would be a
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microscale pump which can be easily integrated directly onto the LOC in the

same way as any other component. Unfortunately, pumping and swimming

on this scale is thoroughly non-trivial [23, 24, 25], hence why a satisfactory

integrated pump has yet to be widely adopted. One of the major constraints

which must be placed on this integrated pump, is that it can be fabricated

using standard techniques already in place, and that it can be actuated using

only simple scalable power sources which improve over the current external

solutions.

Another key drawback of bringing LOC devices out of the lab, is one of

sample preparation. It is common during disease diagnosis, that the human

red blood cells be removed from the whole blood [26]. This can be done

easily in a lab using a number of methods, from centrifuging to simple fil-

tration [27, 28]. However, these processes do not easily scale down to the

microscale, and more novel approaches to sample preparation must be con-

sidered. Therefore, we look at the potential implementation of herringbone

micromixers and its performance in the potential role of particle filtration.

This thesis introduces a novel, elasto-magnetic pumping solution. Chap-

ter 2 discusses the experimental development and characterisation of the

pump. Chapter 3 discusses the simulations performed on the same sys-

tem, and the resultant extensions used to develop the understanding fur-

ther. Chapter 4 investigates herringbone micromixers in their potential role

of sample preparation.



29

Chapter 1

Background

1.1 Working Principles

This thesis is fundamentally underpinned by the behaviour of fluids on the

microscale. Therefore, it is important to describe the relevant nature of fluids.

The key results shown here will inform qualitative analyses of fluid flows

in complex systems, and are a necessary part of the quantitative analyses

broached in the numerical results of the simulated systems.

1.1.1 Equations of Motion

The most notable equation considered in the study of fluid mechanics is the

Navier-Stokes equation [29], which can be expressed as:

ρf

(
∂v

∂t
+ v · ∇v

)
= −∇P + µ∇2v+ F. (1.1)

Where ρf is the density of the fluid, v is the fluid velocity, P is pressure, µ

is the dynamic viscosity of the fluid, and F is a placeholder for other volume

forces such as gravity. The derivation of this equation will not be repeated

here.
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The nature of this equation can be better understood by looking into the

individual terms present. In general, the equation can be divided into inertial

and viscous forces, representing each side of the equation respectively. The

left side of the equation is an expansion of the material derivative as seen in

the Cauchy momentum equation [30], which provides an acceleration term

and an advection term: describing the transport of a property due to the

motion of the fluid. In this case, the property being transported by the fluid

is momentum. Using the material derivative defines a velocity, v, referring

not to an individual fluid particle, but the fluid velocity relative to an inertial

frame of reference.

The right side of the equation describes the forces of: ∇P , the force

due to an imposed pressure gradient, and µ∇2v the Laplacian of velocity,

analogous to a drag force arising from the diffusion of velocity, or viscous

energy losses.

The Navier-Stokes equation is commonly used in conjunction with the

continuity equation, here shown as [30]:

∂ρf
∂t

= −∇ · (ρfv). (1.2)

Since we are only considering incompressible fluids here, where ρf is as-

sumed constant, the continuity equation becomes:

∇ · v = 0. (1.3)

Any divergence in the fluid flow must be the result of the net flow of mass

out of a region. Since the creation of mass is prohibited, non-zero diver-

gence could only arise from a changing fluid density, which is assumed to

be negligible in quasistatic microfluidic systems.
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These equations of motion form the analytical basis of microfluidic flows,

and underpin much of the work contained within this thesis.

1.1.2 Important Approximations and Solutions

While the aforementioned expressions are critical in understanding the be-

haviour of fluids; the Navier-Stokes equation is a well known unsolved mil-

lennium problem [31]. The millenium problems are 7 famous complex math-

ematical problems with an associated 1 million USD prize for anyone who

can provide a solution, first announced in the year 2000.

Despite the lack of a general analytical solution, there are still a multitude

of known analytical solutions to the Navier-Stokes equation when applied to

specific cases where approximations can be made. Such solutions can be

readily found [32] for problems such as a fluid in mechanical equilibrium, the

flow of a liquid film over an inclined plane, flow generated by the relative

motion of containing walls (Couette flow), flow through a long, straight, rigid

channel (Poiseuille flow) and steady laminar flow around a sphere. Poiseuille

flow is of particular importance throughout this thesis.

1.1.2.1 Known Solutions

Poiseuille flow in particular is a common staple of microfluidics as it can

be used to relate volumetric flow rates with pressure differences or particle

velocities in laminar flow devices. For a microfluidic channel of arbitrary

cross section, we can assume that fluid flow is non-zero only in the direction

of travel, x̂, such that:

v(r) = vx(y, z)x̂, (1.4)
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and,

P (r) = P (x). (1.5)

This modifies the Navier-Stokes equation (1.1) to become:

0 = −∂P (x)

∂x
+ µ

[
∂2

∂y2
+

∂2

∂z2

]
vx(y, z). (1.6)

Finally, if we assume a linear pressure gradient over a channel of length, L,

then P becomes:

P (r) =
∆P

L
(L− x) + P0, (1.7)

resulting in a final equation:

[
∂2

∂y2
+

∂2

∂z2

]
vx(y, z) =

∆P

µL
. (1.8)

This can be used to calculate volumetric flow rate by considering:

Q =

‹
vx(y, z)dydz, (1.9)

where Q is the volumetric flow rate, which can be applied to channels of

known cross section (where
‚

represents a closed loop integral over a sur-

face). Most commonly in microfluidics this includes channels with rectan-

gular cross section where we find vx(y, z) has a roughly quadratic depen-

dence on both y and z, describing peak flow in the channel centre, and zero

flow at the channel walls, assuming a no-slip boundary condition. The no-

slip boundary condition refers to a layer of fluid in contact with a solid wall

which cannot have velocity in a tangential direction. This region of zero flow

imparts a shear force on the layers of fluid passing over it. The resultant

velocity gradient creates a boundary layer, δ, defined as the distance from

the wall where the flow velocity is equal to some significant fraction of the
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unrestricted bulk flow. This is particularly important when considering mi-

crofluidic systems where the boundary layer of fluid interacting with the wall

can extend significantly into the channel. Beyond the boundary layer of a

fast moving fluid, the fluid flow can be considered inviscid, with an Eu of 1,

which will be introduced in section 1.1.2.2.

Understanding this velocity profile can be important for experimental re-

sults, allowing experiments to track the flow at specific points in the channel

and be able to calculate important variables such as peak flow rate.

Solving problems in microfluidics has a plethora of analogies to the more

widely familiar electrical circuits. The well known Ohm law, V = IcR is of

the same form as the Hagen-Poiseuille law for fluids, ∇P = QRh. In many

simple cases, Rh (the hydraulic resistance due to viscous dissipation of me-

chanical energy into heat by internal friction) can be calculated as a function

of the geometric parameters. In the example of commonly used rectangular

channels [32],

Rh =
12µLh3w

1− 0.63
(
h
w

) . (1.10)

Where Rh is the hydraulic resistance, h is the channel height and w is

the channel width, which must be greater than the channel height.

The analytical expression for flow in a rectangular cross-section channel

is of key importance in Chapter 2.

1.1.2.2 Characteristic Variables

When considering the generalisable behaviour of fluidic systems; a number

of dimensionless quantities can be used to describe the properties of the

fluid and lead to the characterisation of a number of regimes.
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The Peclet number, Pe, is a commonly used dimensionless parameter

used to help describe the behaviour of a fluidic system. The Peclet number

refers to the ratio of advective transport rate against diffusive transport rate;

often described as the ratio of diffusion time against advection time. For

mass transfer, Pe can be written as [30]:

Pe =
uL

Dr

. (1.11)

Where µ is the dynamic viscosity of the fluid, L is the characteristic length

and Dr is a diffusion coefficient. In microfluidic mixing, relying primarily on

creeping flow, Pe is often very low, and mixing is limited by the rate of diffu-

sion. Therefore there is a great emphasis on introducing greater advection,

as will be explored further in section 1.3.

Additionally, the Euler number, Eu, is a measure of the energy loss in

the system, where a value of 1 signifies a lossless system,

Eu =
∇P

ρfv2
. (1.12)

Where P is the pressure, ρf is the density of the fluid and v is the velocity

of the fluid. When Eu approaches 1, the Euler approximation of the Navier-

Stokes equation becomes valid [30, 33],

∂v

∂t
+ v · ∇v = − 1

ρf
∇P, (1.13)

used for treating an inviscid fluid such as an ideal gas or superfluid. An Eu of

1 is unlikely for systems considered here, where Eu → ∞ is more realistic.

As such, a far more commonly used dimensionless quantity is the Reynolds

number [33],

Re =
uL

η
, (1.14)
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the ratio of inertial to viscous forces, where η is the kinematic viscosity. Us-

ing Re in this way, we can see that when Eu → 1, simultaneously Re → ∞.

Taken to the other extreme where Re → 0, we can define a second simplifi-

cation to the Navier-Stokes equation known as the Stokes approximation:

0 = −∇P + µ∇2u− F, (1.15)

which is valid in a highly diffusive regime where velocities and length scales

are much smaller than the fluid viscosity. Such a regime is dominated by

heavily damped Aristotlean mechanics [34] and it can be shown that in the

Stokes regime, there is an absence of transient behaviours; all motions oc-

cur in steady-state, where objects always move at terminal velocity and any

changes to the system are quasi-static.

This has been an equation of much interest over the last few decades

as it can be used to describe the swimming of microscopic organisms, or

determine the behaviour of fluids in microfluidic devices, and is of great im-

portance to this document.

TheReynolds number is particularly useful when considering steady flows,

but can be misleading when applied to pulsatile flow which will be discussed

throughout this thesis. An important metric to complement the Reynolds

number is the Womersly number [35],

Wo = L

(
ωρf
µ

)1/2

. (1.16)

Where ω is the angular frequency. Wo allows for more accurate consid-

eration of the transient component of pulsatile flow. Wo < 1 indicates that

the parabolic flow profile typical of microfluidic flow is able to fully develop

between pulse cycles. When Wo > 10, the flow profile is much more flat,
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representing a diminished boundary layer, and the mean flow lags behind

the pressure gradient by π
2
. For a point of reference: blood flow through

our largest arteries typically exhibits a Wo of roughly 15, while blood flow

through our capillaries can have a Wo of less than 10-3. The pumping sys-

tems introduced in chapters 2 and 3 rely on this pulsatile flow. Swimming

and pumping in this low Reynolds number regime is not trivial, with swim-

ming solutions underpinned by Purcell’s scallop theorem [23].

1.1.3 Scallop Theorem

The difficulties of swimming in the Stokes regime can be popularly exempli-

fied by considering the motion of a biologically inaccurate scallop: two rigid

links connected by a single hinge [23]. Such a system is constrained to per-

form only two movements: to open the hinge or to close the hinge, or in other

words, one action and its inverse (Fig. 1.1). Any combination of opening and

closing will always return the scallop to its original configuration. This sys-

tem is able to swim on macroscopic length scales since the inertia of the

fluid creates flows which are not reversed when the scallop’s inverse action

is performed. This is exacerbated when the scallop performs the action and

its inverse at different rates, changing the Reynolds number of the fluid and

therefore changing the behaviour of the flow.

However, in the absence of inertial forces, our options for generating net

fluid flow become more limited and swimming becomes a less trivial affair.

When the scallop is miniaturised to microscopic length scales and vis-

cous fluids, the motion of the fluid can be considered to be quasi-static: al-

ways remaining in equilibrium. In other words, Aristotlean mechanics [34]

ensues and forces are proportional to velocities rather than accelerations.

Therefore when the scallop is stationary, so to is the fluid, regardless of how
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Figure 1.1: Visualisation of scallop theory, introducing two grey

links rotating around a central green hinge. As there is only

one degree of freedom for the deformation of this scallop, all

deformations are reciprocal in phase space and this scallop is

incapable of generating net flow in the Stokes regime.

recently the scallop has been moving. This means that a motion can be fully

described by the sequence of motions of the scallop, and the inverse mo-

tion of the scallop applies an inverse action on the motion of the fluid. This

inverse action is not altered by altering rates of motion since motions are

assumed to always be so slow as to be a progression of stationary states

and so temporal non-reciprocity cannot produce fluid flow. As a result, the

scallop is unable to swim in the Stokes regime.

This underlies the crux of the problem with swimming on this scale, and

all swimming in the Stokes regime must by spatially non-reciprocal.

1.1.4 Purcell’s 3-link Swimmer

The simplest swimming system in the Stokes regime is Purcell’s 3-link swim-

mer [23, 36, 37]. This swimmer builds on the simplified scallop by introducing

an additional link and hinge. This additional hinge enables the employment

of the non-commutativity of the Lie(2) group (the set of rotations and trans-

lations) [38] to create non-reciprocal motions. That is to say the action of

rotating a hinge in isolation is typically cancelled out by rotating it again in

the opposite sense: returning to its original state. However, if an additional

action is performed between the original action and its inverse, the system
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will no longer return to its original state. This non-reciprocity can be achieved

by opening and closing the two hinges out of phase with each other (Fig.

1.2). It has been noted that the choice of phase difference between these

two hinges has a significant impact on swimming velocities and efficiencies

[37, 38, 25].

Figure 1.2c) maps several paths of the Purcell 3-link swimmer through

phase space. The faint square path indicates the original formulation of the

problem, with each hinge rotating sequentially. The elongated intermediate

path indicates the highest velocity swimming solution, with the roundest path

indicating the most energy efficient swimming method.
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Figure 1.2: Purcell’s 3-link swimmer performing a sequence

of non-reciprocal motions. a) Following these images in a

clockwise fashion is distinct from following in an anti-clockwise

fashion, and so the motion is not mirrored in time. In this in-

stance, the swimmer will swim to the left. b) represents how

this system of two hinges can become degenerate with the sin-

gle hinged case. c) A schematic tracing the three link swimmer

through phase space for a number of phase differences, with

each axis representing the rotation of one of the hinges (Re-

produced from [25]).
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Since the original paper proposing the qualitative basics for a simple

swimming organism, quantitative solutions have been found through the ap-

plication of slender body theory (which will be approached in section 1.4.1).

This approach has provided a quantitative picture of the direction and ve-

locity of motion of the 3-link swimmer [23] and the optimal stroke pattern of

this swimmer [36], as well as more generalised qualitative geometric under-

standing of this class of swimmer [37].

If we consider extending the 3-link swimmer to an infinite chain of hinges

and links, each moving slightly and consistently out of phase with its neigh-

bours, we can approximate the motion to a propagating sine wave. There-

fore, propagating waves along elastic bodies can also be seen to swim in

the Stokes regime, known fundamentally as Taylor sheets [39].

Taylor sheets are at the heart of microscale fluid propulsion and are not

only found to be utilised by micro-organisms, but are even used more macro-

scopically in the form of peristalsis [40]. Purcell’s theory of microscopic

swimmers underpins principles which govern swimming and pumping sys-

tems both introduced as original work here, and in broader research.

1.1.5 Particle Forces

When analysing the fluid flow produced by a microscale swimmer or pump,

or within amicrofluidic device in general, we commonly consider fluid stream-

lines. Streamlines follow lines of constant stream function [30] and are an

important indicator of the direction of fluid flow. To a simple approximation,

when particles are introduced to a fluid, they will follow streamlines assum-

ing the body forces on the particle are dominated by the viscous drag force:

such as if the particle is particularly small and has the same density as the

surrounding fluid. This allows for fluid flow within a device to be measured
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experimentally by introducing tracer particles, which can be tracked optically.

However, it is not always the case that particles follow streamlines perfectly,

and real particles experience a range of forces which cause them to de-

viate from the streamline they follow. Understanding these particle forces

is important, as tracer particles are commonly used to measure fluid flow

in closed systems, and impact mixing and surface interaction performance

within systems such as micromixers.

1.1.5.1 Stokes Drag

The simplest formulation for the drag experienced by a small sphere moving

through a viscous fluid at low Re was introduced by Stokes in 1851:

Fd = 6πµRv. (1.17)

Where Fd is the drag force, µ is the dynamic viscosity, R is the diameter

of the particle and v is the velocity of the fluid.

If this force is significant compared to any inertial effects of the particle,

it will cause the particle to closely follow streamlines. While this drag force

is strictly true only for small spherical particles far from any interface, simple

corrections can be added to account for changes in shape, assuming the

particle remains small and isotropic.

1.1.5.2 Saffman Lift

In creeping flow, when v → 0, there can be no lift force. However, for parti-

cles of non-negligible diameter in viscous shear flows with non-zero Re, an

additional hydrodynamic force will be experienced. The simplest formulation

is described by Saffman, with a spherical particle in a uniform simple shear

[41] and will experience a lift force,
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Fs =
SµR2k

1
2v

η
1
2

. (1.18)

Where Fs is the Saffman lift force, S is a numerical constant [41], µ is the

dynamic viscosity, R is the diameter of the particle, k is the velocity gradient,

η is the kinematic viscosity of the fluid and v is the velocity of the fluid

A particle travelling slower than the streamline it is following, will experi-

ence a force towards the region of slower velocity. This is the typical case

when the particle is near the centre of the channel, with the force acting to

push the particle away from the centre.

A particle travelling faster than the streamline will experience a force to-

wards the region of higher velocity. This is the case when the particle is close

to a channel wall, with the wall inducing increased resistance on the fluid.

Therefore a lift force is experienced in the direction away from the channel

wall.

This force orthogonal to motion forms an equilibrium position, where par-

ticles of different radii will settle into stable positions at various distances

from the channel wall. This can be useful when considering hydrodynamic

focusing and separation of different particles based on their size. This prin-

ciple can be utilised in cell sorting [42], but also has a natural implication

when considering micromixers and surface interactions within channels.

Saffman lift is a useful approximation and is included within COMSOL

Multiphysics (our numerical solver of choice, introduced in section 1.4.2) as a

fundamental equation, offering an easy solution which is generally accurate

enough when the particle is small compared to the velocity gradient.
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1.1.5.3 Wall Induced Lift

Due to the shortcomings of the Saffman model, COMSOL Multiphysics also

includes another lift approximation simply denoted “wall induced” lift. This

applies a correction to Saffman lift to account for non-uniform shear gradi-

ents, utilising the knowledge of the particles position between two bounding

parallel walls. This allows for more accurate computations of particles in

microfluidic channels but increases computation expense.

This correction attempts to approximate the “wall interaction force” caused

by the diverting of streamlines which occurs when a particle of finite radius

comes close to a wall [43, 44]. Streamlines which would ordinarily pass be-

tween the particle and the channel wall are instead diverted to flow over the

far side of the particle. The longer path taken requires the fluid to flow faster,

and due to the Bernoulli principle, represent a region of lower pressure. This

low pressure applies an additional lift force to the particle, lifting it away from

the wall.
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Figure 1.3: The emergence of various particle forces based

on their streamlines. a) represents the wall induced lift, arising

from diverted streamlines. b) represents the shear gradient

lift force, a correction of the Saffman lift, c) represents Stokes

drag, pulling the particles along streamlines (reproduced from

[43])
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1.2 Practical Swimming and Pumping Solutions

It is of great interest to humanity to study and realise microscopic swimming

mechanisms. Not only to expand our understanding of themicro-scale world,

but also with the intention of advancing current medical capabilities. The

use of microscale swimmers injected inside our bodies for the application of

specialised medicine has been a recurring theme in popular science fiction

over the last few decades [45, 46]. With the development of free swimming

mechanisms, every effort is being taken to bring these miniature doctors into

reality.

Controllable microswimmers have been motivated in the development of

targeted medicine to treat a localised ailment, such as a cancerous tumour,

without the requirement of generalised medicine [46]. The use of micro-

robots in your blood stream which can carry a small parcel of this drug to the

specified delivery point and deposit the drug directly at the point where it is

needed, could significantly impact the success rates of such therapies.

Nature has beaten us to the simplest implementations of swimming on

the microscale with a multitude of techniques utilised by swimming micro-

organisms. The most notable swimming mechanism on this scale is the

flagellum [47], which mimics the effects of the aforementioned Taylor sheet.

A number of approaches have been taken to understand and implement

flagella-like swimmers on various scales, from the scale of blood cells [48],

to the millimeter scale [49]. These systems rely on an elastic tail with a head

driven to oscillate such that a wave may propagate down the length of the

system, although many other swimming solutions have been implemented

and a range of systems will be discussed here.

Beyond swimmers, the development of integrated pumping solutions for

lab-on-a-chip (LOC)microfluidic devices has seen an abundance of research
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in recent decades [50, 51]. This class of devices are integral to the progres-

sion of point-of-care (POC) testing [52, 9] and are predominant in fields such

as biomedicine [53, 54, 55].

It is true that many simple diagnostic tests can be built to rely on pas-

sive flow generation such as capillary action [19, 56], including famously the

lateral flow immunoassays used for rapid testing of COVID-19 [57]. A cap-

illary force is generated from the contact angle between a fluid and the hy-

drophillic channel walls; the contact angle generates a restoring force which

propels the fluid front through the channel. In many cases, these channel

walls are eschewed in favour of an open system of nitrocellulose. Using

this porous paper allows for large scale production of simple 1 dimensional

devices. This is a very effective pumping method assuming short channel

lengths and operation times, although whilst this class of pumping solutions

can be inexpensively fabricated, and readily eschew external connections

or requirements of power delivery, a range of common flaws are yet to be

satisfactorily tackled, such as difficulties maintaining a constant flow rate, or

prolonged operation times [20].

There is therefore still much to be gained from the development of ac-

tive pumping solutions [50, 51] for their capacity to gain greater control over

fluid flow: with the capability to produce accurate flow rates for long opera-

tion times, stop flow and allow for incubation, and to provide pulsatile flow.

Pulsatile flow is particularly important when considering organ-on-a-chip sys-

tems mimicking living tissue which may rely on regular fluid fluctuations to

properly perform its function. Pulsatile flow can also be important for en-

hancing mixing within microchannels, as will be addressed in section 1.3.

With access to specialised laboratory resources, flow may be commonly
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generated using an external, tabletop pumping system [21, 22], which com-

monly comes in the form of syringe pumps, but sometimes takes the form of

larger scale devices. Such external systems are, however, inappropriate for

use in conjunction with POC devices due to their limited capacity for distri-

bution owing to their size and cost. Centrifuges are also popular [54], and a

whole class of centrifugal microfluidics is born, with microfluidic devices built

onto rotating disks which can be rotated at high RPM [54].

The alternative method which will be discussed here, is to actively drive

fluid flow from a miniaturised component directly integrated within the LOC

device itself. Creating significant and controllable fluid flow in the lowReynolds

number regime typical of microfluidic devices, using suchminiature on-board

components proves to be non-trivial [58], particularly under the constraint

that such components be fabricated using the same economical processes

as the chips themselves; relying heavily on planar monolithography [59].

The difference between a swimmer and pump is simply the frame of refer-

ence. Therefore many swimming mechanisms have also been explored as

micropumps, as will be explored throughout this section.

Pumping techniques can become much more elaborate than their swim-

ming counterparts, with the application of valves, not only able to redirect the

fluid flow but also to generate the flow in the first place. The opportunistic

opening and closing of a valve can enable pumping from otherwise recipro-

cal processes [51].

Remote actuation or power delivery can even be eschewed entirely if

mechanical energy can be provided by manual application of pressure to

specific components [60]. Such actuation may be convenient but is a less

than ideal solution, not only requiring the fabrication of components on scales

differing by multiple orders of magnitude, but the manual involvement also
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introduces human error, limiting the accuracy of the flow provided and not

providing a more elegant solution than that provided by simple capillary flow.

1.2.1 Magnetic Systems

Taylor sheets (propagating sine waves down an elastic membrane) are not

the only micro-scale swimming mechanism found in nature. Sperm cells

typically exhibit a helical motion [47, 61], which is also non-reciprocal, and

corkscrew their way through fluids. This helical motion can be easily repli-

cated with the advent of helical swimmers, exploiting a magnetic corkscrew

which can be rotated and aligned by an external rotating magnetic field, find-

ing potential applications within in-vitro medical systems such as artificial

insemination [61, 62] (Fig. 1.4).

Figure 1.4: Magnetic helical swimmers controlled by an exter-

nal magnetic driving field to collect and deliver small packages

[62]. A 3-axis oscillating external field is required to control the

movement of these devices. The straight arrow indicates the

direction of a unidirectional magnetic bias field. The circular

arrow indicates the two axis rotating driving field.
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A helix is a chiral structure and so rotations are not symmetric in time due

to the applied “handedness”. These helical swimmers follow simple princi-

ples since they do not undergo any shape change; however, there are dif-

ficulties in their production and their actuation. Most microscale fabrication

relies on planar lithography or sputtering, two techniques which excel at pro-

ducing planar or axisymmetric structures, but not three dimensional struc-

tures. To produce helices of appropriate size, glancing angle deposition is

favoured [62].

These magnetic swimmers must rely on rotating, 3-axis driving magnetic

fields [61, 62]. A DCmagnetic field is used to align the length of the swimmer,

and two, out of phase AC magnetic field components are used to produce a

rotating magnetic field, which in turn induces rotation of the swimmer. There-

fore the behaviour of the swimmer is entirely manually controlled, and relies

upon an excess of equipment with fine tolerances. Such requirements limit

the practicality of an approach and the applications which may benefit from

it; a recurring theme among novel microswimming designs.

Magnetic pumping systems have also been produced and are abundant

in this area of research for the same reasons as mentioned for swimmers.

This has seen the production of some of the most elaborate designs such as

Sawetzki’s self-assembling components (Fig. 1.5 [63]). Without any extra

fabrication steps on the production of the microfluidic channels at all, para-

magnetic microparticles can be introduced inside the channel and assemble

together into various shapes under the presence of an external field. This

allows for pumps, valves and mixers to be retro-actively fitted to a device

after construction.

This solution offers a great deal of control over the fluid flow, and can be
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Figure 1.5: Self-assembled magnetic pumps and valves.

When these magnetic beads are introduced into the mi-

crochannel, they self-assemble into appropriate shapes which

can be controlled to create fluid flow (Reproduced from [63]).

fabricated with the ease of creating a traditional microfluidic device, but un-

fortunately relies on a necessarily complex driving field, introducing its own

barriers to operation. The same is true when considering self-assembled

biomimetic cilia, relying on paramagnetic particles to assemble into long pil-

lars in the presence of a DC magnetic field. A circularly oscillating driving

field is used to drive these cilia and create fluid flow in much the same man-

ner as cilia in our own body [64, 65].

A much simpler pump/mixer relying on magnetic principles is that of the

spinning bar mixer with asymmetric fluidic influence [66]. A simple design

with simple operating principles capable of both pumping fluid and enhancing

mixing inside microfluidic channels. This type of device offers huge flexibility

and great flow rates etc.

Unfortunately this too has significant drawbacks, the scale here relies on
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a bearing and tight assembly control, having the opposite problem of the self-

assembling beads: the construction is expensive even though the actuation

is not.

1.2.2 Acoustic Systems

Acoustic waves can be utilised as a common method for generating fluid

flow on the microscale. While it is true that transverse acoustic waves abide

by the same mechanics which govern Taylor sheets, they are not com-

monly used. Instead, acoustic streaming is employed as a more effective

approach. Acoustic streaming utilises the body force present from acoustic

absorption. Since phonons carry momentum, this momentum can be im-

parted from a solid surface to a simple fluid; a fluid which does not have an

elastic restoring force and which will therefore impart a net motion.

A shaped interface submerged in the fluid can guide the absorbtion of

acoustic waves to a specific point and create well directed streams [67] (Fig.

1.6). Since this relies on very simple geometries, and the generation of ap-

propriate acoustic fields is common, fabrication and actuation of such swim-

mers can be relatively simple and inexpensive. However, these swimmers

lack inherent directional control and so complex uses are limited.

The same can be true for the use of acoustic waves as a pumping mech-

anism, since these principles are based on a stationary body with a localised

propagating surface wave, these can be fashioned into working devices [68],

although the options can be extended from simple acoustic streaming or peri-

staltically syncronysed oscillating air cavities (depending on the frequency).

A new form of acoustic actuation can be employed to enable capillary
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Figure 1.6: Acoustic streaming generated from a shaped mi-

croswimmer in an acoustic field [67]. Black arrows represent

fluid streamlines.

force-like behaviour in hydrophobic materials [69] (Fig. 1.7). A hydropho-

bic channel such as untreated PDMS typically resists filling due to capillary

forces due to the negative contact angle apparent at the air-water interface

along the PDMS surface. However, the action of acoustic waves can nebu-

lise the surface of the water at this interface, effectively blurring the boundary

between water and air by scattering a large number of microdroplets of wa-

ter ahead of the water surface. As these droplets rejoin the main body of

the water, the bulk water advances fractionally forward. Such a technique

allows not only for a capillary force-like effect to be applied to hydrophobic

channels without pretreatment and special storage necessary, it also allows

for a controllable interface, with controllable flow rates which can be stopped

and restarted freely, combining the advantages of both passive and active

fluid flow techniques.
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Figure 1.7: Using acoustic waves as a pumping method by

nebulising fluid at the fluid-gas boundary within a hydrophobic

channel. As the microdroplets rejoin the bulk fluid, the fluid

boundary advances along the channel (Replicated from [69]).

This technique offers more control than passive solutions, and no com-

plex moving parts or channel geometries typical of active pumping mecha-

nism. It does however suffer from a limited actuation time. Much like pas-

sively powered devices, this system can only pump fluid for as long as there

is space left in the channel for the fluid to move into. As the channels be-

come more filled, the resistance to flow increases and greater pressure is

required to continue driving the system at the same flow rates.
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1.2.3 Janus Particles

Jet streams can also be created through chemical means, commonly through

the implementation of Janus particles [70, 71]. Aptly named after the Roman

god of change, these particles consist of two dissimilar materials bonded to-

gether, yet spatially separated, such that the material properties on one side

of the particle are different to those on the other side. This most classically

takes the form of using differing chemical properties to catalyse a chemical

reaction on one side of the particle but not the other. The energy gradi-

ent from this chemical reaction can then be harnessed to propel the device,

once submerged in a suitable fuel source. One well studied implementation

of this effect was found by Walther and Muller [70], where a particle is pro-

duced consisting of a gold side and a platinum side, and is submerged in

hydrogen peroxide. The platinum catalyses the decomposition of hydrogen

peroxide, producing water, oxygen gas and releasing stored chemical en-

ergy. As this reaction is localised to one side of the particle, the particle is

repelled from the reaction site.

These particles have been investigated in a range of applications from in-

vivo drug delivery [72], bio-imaging [73] and bio-sensing [74], although there

remain a number of questions around biodegradability and toxicity [75].
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Figure 1.8: Janus particles, with one half denoted by red and

the other by blue, representing two dissimilar materials such

as gold and platinum, to produce localized chemical reaction

sites [70].
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1.2.4 Electric Fields

A similar gradient can be produced from the application of electric fields,

rather than the passive catalysis of chemical reactions. Electric gradients

can be employed over diode basedmicroswimmers to generate electrophoretic

motion, with the device following the gradient of an electric field [76] (Fig.

1.9). Electric fields can also be used to drive change of shape as with the

previous Taylor sheet style swimmer.
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Figure 1.9: Diode based microswimmers, swimming in the

presence of an electric field due to propulsion from electro-

osmotic ionic flux (Replicated from [76]).
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Electric fields are a tempting solution to swimming and pumping, due to

the analogous nature to macroscopic wired electric systems. Wires can be

layered along microfluidic systems and used for power delivery. However,

when used for remote actuation of a free swimmer, electric fields typically

have relative short range non-uniform external fields, requiring high power

to operate adequately.

1.2.5 Optical Actuation

Light can also be used as a driving field, utilising liquid crystals as a shape

change material. Liquid crystal elastomers can be generated as an elastic

material with structurally aligned molecules [77] (Fig. 1.10). When the align-

ment of these molecules is locally reoriented, a strain and resultant elastic

deformation is produced. This shape change can be used to generate light-

driven swimmers which “swim into the dark”.

Figure 1.10: Optically driven microswimmers which undergo

a shape change when exposed to an appropriate light source

due to the inclusion of liquid crystals [77]

This provides a particularly novel driving mechanism with short shape

change response times. Unfortunately, in order to operate, these swimmers
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must be exposed to optical radiation of specific frequencies and polarisa-

tions. Therefore these devices can only be used in environments were op-

tical transmission is preserved, and therefore limits applications within the

human body.

Similar to accoustic actuation enabling capillary-like flow in hydrophobic

channels, the effects are also employed with the application of light, tem-

porarily altering the hydrophilicity of the surface, switching on and off the

capillary force at will [78]. These techniques are a good example of how

microfluidic pumping solutions can extend beyond those reasonably achiev-

able in swimmers due to the increasing number of options available to be

controlled. The scale of pumping can also be employed to induce action on

the fluid beyond which can be applied from the smaller scale of a pump.

The same drawbacks as the acoustic active pumping are present here

as well.

1.2.6 Elasto-Magnetism

The basis of what will be built on in this thesis is the combination of elas-

tic and magnetic components within elasto-magnetic swimmers. Elasto-

magnetism, the larger scale equivalent of magneto-elasticism, follows the

same fundamental principles of a magnetic field generating an elastic re-

sponse, and vice versa. The elastic component enables the principles of

non-reciprocal shape changemotion of Taylor sheets to be used, while being

actuated using the convenient and effective mechanisms of external mag-

netic driving fields. The magnetic component is discussed in section 1.5 and

the elastic component is discussed in section 1.6.

A magnetic driving mechanism is our mechanism of choice as the most

efficient and convenient mechanism for commercialisation. Weak magnetic
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fields are used throughout society in a range of fields, indeed a pair of cheap

headphones outputs a field on the order of 100 Gauss in a localised spot

[79], similar to that of a fridge magnet. Magnetic fields form the basis of me-

chanical actuation in all scales, such as is most obviously seen from electric

motors. Magnetic fields offer a strong coupling between distant bodies as

the only macro-scale quantum phenomenon, as such this represents an ef-

ficient mechanism for energy transfer [80].

Elasto-magnetism simplifies the driving of Purcell’s 3-link swimmer. Pur-

cell’s 3-link swimmer traditionally relies on 3 links being actuated by 2 hinges

acting out of phase with one another. However, the motion of the two hinges,

generating the two degrees of freedom does not have to be independent of

one other. If one hinge is elasticated, then its motion will follow in phase

behind the driven hinge, with that phase depending on controllable param-

eters such as driving frequency (Fig. 1.11). Controlling the rotation of just a

single hinge simplifies the system and is best approached through the use

of a uniform external magnetic driving field, affecting the orientation of an

embedded magnet acting as the powered hinge [81].
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Figure 1.11: An elasticated 3-link swimmer where only one

hinge is driven while the other is a passive element with an

elastic restoring force. This elastic restoring force enables

an innate phase difference between the two hinges while

only requiring direct control over one, simplifying the actuation

method (Replicated from [81]).
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If a 3-link swimmer with infinite hinges becomes degenerate with a Tay-

lor sheet, then an elasticated 3-link swimmer with infinite elasticated hinges

becomes degenerate with an elasticated flagellum driven at one end. This is

where elasto-magnetic swimmers shine, enabling a simple actuation method

to drive a complex motion by relying on a passive elastic mechanism.

The response of a free swimming elasto-magnetic swimmer can be en-

hanced when considering systems with two dissimilar magnets (Fig. 1.12).

An elastic body containing both a “hard” ferromagnet and a “soft” ferromag-

net or paramagnet (magnetic properties are discussed in section 1.5). In this

system, the hard magnet enables strong coupling to an external field, while

the soft magnet perturbs the magnetic response and enhances the change

of shape of a material, magnifying the elasto-magnetic effect.

Figure 1.12: A schematic of an experimental two-magnet

system in operation. The system responds differently when

exposed to an external magnetic field of different directions

(Replicated from [82]). Applying a field in one direction drives

a rotation and an overall contraction, while applying an anti-

parallel field drives the opposite rotation and an overall exten-

sion: with the contraction and rotation importantly occuring out

of phase with each other. This creates a large change of shape

and two pronounced degrees of freedomwhen driven by a sim-

ple uni-axial oscilating magnetic driving field.

Applying the field in one direction causes a rotation of the system towards
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that direction, as well as aligning the magnetisation of the twomagnets caus-

ing an attraction and a net contraction of the device. Reversing the direction

of the field causes a rotation in the opposite direction, as well as realigning

the magnetisation of the soft ferromagnet in the opposite direction, causing a

repulsion and a net extension of the device. These two degrees of freedom

can be actuated out of phase with each other allowing for the non-reciprocal

motion necessary to create net flow in a low Reynolds number regime. This

principle has been experimentally proven for low Reynolds numbers over a

range of length scales, operating either as a free swimming device [82, 83],

as a pumping device [84], or as an array of pumping devices [85].

Elasto-magnetic pumps have also been created from pinned swimmers.

The two-particle elasto-magnetic swimmers developed by Hamilton et al [84]

can produce an emergent behaviour within close proximity to channel walls,

with the intersecting flow interference creating strong net flow along a partic-

ular direction (Fig. 1.13). Even when only an individual swimmer is pinned,

a net flow can be produced. A tethered swimmer in a channel is a tempt-

ing way to produce a micropump, allowing not only for net flow, but also for

control of flow direction, acting as an effective valve, directing flow between

chosen inlets and outlets. A swimmer contained within the tight constraints

of a channel does not behave the same as that of a free swimming device.

This is because this is not a one way coupled system; not only does the

motion of the swimmer impact the flow of the fluid, the properties of the fluid

also impact the behaviour of the swimmer, and importantly, the effects of the

close proximity of the wall can significantly perturb the net behaviour of the

system. In the case of Hamilton’s swimmer, the presence of walls altered

the flow profile and adjusted the direction of net flow. This changed the di-

rection that the swimmer would swim at particular driving frequencies and
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created a far more complex system.

The close proximity of walls to an elasto-magnetic swimmer should not

be ignored when considering the use of elasto-magnetic pumps embedded

within the tight confines of a microfludic channel. In fact, the impact of the

walls on the fluid can be utilised in itself, with the walls forming just as much

of the design as the pump. This is shown to great effect by Hamilton et al

[84] when placing a single elasto-magnetic swimmer within a close system

of walls. These wall effects here are able to significantly alter the direction of

flow when compared to the open system, such that a swimmer can be made

to swim backwards, or a pinned swimmer can be used as a 3-way valve.

Figure 1.13: An individual pinned elasto-magnetic swimmer

has been shown to act as a valve, altering the direction of fluid

flow due to the near field flow generation interacting with the

channel walls (Replicated from [84]).

When considering the optimal solution of swimmers being the marrying

of elastic and magnetic components into elasto-magnetic swimmers, the

same ethos can be applied to pumps as these swimmers are tethered to
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the channels inside a device. An elastic device can deform without bear-

ings, and without a channel geometry necessary to trap a free swimmer.

This comes with the added benefit that these swimmers can be arrayed into

large sheets in order to increase their collective behaviour. Bryan and Mar-

tin [86] have created such a sheet based on the aforementioned two particle

elasto-magnetic swimmer (Fig. 1.14), creating an array of these swimmers

to form a membrane. When this membrane is placed on the surface of water

and actuated with an oscillating magnetic field, a net flow is recorded on the

surface of the fluid.

Figure 1.14: Array of two particle elasto-magnetic pumps form-

ing a pumping membrane. This membrane is inspired by the

two particle elasto-magnetic swimmers discussed in section

1.1.2.2 where the swimmers are tethered to each other and

to the channel walls (Replicated from [86]).

Staying within the realm of biomimetics, single particle elasto-magnetic

swimmers have been developed to replicate the motion of cilia [87, 88, 89,
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90]. These have typically been used to measure the impact of emergent

behaviour and metachronal waves (as described in section 1.2.6.1), giving a

deeper understanding of biological systems on that scale [91]. Typically, the

cilia are intended to resemble the scale of biological cilia and self-assembling

systems of paramagnetic nanoparticles are often used and arrayed, a simple

fabrication method with similar benefits to those described by Sawetzki’s

work [63]. The ability of these pumping systems to be arrayed along a wall

allows the emergence of these metachronal waves to massively increase

pumping efficiency, and are a staple of biological fluid pumping.

1.2.6.1 Metachronal Waves

In nature, individual pumps, structures like cilia, typically beat out of phase

with one-another resulting inmetachronal waves. An example of ametachronal

wave can be found in figure 1.15. Metachronal waves can travel in the direc-

tion of the flow produced by its constituents, known as symplectic, but can

also travel in the opposite direction, known as antiplectic, as well as travel

to the left or right, known as dexioplectic or laeoplectic [92, 93, 94].

Figure 1.15: A schematic of an antiplectic metachronal wave

(Replicated from [94]). Each individual cilia is pumping water

to the left, while the metachronal wave is propagating to the

right.

Such metachronal waves occur in nature spontaneously as a result of

hydrodynamic interactions and can dramatically increase swimming veloc-

ity and swimming efficiency [94]. An increase in pumping efficiency can

be observed for all metachronal waves, including in the case of antiplec-

tic metachronal waves [95]. Therefore the resultant flow is greater than the
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sum of the contributions from individual cilia. The effect of thesemetachronal

waves is so significant that it can also be shown experimentally and theoreti-

cally that metachronal waves can produce net flow even when its constituent

pumps do not break time reversal symmetry and produce no net flow in isola-

tion, using rigid paddles moving out of phase with each other. Even a system

of only two such paddles is able to break time-reversal symmetry and pro-

duce net flow dependent on the phase difference between them, not unlike

Taylor sheets.

Therefore through the incorporation of metachronal waves, the perfor-

mance of arrays of artificial pumping systems can be dramatically increased.

If an effective micropump is to be integrated within a microfluidic device to

replace the existing standard; arrays of elasto-magnetic devices coupling

with metachronal waves may offer a novel and promising solution. If mi-

crofluidic pumps are to be created to generate fluid flow, a good starting

point is to consider deeply the biological inspiration of cilia, for their simplic-

ity of construction and actuation, and their combined ability to utilise these

metachronal waves to produce flow far greater than the sum of their parts.

This will form the basis of this research, drawing together simplistic elasto-

magnetic Purcell-like swimmers which can be arrayed in plane within a mi-

crofluidic device with the aim of producing a usable pumping system.

1.3 Micromixers

In a straight microfluidic channel there exists only laminar flow along straight

streamlines. Thereforemultiple fluids residing within the channel travel along

parallel vectors and are resigned to mix at rates limited by diffusion, as

though the system was stationary. Diffusion based mixing is limited by ∝
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Drt, with the more easily controlled variable being time. As such, mixing

is optimised within long channels at low flow rates [96]. This trivial opti-

misation criterion is at odds with LOC devices which optimise for minimal

channel lengths between components requiring specific flow rates, such as

microdroplet generators [97].

Additionally, given that the standard fluid velocity profile within a microflu-

idic channel is typically parabolic, fluid in the centre of the channel moves

significantly faster than fluid nearer the walls. This results in a broadening

of residence times, with a small fluid packet becoming stretched as it travels

through the channel. This can lead not only to a decrease in concentration

of a particular reagent, but also in temporal mixing if multiple reagents are

sent along a channel in quick succession. Broadening residence times is

typically best avoided within microfluidic devices if accurate diagnoses are

to be obtained.

Micromixers have the important property that, due to the transfer of mass

between the centre and edge of the channel, they can be used to maintain

narrow residence times [98, 99]. A single device therefore can be used to not

only reduce mixing lengths at higher flow rates, but also to narrow residence

times, and the pursuit of optimising such a system has been the result of a

plethora of research which will be introduced here.

1.3.1 Active Micromixers

For the greatest control over mixing within microfluidic devices, a range of

active micromixers have been developed [100]. An active micromixer is de-

fined as a mixer which requires an external input in order to function. A

simple example of active micromixers is a magnetic stirrer [101, 102]. Much

like their macroscopic counterpart, an embedded magnetic bar is subjected
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to a rotating magnetic field and forced to rotate, creating circular flows and

disrupting streamlines.

Oscillations can instead be introduced without moving parts through the

use of acoustic fields, utilising acoustic streaming [103] to induce cross-

flows. Surface acoustic waves (SAW) are used to transfer momentum into

the fluid by resonating the interface between the fluid and the walls, or a gas

interface [104].

Oscillations can also be introduced through larger effects such as using

pulsatile flow which can be generated from the pumping system itself [105].

With constantly changing streamlines, pulsatile flow is capable of enhancing

mixing by creating an unsteady interface between fluids at their initial intro-

duction. Therefore, rather than two liquids meeting along non-intersecting

parallel streamlines, a non-uniform interface is obtained. This changing in-

terface drastically increases the interaction area and so shortens the aver-

age required diffusion distance.

More exotically, electro-kinetic flow has also been demonstrated to en-

hance mixing. By creating a charged surface surrounding the fluid, ions

are either repelled or attracted depending on their relative affinity, dragging

fluid with them and perturbing laminar flow. Successive changes in surface

charge can introduce an oscillation in the fluid, disrupting the streamlines

and resulting in cross-flow [106].

Regardless of the method and ease of fabrication of the channels them-

selves, activemicromixers require external intervention to produce enhanced

mixing. These external actuationmechanisms increase the complexity of the

system and therefore decrease the accessibility, not only in terms of fabrica-

tion techniques but also available equipment. When designing more elab-

orate systems with multiple actively driven elements, it must be considered
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that these systems may impact each others performance. Any system re-

quiring moving parts adds complexity to a microfluidic system and therefore

increases fabrication cost.

1.3.2 Passive Micromixers

The most elegant solutions to this problem rely on passively enhancing the

mixing [100]. Passive micromixers rely on the geometry of the channels to

enhance mixing without the input of external energy. Enhanced mixing is

typically achieved by increasing advection, or increasing contact area at the

fluid interface [98, 107, 108].

Most commonly, the interaction surface area is increased through lami-

nation; successively splitting and recombining the fluid to create thinner stri-

ations [109]. Advection on the other hand has popularly been increased

through the introduction of simple curved channels, which introduce Dean

vortices [110]. Dean flow is a phenomenon which occurs to balance the an-

gular momentum within the channel as it turns a corner, creating two counter

rotating vortices which transport fluid between the centre of the channel and

the edges. The cross-flow induced by Dean flow is typically much smaller

than the forward flow of the channels and so mixing enhancements are min-

imal.

Dean flow is characterised by the Dean number [44],

De = Re

√
D

rc
, (1.19)

where Re is the Reynolds number, D is the channel diameter and rc is the

radius of curvature, and the competition between Dean drag and lift forces

can be used for cell sorting.
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Dean vortex mixers are favoured due to their ability to be fabricated using

only single layer monolithography [111]; however, greater performance can

be gained when considering multi-layer designs such as slanted grooves

[112] or obstruction pairs [113]. These typically introduce much more pro-

nounced cross-flow and facilitate a strong stirring behaviour.

1.3.3 Herringbone Micromixers

One key successful micromixer design is the herringbonemicromixer (HBM),

first developed in 2002 (as shown in Fig. 1.16 [112]). These mixers incorpo-

rate two sets of slanted grooves, creating two counter-rotating vortices. This

technique combines the benefits of increased cross-flow and increased inter-

action surface and is significantly powerful even over short mixing distances

[114]. The effectiveness can be exemplified when considering the flow pat-

terns produced within the device [109, 115, 116, 117] (Fig. 1.16), depicting

the successive generation of thinner striations which enable shorter diffusion

distances.

The behaviour of herringbone micromixers has been explored in the con-

text of low Reynolds [118] mixing both experimentally and numerically [114,

116, 117, 119, 120, 121]. This surfeit of research has garnered an expansive

understanding of certain key aspects of the behaviour of HBMs, such as the

sensitivity of performance to changes in key variables [118], and has allowed

for the generation of simple models capable of extracting key optimisation

criteria for various applications.

Herringbone micromixers have the added benefit of narrowing residence

times [99] since particles are routinely circulated between the walls and the

channel centre (or between regions of high and low flow velocity). Narrow
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Figure 1.16: A schematic of a typical herringbone micromixer,

indicating the streamlines generated at various locations,

along with the relative concentrations of two substances being

mixed [112]. A number of chevron shaped grooves offset from

the centre are carved into the bottom of the channel. The width

from the centre of the chevron to the channel wall is denoted

as pw in the figure. A number of these grooves are used suc-

cessively to fully form the desired vortices. The offset is then

mirrored after some distance in order to create mixing further.

This constitutes two half cycles which are then repeated. B) il-

lustrates the construction of progressively narrowed striations

which decrease the required diffusion distance for complete

mixing to occur.

residence times add the benefit of being able to send multiple discontinuous

”packets” of fluid through the device and not have them mix during transit.

This has lead to HBMs being explored in the interest of a number of novel

applications, from diagnostics [120, 121] to targeted medicine [122, 123,

124].
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1.3.4 Enhancing Surface Interactions

An interesting phenomenon has been observed that these devices not only

enhance mixing between two fluids, but also increase the rate of surface in-

teractions between suspended particulates and the channel walls [119, 120,

125]. This is important when considering the construction of a number of

POC diagnostic devices involving coating channel walls with an antigen to

react with incoming particulates [126]. This has lead to some interesting

devices being produced, such as selectively increasing the rate of reaction

between suspended cancer cells and antigens, increasing the sensitivity of

blood tests for metastatic cancer detection [120, 127, 128]. The primary

interaction surface here is the interface between the main channel and the

grooves, as this is where particles routinely travel closest to the walls. There-

fore surface interaction efficiencies can be optimised matching the impe-

dences of the main channel and the grooves, encouraging particles towards

the primary interaction surface.

This phenomenon has been tested experimentally and using a number of

numerical models, although the models have so far only considered stream-

lines, ignoring the effects of lift and gravity [109, 113, 129]. I hypothesise

here that this might not be a reasonable assumption, since while the forces

are small, so too are the length scales of this sensitive system. This is in-

vestigated and addressed in chapter 4.

1.4 Numerical Methods

Due the difficulty of finding analytical solutions to the Navier-Stokes equa-

tion within complicated fluidic systems, numerical methods are employed

instead. There are two main approaches to numerically solving equations
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in fluidic systems: the semi-analytic slender body theory, and the iterative

approach of computational fluid dynamics (CFD). The principles of both of

these methods will be addressed in this section.

1.4.1 Slender Body Theory

Slender body theory comes from applying Green’s function to the Stokes

equation to form what is called a Stokeslet, where forces are described by

a point force acting at the origin in an infinite fluid free from boundaries and

other sources of motion [130]. This results in an equation for resultant fluid

velocity which can be written as:

vi(x) =
Fj

8πµ

(
δij
|x|

+
xixj

|x|3

)
(1.20)

Where vi(x) is the resultant velocity of the fluid at point, x, and Fj is the

applied point force. The key underlying postulate of slender body theory is

that the disturbance motion due to the presence of the body is approximately

the same as that due to a suitably chosen line distribution of said Stokeslets.

This theory can be applied to free, slender microswimmers operating at

low Reynolds numbers to give reasonable analytical solutions for motion,

and can be extended to include higher order terms representing stresslets

(also known as rotlets).

Slender body theory has since been applied to the previously mentioned

Purcell 3-link swimmer in order to quantitatively find the sequence of motions

which results in the most efficient swimming shown previously (Fig. 1.2) [36].

This theory is limited in its use, however, as it works on the assumption

that the stokeslet is far from any boundary. Therefore slender body theory is

inappropriate for many complex microfluidic pumping applications as it must
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by extension be far from any walls, while in reality, the behaviour and effec-

tiveness of the pump is dependent on the surrounding channel geometry.
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1.4.2 Computational Fluid Dynamics

Computational fluid dynamics (CFD) takes a different approach. CFD re-

lies on numerical solvers to find approximate solutions to the Navier-Stokes

equation, typically using finite element method (FEM).

The finite element method outlines a sequence of steps. Firstly, the func-

tion is converted into its weak formulation, i.e. taking the one dimensional

function, F (x) = u′′(x) then for any smooth basis function v(x) [131]:

ˆ
F (x)v(x)dx =

ˆ
u′′(x)v(x)dx ≡ −φ(u, v) (1.21)

We can then discretise the problem by numerically evaluating F (x) at a

series of discrete points and defining a series of basis functions, v(x) as tri-

angles, with peaks at these defined points, linearly decaying to zero at the

bounds of each interval. A graphical example is given in figure 1.17. By

linearly combining these basis functions we linearly interpolate between the

points and thus approximate our function F (x). These triangle functions can

be replaced by curved functions giving higher order elements for a more ac-

curate approximation. These intervals define mesh elements in real space.
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Figure 1.17: A visualisation of approximating a quadratic func-

tion using our series of basis functions. The linear combination

of these functions results in a linear interpolation between the

peaks of each function and is depicted by the dashed black

line.
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Using this method we can incorporate numerical solvers to produce good

approximations for the solutions to equations such as the Navier-Stokes

equation. CFD, and FEM in general, therefore is a powerful tool for predicting

complicated behaviours such as transient flow over non-simple geometries.

One such common numerical method is Euler’s Backward method [132]

for approximating the solution of an ordinary differential equation evolving

in time. A function y(t) with a known solution at y(tn) can be evaluated at

y(tn+1) by performing a Taylor expansion around y(tn+1) and taking the first

two terms giving:

y(tn) = y(tn+1)− qy′(tn+1), (1.22)

where q is the size of the step between tn and tn+1. This can be rearranged

into the form:

y(tn+1) + qy′(tn+1)− y(tn) = 0, (1.23)

where a root can be found using one of a variety of root finding methods.

One such root finding method which is often used within FEM is the

Newton-Raphson method [133]. This is a common iterative method for find-

ing the roots of an equation or series of equations and a graphical example

is shown in figure 1.18. If our equation is only dependent on one variable, x,

then starting with an initial guess, x0, an improved guess, x1 can be written

as:

x1 = x0 −
f(x0)

f ′(x0)
. (1.24)

This can be repeated until f(xn) is smaller than a defined tolerance factor

and we have an approximation for our value of x.
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Figure 1.18: A visualisation of the Newton-Raphson method

for root finding. The function and its gradient are evaluated at

a given point and the gradient is used to estimate the value of

t which satisfies the equation f(t) = 0. This method is iterated
until f(t) is sufficiently small.
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This method can be extended to a generalised multivariate system by

writing this in the matrix form:

Xi+1 = Xi − J−1(Xi)F(Xi), (1.25)

where J is the Jacobian matrix and F is a series of equations dependent

on our series of values X.

CFD is an important tool which has been used throughout this project us-

ing the software COMSOL Multiphysics which will be elaborated on in future

sections.

1.5 Magnetism

Magnetic fields are a popular choice for remote actuation and power deliv-

ery, particularly on the microscale [80]. Magnetic fields demonstrate good

penetration into human tissue while being biocompatible, and are a strong

candidate for powering microscale, self-contained devices working in tan-

dem with living systems. Therefore a range of microfluidic devices have

been created based on this principle (as shown in sections 1.2.1 and 1.2.6),

and understanding the mechanisms involved is pivotal to accurately describ-

ing the system.

Different magnetic materials can be defined based on their magnetic sus-

ceptibility, related by the equation [134]:

M = χmH. (1.26)

Where M is the magnetisation, χm is the magnetic susceptibility and H

is the magnetic field strength.
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If χm � 1, then the substance is either paramagnetic in the case of χm >

0 or diamagnetic in the case of χm < 0 [135].

Paramagnetic materials contain elementary magnetic moments, the spin

and orbital magnetic moments of electrons, which can be oriented to align

with external magnetic fields [136]. A ferromagnetic material is a material

for which χm � 1, which results in spontaneous local parallel alignment of

spins at temperatures below the Curie temperature. These locally aligned

regions are called domains, and when these domains are aligned, the ma-

terial exhibits macroscopic magnetic attraction/repulsion. The internal mag-

netic structure of a ferromagnetic material can be described by a balance of

a number of energies [137, 134, 138]: the exchange energy, the Zeeman

energy, the magnetostatic energy, the magnetoelastic energy, and the mag-

netocrystalline energy; which tend to be minimised to recover the relaxed

internal structure.

1.5.1 Energy Considerations

The exchange energy is the energy of interaction between two electron spins,

and is minimised when adjacent spins are aligned with each other, encour-

aging the formation of large domains, separated by thin domain walls. The

Zeeman energy is the energy associated with the material interacting with

a magnetic field. This field applies a torque about the magnetic moments

which is minimised when domains are aligned (or anti-aligned) with the ap-

plied field.

The magnetostatic energy is the energy associated with the demagnetis-

ing field which a magnetic material creates beyond its boundaries. This en-

ergy is minimised when the demagnetising field is minimised and so encour-

ages the formation of small domains aligned in different directions, creating
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closed loops within the material (Fig. 1.19).

Figure 1.19: A representation of the demagnetising field

around a magnetic material. As more domains are introduced

the demagnetising field is reduced and therefore the magneto-

static energy is minimised (Replicated from [137]).

Additionally, due to magnetoelastic coupling, when a ferromagnetic ma-

terial is magnetised it undergoes a change in length known as magnetostric-

tion. Materials, such as iron, elongate in the direction they are magnetised,

called positive magnetostriction. While this length change is minuscule, in-

creasing the length of large domains significantly increases the internal strain

within the material and increases the associated magnetostrictive energy.

As this strain energy is proportional to the size of the domains, minimising

this energy is again achieved by forming a number of smaller domains.

A final consideration is the magnetocrystalline energy originating from

magnetocrystalline anisotropy. Due to the atomic structure of a ferromag-

netic material, it may be the case that it has a preferred, or “easy” axis along

which the magnetisation can lie which minimises the magnetocrystalline en-

ergy. As such, domains will tend to form lying along an easy axis. The

areas bounding domains, the domain walls, commonly Bloch walls, are tran-

sition regions where the elementary magnetic moments are necessarily not

aligned to the easy axis. Therefore, the magnetocrystalline energy typically
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leads to minimising the number of domain walls, favouring a small number

of larger domains.

These energies together dictate the internal domain structure of ferro-

magnetic materials.

1.5.2 Hysteresis

The presence of an external magnetic field can alter the minimum energy

state of the material, increasing the relative contribution of the Zeeman en-

ergy [139]. Domains with magnetisation parallel to this magnetic field grow

in size, while all others shrink, increasing the magnetisation in a direction

parallel to the direction of the external field. If the strength of the external

magnetic field is gradually increased, the net magnetisation within the sam-

ple increases in the given direction until the sample consists of one domain

where all elementary moments are aligned parallel with each other. The

magnetostatic, magnetocrystalline and magnetostrictive energies are small

compared to the Zeeman energy. This condition is known as the saturation

state of the system.

If the external field is removed from a ferromagnetic material, the do-

mains will stray from parallel due to thermal fluctuations and return to a multi-

domain system, reducing the amplitude of the net magnetisation to a value

known as the remnant magnetisation. If a sufficiently strong magnetic field

is applied anti-parallel to the magnetisation of the sample, the magnetisa-

tion of the sample can be reduced to zero as domains opposing the original

magnetisation grow in size. The strength of this required field defines the

coercivity of the sample. If the field is removed, the domains return to their

resting state and restore the remnant magnetisation. Increasing the strength
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of this reversed field further allows for the sample to be saturated in the op-

posite direction, at which point the direction of the remnant magnetisation

will be altered to lie in this new direction.

This non-linear dependence of M on H, cycling H from saturation, to

negative saturation and back to saturation again, results in a non-reciprocal

closed loop path known as a hysteresis loop (Fig. 1.20).

Figure 1.20: A representation of magnetic hysteresis of a bulk

ferromagnetic sample. Ms is the saturation magnetisation,Mr

is the remnant magnetisation and Hc is the coercive field.

1.5.3 Torque

Magnetic domains resist changing direction due to internal friction and ther-

modynamic forces. Therefore applying a magnetic field with a component

perpendicular to the net magnetisation of the sample will result in a macro-

scopic torque and a net rotation of the system. This torque can be expressed

by the equation [140]:

τ = m× B. (1.27)
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Where τ is the magnetic torque, m is the magnetic moment and B is the

magnetic flux density.

We can see from this simple equation that maximum torque results from

the highest values of m and B. Maximising the torque therefore requires a

material with a high remnant magnetisation and a sufficiently high coerciv-

ity such that the magnetic domains within the sample are not significantly

altered so as to reduce m in the presence of the external field.

1.5.4 Material Properties (NdFeB)

Neodymium Iron Boron (NdFeB) is a material which satisfies both the re-

quirements for a high remnant magnetisation and for a high coercivity and

is a commonly used material for a range of room temperature applications

[134].

Although neodymium (Nd) has a Curie Temperature of just 19 K and

so is inappropriate for most applications; Nd contains electrons which carry

4f moments, which couple ferromagnetically with 3d elements found in iron

(Fe) [141, 142]. When Nd is combined with Fe, a strongly anisotropic crys-

tal structure, with strong 4f-3d exchange interactions, is formed, which dra-

matically increases the coercivity and Curie temperature to allow for room

temperature applications. The boron (B) in these magnets is diamagnetic

although plays a role in encouraging the growth of larger domains, as well

as contributing to corrosion resistance [143]

NdFeB magnets provide high magnetisation and coercivity using abun-

dant materials, and therefore can be used to provide very high torques for

room temperature applications such as driving elasto-magnetic swimmers.
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1.6 Elastic Properties

When considering fluid-structure interactions, one must consider not only

the complex behaviour of the fluid, but also of the solid structures involved,

whether they be one-way or two-way coupled.

On microscopic length scales, creating effective hinges and bearings be-

comes uncommon and unfeasable. If a transiently evolving geometry is de-

sired, one must rely heavily on elastic structures; as exploited in the new

generation of soft robotics on the microscale [144].

If generating flow in the Stokes regime is the desired outcome, then flex-

ible materials have the added benefit of adding more degrees of freedom

with which to break time-reversal symmetry and generate net-flow.

1.6.1 Bending Beams and the Euler-Bernoulli Equation

Figure 1.21: A beam bending through a radius r, with thick-

ness, t and width, w. The neutral surface is marked by the red
line where, x is a distance in r̂ from the neutral surface.
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The treatment of an elastic beam of thickness, t, bending to a radius, r,

where r � t, can be assumed to consist solely of the extension or contraction

of longitudinal fibres of the beam in proportion to their distance from a central

neutral surface which retains its original length [145]. The diagram 1.21 can

be used as reference. A fibre at a distance r+x from the centre of curvature

alters its length by the ratio r+x
r
. As such the longitudinal stress at distance

±x from the neutral surface is ±Ex
r
, where E is the Young’s modulus of the

material. If the width of the beam is w (assumed constant for a rectangular

beam), the longitudinal force, df , in the layer between x and x+dx is Exw dx
r
.

In pure bending, the total longitudinal force exerted over any cross-section

of the beam is zero:

Ew

r

ˆ
xdx = 0. (1.28)

If the second moment of area, I is defined as:

I = w

ˆ +t/2

−t/2

x2dx, (1.29)

then the total bending moment can be defined as:

Mb =
Ew

r

ˆ
x2dx =

EI

r
. (1.30)

The term, EI, is commonly known as flexural rigidity. For a simple can-

tilever pinned at one end in steady state, applying a force F will result in a

simple bending moment:

Mb = Fd, (1.31)

where d is the length of the neutral surface.
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The radius of curvature, 1
r
, can be written more generally as, d2s

dx2 , where

s represents the curve and the term, q, can be taken as q = dF
dx
.

When these substitutions are made, we can recover a common form of

the well known Euler-Bernoulli equation for the deflection of a beam:

q(x) = EI
d4s

dx4
. (1.32)

This equation can be extended to describe a beam vibrating in free space

with the addition of a time dependent term as follows:

q(x) = EI
∂4s

∂x4
+ µ

∂2s

∂t2
, (1.33)

where µ is the mass per unit length.

It is possible to take this equation further and include damping terms with

a general form of [146]:

F (x, t) =
∂2u(x, t)

∂t2
+L1

∂u(x, t)

∂t
+L2u(x, t)+

∂2

∂x2

[
EI(x)

ρmA

∂2u(x, t)

∂x2

]
, (1.34)

where L1 represents external damping factors and L2 represents internal

damping factors, ρm is the linear mass density and A is the cross sectional

area of the beam.

The Euler-Bernoulli equation used in conjunction with the Navier-Stokes

equation can be used to describe a range of realistic fluid-structure interac-

tions. However, in the Stokes regime, a cantilever is not free to vibrate as it

is an over-damped system.

Creating a propagating sine wave on an elastic beam in such a regime

relies on a sufficiently high sperm compliance number to allow for a phase

difference between the response at different length segments of the beam.
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1.6.2 The Sperm Compliance Number

The sperm compliance number [147],

L = L

(
ξ⊥ω

EI

)1/4

, (1.35)

is a dimensionless figure of merit where L is the length of the beam, ξ⊥

is the perpendicular fluid-dynamic resistance coefficient [148] (the viscous

drag coefficient associated with lateral motion of the beam), ω is the driving

frequency and EI is the flexural rigidity as mentioned in section 1.6.1. This

fulfills the same role as the Reynolds number in describing the expected

response of a fluidic system when applied to driving elastic beams at a given

frequency ω.

As L → 0 the wavelength of any supported transverse waves must nec-

essarily increase, with an infinitesimal value representing an infinitely rigid

beam being driven at infinitesimal frequencies. At the other extreme, as

L → ∞ the beam becomes an infinitely flexible ”rope” with no restoring

force. In other words, at low values of L, each length segment of the beam

responds in phase with all others as a rigid beam, while at high values of L,

the beam has more freedom to bend, supporting more recognisable trans-

verse waves.

We can see from figure 1.22 that low values of L result in large amplitude

motion, but this motion is largely reciprocal, and so follows the example of the

scallop theorem given in section 1.1.2.2, producing little to no net motion. At

higher values of L the tail of the swimmer better approximates a propagating

sine wave and becomes less reciprocal in nature. However it can be seen

that the amplitude of the induced wave decreases, tending to 0 at L → ∞.

As such the peak swimming velocity of this swimmer, and many systems like
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Figure 1.22: Swimmer motion as a function of L with a mag-

netic head being driven by an external magnetic field oscillating

in plane about the direction of the swimmer with an amplitude

of π
4 (Reproduced from [147]).

it, occurs at a specific finite value of the sperm compliance number.

Since the sperm compliance number is a dimensionless quantity, as long

as its value is held constant, an oscillating beam will behave the same on

all length scales. This dimensionless nature means that the effect can be

experimented on and extrapolated for any length scale. Tuning the sperm

compliance number can be done by altering each term separately or by mod-

ifying a number of terms, however some of these make better candidates

than others. The fluid resistance ξ⊥ is primarily dependent on viscosity and

there is little which can be done in a practical sense to control it. The Young’s

modulus however is a parameter which can and should be chosen with great

care. As this can vary by several orders of magnitude between materials,

the choice of material typically defines the necessary scale of the geometries

involved.

An additional consideration is the geometric properties L and I. If the

desired system is intended to be modelled using slender body theory as

discussed in section 1.4.1, then a high aspect ratio of >100 is often sufficient

for the resultant fluid motion to be reasonably predicted, although this is not

always feasible to fabricate for experimental research.
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1.6.3 Material Properties (PDMS)

Given the dependence of the sperm compliance number on material param-

eters as mentioned in section 1.6.2, it is important to choose an appropriate

material. A material commonly used in microfluidics is polydimethylsiloxane

(PDMS). This material is chosen for a number of reasons, not least because

it is biocompatible and does not effect the health of micro-organisms or their

environment. Additionally it is colourless and transparent at optical wave-

lengths and so does not pose a barrier to many experiments where mea-

surements are taken optically. Finally it has the added advantage that since

it can be distributed as a liquid in two parts, an elastomer and a curing agent;

establishments can then create their own bespoke reusable moulds, on site,

using photolithographic methods with feature sizes on the scale of several

microns within which PDMS can be cured.

This material therefore is very easy to work with when creating geome-

tries on minute length scales. Unlike many materials, the curing conditions

can massively alter the properties of the material [149]. By altering the cur-

ing temperature and the proportion of elastomer to curing agent, the Young’s

modulus can be tuned anywhere in the range of several megapascals. This

is a very elastic material with a Poisson’s ratio of close to 0.5.

As such it is not only the chosen material for many microfluidic applica-

tions, but also for many micro-scale soft robotic application; not least, for

using soft robotics in microfluidic environments. A low youngs modulus al-

lows a system to retain an appropriate sperm compliance number even for

very small length scales. With our choice of elastic and magnetic materials,

we are ready to investigate elasto-magnetic pumps for microfluidic applica-

tions.
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Chapter 2

Elasto-Magnetic Pump

Experiments

This chapter focuses on the conception, fabrication and experimental inves-

tigation of an elasto-magnetic Purcell-like 3-link swimmer. This swimmer is

designed with the intention of using a uni-axial, external, oscillating mag-

netic field, and producing two degrees of freedom with which to create non-

reciprocal motion. The aim is to produce an integrated pumping component

which exhibits a controllable fluid flow in the enclosed environment within

microfluidic constraints. The main findings of this work have been published

[1].

2.1 Design

The design chosen for these experiments can be understood as a derivative

of the 3-link swimmer design. Tethering an elasticated 3-link swimmer to a

channel wall, and actuating it with an embedded NdFeB magnet represents

a cilia-like pump; the fabrication and actuation of which is within the capa-

bilities of this department. This design gives us a good basis for enabling

non-reciprocal, non self-intersecting motion from the application of a linear
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magnetic field. Since the free swimming 3-link design is already well studied,

parallels can easily be drawn between the two systems. Theoretical inves-

tigations into the principles of swimming in this regime can be harnessed to

produce a pumping system, as the difference between swimming and pump-

ing depend solely on the frame of reference. It is also clear that the pumping

effectiveness will be strongly dependent on the channel geometry, and this

must be considered in the design.

2.1.1 Working Principles

Ordinarily, a 3-link swimmer will produce fluid flow parallel to its length due

to the axisymmetric structure; an undesirable behaviour when tethering the

swimmer to a surface. Instead, it is ideal to produce fluid flow perpendicular

to its length so that the pump can operate while affixed to a channel wall.

In nature, we find that cilia produce an asymmetric motion which allows for

efficient pumping perpendicular to their length [150]. This enables cilia to

be arrayed on large flat surfaces and produce efficient fluid flow, particularly

when beating patterns are coordinated [92]. Therefore, taking inspiration

from nature, the optimal pumping solution would exhibit an asymmetric re-

sponse where each full cycle is composed of a pump stroke and recovery

stroke.

An asymmetric response can be achieved experimentally in bio-mimetic

cilia by actuating a symmetric system using a driving torque which is asym-

metric in time [89, 151]. This torque can come in the form of a multi-axis

oscillating magnetic field, with the axes operating out of phase with each

other, such as in a 2-axis Helmholtz coil, or via rotating a permanent mag-

net as the driving field. However, in the interest of limiting the complexity of

any external equipment used to power the device, the optimal solution is to
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instead actuate a geometrically asymmetric pump using a simple, symmet-

ric driving torque. The direction of stable flow production from a Purcell-like

system driven by a periodic driving torque about its hinges is dependent

on its symmetry axes [152]. An asymmetric elastic 3-link swimmer, where

the equilibrium configuration is offset from the traditional rest configuration,

breaking symmetry perpendicular to its length, should therefore be capable

of producing stable fluid flow similarly perpendicular to its length.

This hypothesis can be understood in the system depicted in Fig. 2.1

by recognising that the application of a clockwise torque about the magnet

will not only bend the pump towards the right, but also increase the angle

between links L1 and L2, describing a length extension of the system. Con-

versely, the application of an anti-clockwise torque about the magnet will

simultaneously bend the pump towards the left, as well as decrease the an-

gle between links L1 and L2, describing a length contraction of the system.

Provided the bending occurs at a different rate to the extension/contraction,

this describes a hysteretic behaviour and the desired asymmetric response

will be observed.
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Figure 2.1: The geometry of the pump. A diagram of the sys-

tem explored in this study, depicting the pump, channels and

magnetic fields employed. The grey region signifies PDMS,

the gold region signifies the NdFeB magnet of side length 250

µm and the blue region signifies fluid. a) depicts the integrated

pump. The pump consists of three elastic links, labelled L1 to

L3. The width of the links is 150 µm and the thickness is 300

µm. The blue arrow shows the direction of the uni-axial oscillat-

ing magnetic driving field,
−→
B , and the red arrow shows the di-

rection of magnetisation, −→m, of the NdFeB magnet. b) depicts

the device geometry. The device consists of a fully enclosed

pumping module with the labelled inlet and outlet being square

channels, 1000 µm in width and 900 µm in depth. The pump

module is formed of three layers of PDMS, each with a feature

size of 300 µm, the middle layer contains the integrated pump.
The pump module is connected to an open reservoir module

via PTFE tubing with length of 4 cm and internal diameter of

860 µm. The reservoir module allows for easy introduction of
fluid and tracer particles during experiments. c) depicts the ge-

ometry of the pumping chamber with the dimensions displayed

(Replicated from [1])
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The result is a distinct power stroke and recovery stroke as observed in

the biological solution of cilia [89]. It can be shown that the area enclosed

within the closed loop path difference between these two strokes of motile

cilia is proportional to the volume of fluid pumped per cycle, and this area

is therefore an important figure of merit with respect to the pump response

[153] (Fig. 2.2).

Figure 2.2: The hysteretic pump motion. Four non-sequential

frames are displayed from high speed video recordings are la-

belled here 1-4. The pump head follows the red line, taking a

different path during the pump stroke and the recovery stroke.

This non-reciprocal motion is the source of pumping and the

sequence of motions is described in the text. This image is

adapted from data taken in these experiments and is used to

represent the typical motion of the pump. The viscosity of the

fluid is 0.001 Pa s and the driving field amplitude and frequency

are 6 mT and 50 Hz respectively (Replicated from [1]).
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The Purcell 3-link swimmer is capable of producing tuneable flow rates

when altering the phase difference of the two hinges [25, 81, 154, 155] and

has been theorised to be capable of producing flow in the reverse direction

[156], however achieving reverse flow rates in this manner is experimentally

impractical as it would require high amplitude deformation which has not yet

been achieved experimentally. Hamilton et al [157] has shown that placing

restrictions on the near-field fluid vortices around an elasto-magnetic pump

can constrain the resultant fluid flows into producing strong flow in the neg-

ative direction without altering the motion of the pump. In this manner, the

flow direction can be controlled through much smaller changes in pump be-

haviour. By introducing channel walls in close proximity to the pump, the flow

direction can be controlled much more readily by simple adjustment of the

driving frequency. Therefore, the driving frequency will dictate not only the

sperm compliance number, the behaviour of the pump and the production of

fluid flow, but also the direction of fluid flow.

2.1.2 Channel Design

For the purposes of this investigation, it was only important to show flow

in a closed loop. This would be enough to prove the principle of pumping,

without having to overcome any additional resistances caused by an air-

liquid interface. The final design consisted of two distinct modules. This

meant that fabrication was less prone to failure should one part be less than

satisfactory. The modularity also enabled for multiple parts to be fabricated

using multiple techniques, appropriate the different scales involved.

The pump layer itself wasmade as thin as possible, since a thinner device

enables for a larger and more pronounced amplitude of response. Since the

inserted magnet was a cube of side length 250 microns, this set the lower



2.2. Fabrication 99

limit for the thickness of the device. A final thickness of 300 microns was

decided for device robustness under high magnetic torque.

Similarly, a link width of 150 microns was chosen as the lower limit since

preliminary testing with thinner links resulted in failed fabrications, or devices

that were too elastic. Devices which were too elastic, such as those success-

fully cured at room temperature, introduced a variety of unpredictable and

immeasurable out of plane effects. When a torque was applied, the path of

least resistance would be to twist out of plane rather than perform the full

desired motion. This out of plane motion was interesting and not unlike that

observed with real cilia, but was beyond the scope of our investigations at

this current time.

The upper and lower bounding layers were equally chosen to be 300

microns after preliminary testing indicated that this was the minimum which

could be reliably achieved. Shallower channels enabled for a greater pump

pressure, and the restriction of out of plane behaviours, however if channels

were made too shallow, frequent stalling could be measured from the pump

colliding with the bounding wall.

Therefore, the final pump module was created from 3 distinct and easily

produced layers. The thickness of the capping layers was unimportant as

long as they were thin enough to allow for high contrast imaging through a

microscope.

2.2 Fabrication

2.2.1 Photomask Designs

Photomasks were designed in AutoCad and LibreCad, and printed by JD

Photodata. These photomasks consist of a clear polyester (PET) sheet,
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with a design printed on one side using a silver-halide based emulsion. The

emulsion obstructs light and therefore creates a contrast shadow when light

is passed through it.

2.2.2 Lithography

A 6 inch (15 cm) silicon wafer was diced into 2 cm squares in order to create

a series of separate moulds.

These square wafers were sonicated in acetone for 5 minutes and then

immediately sonicated in IPA for 5 minutes before being dried with com-

pressed nitrogen. This effectively cleans the wafers before use, and ensures

a consistent surface. The wafer was then placed on a hot plate at 200 ◦C for

10 minutes as a dehydration step.

A HMDS (hexamethyldisilazane) based primer was spin coated at 4000

RPM and then baked for 10 minutes at 95 ◦C. This layer acted as a primer

to improve adhesion between the silicon and the SU-8 which will be spin

coated onto it. This is because the surface of the silicon is relatively polar;

while SU-8, being a polymer, is relatively non-polar, and adhesion is typically

poor between the two surfaces. HMDS freely adheres to both and while it is

not a necessary step due to the scale of the geometry used in this fabrication,

it enables for a more consistent final product.

SU-8 3050 is then spin coated at 1500 rpm to a thickness of 300 microns.

The SU-8 is then baked at 95 ◦C for at least 40 minutes until the solvent has

been driven from the sample; this is known as the soft-bake. A chosen pho-

tomask was then placed over the SU-8 and the system exposed to UV light

through the photomask (Fig. 2.3) using either a Karl Suess mask aligner or

a KLOE UV-KUB 2 (365 nm wavelength and 40 mW cm-2 irradiance) for 15

seconds. The exposed regions create hexafluoroantimonic acid [59] which
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acts to cross-link the polymer, creating a region which is denser and more

chemical resistant, while unexposed regions remain unchanged. The wafer

is baked a final time at 95 ◦C for 5 minutes to ensure that the chemical re-

action has sufficient energy to fully complete.

Figure 2.3: An example of the photomask design, taken from

the checkplot returned from JD Photodata. The black regions

represent emulsion, the clear regions represent transparent

PET. The geometry of the channels and the pump are clearly

visible.
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The final product is then sonicated in a PGMEA based developer for 20

minutes to remove uncured SU-8 leaving behind only the cured regions of the

mould (Fig. 2.4). This was then washed with IPA and dried with compressed

nitrogen.

The thickness of the SU-8 can then be verified under an optical micro-

scope to within a 10 micron uncertainty.

Optionally, PMMA can be spin coated onto the mould to act as a sac-

rificial layer between the mould and the PDMS which will be poured in and

cured in the next step. If this step is performed, the wafer can be submerged

into acetone to release the final product by dissolving the PMMA. If this step

is not performed, a steady hand under a microscope is required to mechan-

ically remove the PDMS from the mould. Care must be taken during the

application of PMMA because it has a tendency to cause bridging in the

smaller device channels, altering the mould shape.

This method was chosen for the construction of the mould for the mid-

dle, active layer of the pump chamber, enabling for fine and economical

mould construction. This method was not however chosen for moulds for

the other components, although remains entirely possible. Due to the lim-

ited rate of mould construction of an individual with precious time, it was

easiest to outsource construction of the other two layers of the pump mod-

ule to the workshop, who were able to mill the larger designs from acrylic

with a great degree of accuracy due to the larger feature sizes of the chan-

nel. Additionally the reservoir module used here was on a much larger scale

than would be common for microfludic systems and the mould was created

using a resin 3D printer: a Form 2 from Formlabs.
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Figure 2.4: The sequence of mould fabrication, colours are not

accurate and are only for visualisation purposes. a) We start

with a clean silicon substrate. b) We spin coat the silicon with

HMDS (blue) as a primer. c) We spin coat with SU-8 (pink) to

the desired device layer thickness. d) We expose regions of

the device to UV and etch with PGMEA, removing unexposed

regions and obtaining the final mould.
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2.2.3 PDMS Casting

With the mould complete, PDMS was mixed 10 parts to 1, oligomer to cur-

ing agent, and then exposed to a low pressure environment in a desiccator

in order to accelerate the release of bubbles introduced during the mixing

process. This PDMS was delivered to the pump layer mould until the mould

was filled to the top. This was to ensure that the central layer was exactly

the right thickness. The other layers did not require such precision as only

one of their surfaces contained active components, and PDMS was poured

into the moulds until full.

Before the PDMS cures, a 250 µmNdFeB magnet is added into the head

and aligned with an external magnetic field. The external magnetic field was

produced using a larger NdFeB magnet in a jig (Fig. 2.5). This jig consisted

of a recessed slot to capture the large magnet at the right height, to ensure

minimal out of plane effects. The curing devices can then be arrayed on

either side of the inset magnet to align with the magnetic field.

Figure 2.5: Alignment jig used for NdFeB magnet alignment. A

3d printed platform which allows for a large (1x1x1cm) square

NdFeB magnet to be inset into the centre to control for out of

plane magnetic effects. Moulds can be arrayed either side of

the magnet while curing to align their magnetic moments.

This was then placed in our oven at 50 ◦C for 11 hours in order to cure

the PDMS. This temperature was chosen since it is enough to ensure a con-

sistent cure in a reasonable timescale, while low enough to not significantly
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impact the remnant magnetisation of the magnet, nor significantly increase

the elastic modulus of the PDMS, thus maintaining a strong response to the

driving field.

It was noted that PDMS in contact with 3D printer resin failed to cure

consistently, but as the structural response of those components were non-

essential, this was not an issue and these parts could be exposed to greater

temperatures for longer periods of time.

2.2.4 Assembly

This leaves us with 3 layers of the pumping module and one PDMS reservoir

module which need to be connected together. The use of additional PDMS

as a glue is favoured for this process, utilising the “stamp and stick” method

[158]. Mixed but uncured PDMS is spin coated onto a 2cm glass slide at

4000 rpm creating a thin and consistent layer of uncured PDMS. A layer

of the pumping module can be “stamped” onto this glass slide picking up a

small layer of uncured PDMS in the pattern of the layer. This layer can be

laid on top of the next layer, and when left to cure at room temperature for

48 hours, the layers bond together irreversibly. The 3 layers of the pump

module are thus arranged in a vertical stack for curing, enclosing the active

layer in the middle (Fig. 2.6). The stack is cured at room temperature to

avoid over baking the PDMS and increasing the Young’s modulus of the

pump.

A further application of this method is used to adhere the completed pump

module and reservoir module onto a glass slide. This is non-essential for the

functioning of the device but provides a rigid support for the pumpingmodule.

The result leaves the square openings of the inlet and outlet in one side

of the pumping module. In order to connect this with the reservoir module,
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Figure 2.6: A 3D rendering of the device. a) Is an exploded

projection of the pump module. We see the pump module is

made from three distinct layers. The middle layer contains the

integrated pump (Fig. 1), the upper and lower layers act to ex-

tend the height of the microfluidic channels by 300 µm each

side, while also acting as capping layers. b) Shows that the

pump module and reservoir module are assembled onto a mi-

croscope slide and connected via PTFE tubing as in the exper-

iments (Replicated from [1]).

two holes are punched into the side wall of the reservoir module opposite

the inlet and outlet of the pump module. PTFE tubing can then be inserted
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into the openings in the pump module, and terminating in the openings in the

reservoir module. The hydrophobicity and elasticity of the PDMS is enough

to hold the tubing and seal the system from water loss under normal opera-

tion, however, in the interest of consistency and security, a further application

of uncured PDMS is used to more adequately seal each end of the tubing

before use.

The device was not functionalised with oxygen plasma before use be-

cause during the process it was not uncommon for the pump head to make

contact with the wall and bond irreversibly to it, effectively destroying the

device. Hydrophobic PDMS channels are much less convenient to fill with

water, the fluid of choice, due to the capture and retention of bubbles. There-

fore, great care was taken in filling the device from a syringe placed into the

inlet tube. It was found that filling the device at high pressure could reduce

the number and size of any bubbles retained within the device and this pro-

cess was repeated until the entire surface of the PDMS was satisfactorily

wetted. A more consistent filling method was discovered later during a dif-

ferent project, but will be discussed here as a possible improvement. PDMS

is somewhat permeable to gas and typically contains some gas within its

structure under standard conditions. Therefore if PDMS is exposed to a

low pressure environment such as that of a desiccator, this gas can be de-

pleted. If the PDMS is degassed before the introduction of water, any result-

ing air bubbles can be effectively drawn from the channels as the PDMS nat-

urally expands. This is a much more consistent method of filling hydrophobic

PDMS channels with water [159].
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2.2.5 Alternative Explorations

A fabrication method combining the layers of the pump module into a single

layer was briefly explored. By performing a second layer of lithograhy on top

of the active layer with a mask aligner, two of the three layers can be com-

bined into one, and do not need to be accurately aligned post-fabrication,

increasing the consistency of the construction. However, since these two

layers must be created sequentially, rather than in parallel, this makes fab-

rication much more expensive: not only from the expense of time, but also

because a fault in one layer necessarily results in the loss of both layers.

This also necessitated the use of a mask aligner rather than simple flood ex-

posure. Regardless, this method was successfully used to produce a device

with fewer layers in the pump module. This module could then be capped

with a flat glass slide which does not need to be aligned, nor interferes with

potential techniques such as raman spectroscopy. The exposure to oxygen

plasma mentioned previously made affixing the glass in this process unreli-

able.

2.3 Experimental Methods

The device was filled with a mixture of water and glycerol, the glycerol was

added as a convenient way to increase the viscosity and density of the fluid,

resulting in a lower Reynolds number and a higher sperm compliance num-

ber. Exploring a lower Reynolds number is important for determining the

scalability of this device.

The measurements were taken using the ABIOMATER system provided

by Platform Kinetics Limited (Fig. 2.7), consisting of an optical microscope

equipped with an Olympus MPLFLN10×, 10× magnification optic and an
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Olympus MPLFLN2.5×, 2.5× magnification optic, a MotionBLITZ EoSens

mini1 monochromatic high speed camera operating at 1000 frames per sec-

ond, single axis Helmholtz coil and XY-stage. The pump is actuated by the

Helmholtz coil providing a sinusoidal, oscillating magnetic field perpendicu-

lar to the orientation of the NdFeB magnet (Fig. 2.1). The amplitude of the

driving field is varied in the range of 3 mT to 6 mT and the frequency is varied

in the range of 1 Hz to 60 Hz.

Figure 2.7: The abiomater system provided by Platform Kinet-

ics Limited, consisting of an optical microscope over a 3-axis

Helmholtz coil. Each axis of the Helmholtz coil has its own

power supply connected to an oscilloscope. An XY-stage ex-

trudes into the Helmholtz enclosure for samples to be aligned

within the field. A high speed camera is connected to the op-

tical microscope which allows for the capture of slow motion

footage.

The high speed camera attached to the microscope was used to mea-

sure not only the motion of the pump, but also the velocity of the fluid flow.
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The flow rates produced by the pump are measured as follows: 15 µm di-

ameter polystyrene microbeads (Sigma-Aldrich, 74964) are introduced into

the channel via the reservoir module. The bead motion is observed with the

ABIOMATER optical microscope equipped with the 10× magnification op-

tic and recorded with the high speed camera. This data is then analysed

with the open source software, Tracker. The motion of the pump is also

measured with the same apparatus using the 2.5× magnification optic. This

motion is also analysed using Tracker.

The tracking software must be calibrated in order to work effectively and

a reference distance must be used. In this case, the width of the channel

is used, as it is a known length with comparatively large feature sizes, min-

imising percentage error.

When tracking the microbeads, the initial position of a given bead is

recorded in the tracking software. The position of this bead is then auto-

matically tracked by the software between frames as its position evolves in

time, until a final frame. This final frame is determined to be an integer num-

ber of periods of the driving field, from the initial frame, and is typically 1000

frames (1 second) unless otherwise restricted. The velocity of this bead is

taken as the distance travelled over this integer number of periods. A min-

imum of three high speed videos are recorded for each data point, and a

selection of beads are tracked in each video, giving a minimum of 9 repeats.

The motion of the pump is tracked in a similar manner. The initial position

of the centre of the pump “head” is recorded and then automatically tracked

by the software as its position evolves in time until a final frame, capturing

multiple periods of oscillation. At higher frequencies, fewer data points can

be captured per oscillation period: for example, at a driving frequency of 50

Hz, only 20 data points will be recorded per pump cycle. The data is therefore
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interpolated using a smoothing spline to better represent physically realistic

pump motion for analysis. Without interpolation, this caused a distinct issue

for time periods which were exact multiples of the sample rate. In this case,

each oscillation cycle captures data at recurring points of the cycle and ex-

acerbates the under prediction of the hysteretic area due to limited number

of data points. When the time period is not an exact multiple of the sample

rate, each oscillation captures data points at evolving points in the cycle and

each additional cycle improves the accuracy of the measurement.

The peak fluid velocity, vpeak, is taken to be equal to the peak bead veloc-

ity, since the beads are assumed to have equal velocity to the surrounding

fluid. vpeak is used in this study because it must occur at a known, consis-

tent position at the very centre of the channel and is therefore a consistent

point of reference, producing consistent measurements. vpeak can be ob-

tained from measurements as long as the centre of the channel is captured

within the depth of field of the microscope used in this study. The standard

deviation of the recorded velocities is taken as the uncertainty.

The volumetric flow rate, Q, can then be calculated from vpeak due to

the known channel cross section. For the rectangular channels used in this

study, this can be performed using the following two equations [32]:
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where h <w. y and z are the position vectors denoting a specified position

within the cross section of the channel.

From these two equations we can calculate the constant ratio, Q/vpeak,
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for this particular channel geometry to be 775/2104 m2. As such, our peak

velocity measurements need only be multiplied by this ratio to obtain the

volumetric flow rate.

Additionally, when analysing the motion of the pump, the resultant motion

is hysteretic in nature, forming a closed loop (Fig. 2.2). The area contained

within this closed loop is taken to be indicative of the non-reciprocal motion

of the pump [153]. This area is calculated as the median area over multiple

pump cycles, with the standard deviation between these cycles being taken

as the uncertainty in the measurement.

2.4 Pump Motion

We begin by measuring the motion of the pump. When actuated through the

application of the external magnetic field, the elastic geometry is deformed,

with the 3-links deforming out of phase with each other. The top-most link,

L1, responds before L2, leading in phase, and again L2 leads in phase over

L3. The desired non-reciprocal motion is observed and can be clearly repre-

sented when observing the motion of the pump head as it moves in a closed

loop path exhibiting hysteretic behaviour, being reminiscent of biological cilia

(Fig. 2.2).

We clearly see an extension/contraction of the pump in accordance with

the direction of the provided magnetic torque (Fig. 2.2). When a clockwise

torque is provided, through points 1→2→3, a length extension is observed

as the pump deforms towards the right. When an anti-clockwise torque is

provided, through points 3→4→1, a length contraction is observed as the

pump deforms towards the left. When tracing the path taken by the pump
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head, a closed loop is obtained representing the path difference and resul-

tant hysteresis. This motion exhibits a distinct power stroke and recovery

stroke as predicted in section 2.1, where fluid is expected to be pumped

more effectively in the direction of the power stroke than the recovery stroke.

We measure the area contained within this closed loop path as a func-

tion of frequency for various driving field amplitudes and fluid viscosities

(Fig. 2.8). From these measurements we can determine that increasing

the driving frequency results in increasing the measured hysteretic area, un-

til a maximum value. Beyond this value, increasing the driving frequency

further causes the hysteretic area to decay towards zero. From the green

curve representing a viscosity of 0.0077 Pa s (Fig. 2.8a), we can see most

clearly the characteristic frequency dependence of the pump motion.

The optimal driving frequency of this system is shown to be strongly de-

pendent on fluid viscosity. When altering the fluid viscosity (Fig. 2.8a) we

notice two key points. Firstly, that lower viscosities offer a maximum hys-

teretic area at a higher frequency. Secondly, that the maximum hysteretic

area appears to increase with decreasing viscosity in the measured range.

The difference between these curves is understood here by discussing

the behaviour of the sperm compliance number. Increasing the frequency

will increase the sperm compliance number, as will increasing the viscosity

of the fluid. Therefore, a greater fluid viscosity will compound with the in-

creasing driving frequency to accelerate the increasing sperm compliance

number. A system with greater fluid viscosity will therefore exhibit higher

sperm compliance number behaviour at lower driving frequencies. The area

swept is expected to be zero at zero driving frequency, however our high-

est viscosity measurements do not appear to share this trend. This trend

is predicted to emerge if we were able to drive the system at a low enough



114 Chapter 2. Elasto-Magnetic Pump Experiments

Figure 2.8: The pump motion as a function of frequency. a)

depicts the dependence on fluid viscosity with a constant field

amplitude of 6 mT and b) depicts how the motion depends on

field amplitude with a constant dynamic viscosity of 0.001 Pa s.

The blue curve is duplicated between both a) and b) for refer-

ence. The median area contained within the closed loop path

traced by the non-reciprocal motion of themagnetic head of the

pump, as suggested in figure 2.2, is shown. This is recorded

as a function of driving frequency and repeated for a range of

dynamic viscosities and driving field amplitudes. The plotted

line is a simple smoothing spline between the data points to

act as a visual guide (Replicated from [1]).
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frequency, although the ABIOMATER system cannot create an oscillating

magnetic field with a frequency of less than 1 Hz.

The optimal driving frequency of this system is shown to not be strongly

dependent on field amplitude. We show that altering the driving field am-

plitude (Fig. 2.8b) does not alter the trend of the curve and only serves to

alter the amplitude of the response at all points. A greater field amplitude

allows for greater maximum displacement of the pump from its rest position,

widening and broadening the hysteresis (Fig. 2.2), for all frequencies.

We have limited the maximum driving frequency in these experiments to

60 Hz. This is due to the increasing power required to maintain the maximum

field amplitude at higher driving frequencies. The maximum hysteretic area

is therefore not captured in this study for the measurements taken at the

lowest viscosity of 0.001 Pa s.

When observing the systemwith the highest viscosity of 0.08 Pa s we find

that the optimal driving frequency appears to be in the range of a few Hertz

with recorded area similar to that of the green curve at 0.0077 Pa s (Fig.

2.8a). We know that as the driving frequency tends to zero, the hysteretic

area must also tend to zero. We can be confident therefore that the trend of

the curve is unchanged, rising from zero to an optimal value, before decaying

back towards zero at higher frequencies.

A further investigation was performed on this data in collaboration with

Dr. Elizabeth Martin, as expressed in her thesis which is pertinent here. The

hysteretic area itself does not fully describe the system, and multiple differ-

ent systems with different behaviours can exhibit the same area. Therefore

somemore keymetrics must be taken in combination with the area to provide

a unique solution (Fig. 2.9).

By capturing not only the total enclosed area, but also the arclength and
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Figure 2.9: Investigating the closed loop path drawn by the

head of the swimmer for the cases when the viscosity is 0.0077

Pa s and a frequency of a) 10 Hz b) 30 Hz c) 60 Hz. The shape

path is approximated to be two curves, with the upper curve

being referred to as the arclength. d) Shows the approximated

loops observed at frequencies 10 Hz, 30 Hz and 60 Hz (Repli-

cated from [160]).
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width, allows us to describe something of the changing shape of the closed

loop path; a shape which may have important consequences for flow be-

haviour. The arclength here defined by fitting the inner curvature of the path

to the circumference of a circle. The width is defined as the thickest cord of

the closed loop. Using these metrics we can describe how the increasing

sperm compliance number from zero initially widens the loop, increasing the

measure of non-reciprocity without significantly decreasing the arclength.

This increased sperm comliance number results in a roughly linear increase

in hysteretic area. Beyond the peak sperm compliance number however,

while this width continues to increase, the arclength begins to significantly

reduce. This reduction in the amplitude of motion begins to diminish the

area contained within the loop despite the increased non-reciprocity of the

motion. This trend is more quantitatively exhibited in figure 2.10. In my own

investigations, I did not define arclength and width so strictly. I instead de-

fined length as the maximum linear amplitude of motion, and the width as

the hysteretic area divided by the length, approximating a rectangle. This is

because these definitions show the same key trends as those found by Dr.

Martin, but without making any assumptions as to the shape of the closed

loop responsible, since this shape is not consistent between differing param-

eters.
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Figure 2.10: The shape dependence of the closed loop path

of the swimmer head as a function of driving frequency. a)

shows the length dependence on frequency for various fluid

viscosities and constant field amplitudes. b) shows the width

dependence with frequency for the investigated fluid viscosi-

ties and field amplitudes. c) Shows the ratio of width (W) and

arclength (L) with frequency for the investigated fluid viscosi-

ties and field amplitudes. d) Is similar to (c) but only shows the

investigations for various field amplitudes to be able to view

this more clearly.
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We can see from this analysis how the length of the intermediate viscos-

ity (in green) tends towards a constant at low frequencies and only beyond

a critical point begins to decrease. For the increased viscosity (in black), no

constant region is noted since the lowest frequency is still beyond the point

of decreasing length. The reduced viscosity (in blue) is particularly distinct

however, and indicates the presence of inertial effects, with an increasing

frequency actually increasing the length for a region. This has strong impli-

cations for the regime which is being studied in these low viscosity results.

Another interesting story can be shown when looking at the trends of

width against frequency. The intermediate viscositymeasurements (in green)

increases monotonically, although approaches a turning point at higher fre-

quencies. Again the increased viscosity measurements (in black) complete

the picture, showing clearly the point of peak width and the slow decay be-

yond. This decay is a result of the limited response time of the pump, and as

the length decreases beyond a certain point, the maximum width becomes

restricted. Again the low viscosity measurements (in blue) show a different

trend. The same monotonic increase as the intermediate viscosity is ob-

served, but with an additional feature at intermediate frequencies. This fea-

ture is strongly present for the highest torque measurements and potentially

represents an increased response due to inertial effects. This straying from

the trend decreases with decreasing torque which agrees with the inertial

hypothesis.

These shape trends are further exemplified when considering the ratio

of width and length. The ratio of the intermediate viscosity measurements

(in green) increases roughly linearly with frequency, as the width increases

at the expense of the length. The rest of the life cycle is captured by the

increased viscosity measurements (in black), as this ratio passes a turning
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point and largely plateaus, with a constant ellipsoidal shape forms in the high

sperm compliance regime which does not significantly change shape while

slowly diminishing in total area. The low viscosity measurements again tell

their own story, with increasing torque showing a pronounced deviation at

intermediate driving frequencies. This clearly modifies the ratio away from

linear increase and perterbs the hysteretic shape away from what is seen in

the non-inertial regime.

2.5 Fluid Flow

By analogy to a comparable system of cilia, we should expect a linear rela-

tionship between the area swept by the pump and the volume displacement

of the fluid per cycle [153]. Whenmeasuring the volume of the fluid displaced

per cycle (Fig. 2.11) we observe a number of key points. Much like our mea-

surements of pump motion, the fluid volume displaced per cycle must tend

to zero as the driving frequency tends to zero or infinity. A maximum volume

displacement is observed at the same frequency as with the maximum area

traced by the pump.

When altering the amplitude of the driving field, we also observe in cor-

relation with the measurements of pump motion, that the trend of the curves

is unchanged (Fig. 2.11a). Instead, altering the amplitude of the driving field

serves to scale the net displacement of the fluid at all points.

Interestingly, we also note a divergence from the linear relationship be-

tween the pump motion and the net volume displacement. The maximum

volume displacement is observed at an intermediate driving field amplitude,

rather than at the maximum amplitude as might be expected. An increased

field amplitude reduces the phase lag of the motion of the head behind the
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Figure 2.11: The net volume of fluid displaced per pump cycle.

This consists of both the pump and recovery stroke. a) depicts

the displacement when varying the fluid viscosity at constant

field amplitude of 6mT. b) depicts the displacement when vary-

ing the amplitude of the applied field at a constant fluid viscosity

of 0.001 Pa s. This is measured as described in section 2.3.

The plotted line is a simple smoothing spline between the data

points to act as a visual guide (Replicated from [1]).

driving field [24], altering the point in the cycle when the stored elastic energy

is released. Therefore, an optimal driving field amplitude is likely to exist in

the context of maximising flow production within this system.

Crucially, in these measurements we also observe an undocumented

phenomena for an experimental Purcell-like system: a consistent region of

negative flow production due to the flow restrictions imposed on the system

due to the close proximity of the bounding walls, as outlined in section 2.1.

By placing these restrictions, the net flow direction becomes discretised and

flow in the negative direction becomes favourable under the conditions pro-

vided. The ability of this system to dynamically change the pumping direction

through no alteration of the geometry is an important property to consider

when contemplating potential applications. Confirmation of the effect of the

bounding walls is explored in chapter 3.
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The deviation between pump motion and resultant fluid flow can be eas-

ily visualised by plotting the normalised fluid displacement: the net volume

of fluid displaced divided by the volume swept by the pump 2.12. From

this plot we can clearly see that the intermediate viscosity measurements

again capture the full key trends. At high frequencies the normalised fluid

displacement asymptotes towards a constant value, indicating the linearly

proportional relationship between area swept and net fluid flow. However,

at low frequencies, a sharp deviation is present and the value quickly be-

comes negative. For the high viscosity measurements, only a region of con-

stant value is captured, and for the low viscosity measurements, the deviant

region is emphasised with a clear asymptotic increase described at higher

frequencies.

Figure 2.12: The normalised flow rates produced by this pump-

ing system. a) shows the normalised flow rate when varying

the fluid viscosity at constant field amplitude of 6 mT. b) shows

the normalised flow rate when varying the amplitude of the ap-

plied field at a constant fluid viscosity of 0.001 Pa s.

The same dependence on viscosity is also recorded for the fluid displace-

ment as with the pump motion (Fig. 2.11a). By increasing the fluid viscosity,

the maximum volume displacement occurs at lower driving frequencies, with
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the lowest viscosity measurements recorded here exhibiting an inflated max-

imum value. These correlations confirm that taking the area enclosed within

the motion path traced by the pump is an important figure of merit when

characterising the system. The flow produced is not steady, but oscillates

in both the positive and negative direction throughout each full cycle. This

is because during the recovery stroke, the pump moves fluid in the reverse

direction, only less effectively than in the forward direction. The net volume

displacement per cycle is recorded here.

Now that we have discussed the net volume displacement per cycle, and

the strong relationship this has with the motion of the pump, we will also

discuss how this translates into usable volumetric flow rate (Fig. 2.13). This

pumping system is capable of producing flows in the range of -100 to +700

µlh-1 for the measured frequencies at the lowest viscosity tested.

Figure 2.13: The net volumetric flow rates produced by this

pumping system. a) shows the volumetric flow rate when vary-

ing the fluid viscosity at constant field amplitude of 6 mT. b)

shows the volumetric flow rate when varying the amplitude of

the applied field at a constant fluid viscosity of 0.001 Pa s.

The plotted line is a simple smoothing spline between the data

points to act as a visual guide (Replicated from [1]).

The trend of these curves is much as expected when considering their
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relationship with the net volume displacement per cycle (Fig. 2.11). We find

that the peak flow rate is more biased towards higher frequencies than for

the volume displacement per cycle. This is most visible for the measure-

ments using a viscosity of 0.0077 Pa s, represented by the green curve (Fig.

2.13a). This can be understood since at frequencies greater than the optimal

frequency, the pump completes more cycles in a given time period, counter-

acting the decrease in fluid displaced per cycle at these higher frequencies.

The behaviour of the system described here agrees with the previous

theoretical work on its free swimming counterpart [154, 25, 37, 81, 24]. When

the phase difference between the two hinges of Purcell’s 3-link swimmer

is varied, a maximum fluid velocity is observed at an optimal, finite phase

difference. The result is replicated in this study, with the peak fluid flow

produced at an optimal, finite driving frequency which can be related to the

phase difference between the actuation of the links.

The phase difference between the links, and between the fluid flow is un-

feasable to measure here with this setup, and so numerical analysis will be

important in quantifying this interaction. What is clear is that the apparently

inertial effects present in the reduced viscosity measurements appears to

have a stark effect on the flow generated, with the intermediate torque pro-

viding maximal pumping effectiveness: it is as yet unclear if this is to do with

an optimal phase difference or an optimal path shape.

Much like how measuring the hysteretic area does not fully capture the

trends represented by the pump, measuring flow rate against frequency

leaves gaps in our understanding. Therefore the normalised fluid displace-

ment was plotted against a variety of the shape features described in figure

2.10 (Fig. 2.14).
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Figure 2.14: a) represents flow rate against area. b) repre-

sents flow rate against length. c) represents flow rate against

the ratio of length and width. d) represents flow rate against

width. These are all shown for varying field amplitudes and

fluid viscosities.
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From this we an find some important key features. There is minimal dis-

cernible correlation between normalised fluid displacement and hysteretic

area. This is understood since our flow characteristics should not strongly

depend on the amplitude of pump motion as defined by the sperm compli-

ance number. We do find that when increasing length, the range of possible

flow rates increases. This is understood since at zero length, there can be no

flow rate, and an increased length enables greater flow rates in any manner.

A potential correlation can be drawn from plotting fluid displacement against

ratio, and against width. Rather than an even spread of results, we instead

find the trends split into two distinct paths. When ignoring data points cor-

responding to potentially inertial points, a main trend of overlapping points

emerges. This trend represents positive flow at very low frequencies, with a

distinct negative region at a narrow band of widths, followed by a return to

positive flows at higher values. The uncertainties associated with the data

are too large to draw any strict conclusions for this hypothesis, but opens the

door for further analysis through numerical investigations. The path shape,

and importantly, the degree of extension/contraction and its interaction with

the surrounding channel is an important step.
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2.6 Conclusion

This chapter demonstrates the first experimental application of an asymmet-

ric Purcell-like system. Moreover, this system is capable of providing tune-

able, reversible fluid flow when integrated within a microfluidic device. The

device is capable of being manufactured using only existing, standard meth-

ods of fabrication in the field, and can be implemented with the employment

of the simplest actuation method. This device can therefore be considered

for general purpose use in low-cost, portable POCT devices.

When comparing its operation to alternative integrated micropumping so-

lutions, a number of advantages can be ascertained. It is shown to operate

on a fully enclosed bulk fluid rather than just surface flows as is shown previ-

ously for a number of elasto-magnetic devices [49, 157, 161, 86, 162]. The

pumping mechanism does not alter the fluid in any way through chemical in-

teractions such as found in studies exploring Janus particles or diodes [70,

71, 76, 163]. This system does not rely on the maintenance of phase sep-

arated fluids, as found in some acoustic actuation methods [68] which may

be adversely effected by long term storage or transport. It can be utilised

for prolonged periods of time and used repeatedly unlike systems which rely

on capillary forces [164], low pressure [165] or otherwise depend on the

advancement of a fluid-air interface [69, 78, 166]. The system requires no

physical external connections and is completely self-contained [167]. The

device is actuated using the simplest transient magnetic field commanding

only a single degree of freedom unlike those used by other bio-mimetic, cilia-

like systems [89, 151], minimizing the complexity of the actuation equipment.

The pump can be fabricated as one piece with the rest of the microfluidic

device, integrated at the time of manufacture with minimal extra assembly

required.
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The oscillatory flow produced should have no impact on the functionality

of the device for simple applications, due to the time reversibility of flow in

the Stokes regime, only the net flow is significant when evaluating pumping

performance. While the fabrication time is relatively long, this is mostly due

to prolonged curing times and so lends itself to batch production, requiring

minimal input from the manufacturer.

Therefore, we can confidently introduce a general purpose micropump

capable of being applied to a large variety of portable, low-cost, actively

pumped POCT devices with broad ranging applications, circumventing the

specific drawbacks of many alternative solutions.

This work successfully implements the first asymmetric elasto-magnetic

integrated pumping system based on Purcell’s 3-link swimmer. Effective,

tuneable, bidirectional fluid flow is produced formicrofluidic applications with-

out manually altering the pumping system. The oscillatory nature of the flow

produced will have no appreciable impact on simple low Reynolds systems.

The device requires no physical connection to external systems and can

be fabricated using only what is already commonplace in the production

of microfluidic devices, relying on nothing more complex than single stage

monolithography. Actuation is achieved through equally accessible equip-

ment, requiring only a single input with one degree of freedom: the applica-

tion of the simplest possible, uniaxial, oscillating magnetic field. This design

therefore serves to reduce or remove barriers to the development and im-

plementation of fully self-contained POCT devices.
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Chapter 3

Elasto-Magnetic Pump

Simulations

The previously discussed experimental device (Chapter 2) demonstrated

flow rates appropriate for applications; controllable and reversible with minor

adjustments of the frequency of the driving field. Due to limitations of the ex-

perimental apparatus, only certain variables could be measured, namely the

motion path of the pump and the fluid velocity. Therefore we were unable

to fully characterise the system using measurements such as investigating

the phase lag between driving torque and pump motion, a metric which has

been implicated as an optimality criteria.

As such, we turned to numerical solvers and to COMSOL Multiphysics

[168], not only to verify experiment, but also to probe previously untested

parameters. COMSOL was chosen since it provides a convenient and ro-

bust interface for easily constructing and solving the system. In this chapter

we will introduce the simulated system and methods, and present the results

of these simulations, demonstrating the effects of modeling our experimen-

tal prototype to verify the previously observed behaviour with our numerical

model.
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Simulations were carried out on a system containing a 32-core threadrip-

per 3970x CPU, and 256GB of 3200 MHz DDR4 ram in quad channel. This

is a particularly high end workstation at the time of writing and enables more

expensive simulations to be carried out than most available systems. This

is important when considering the nature of the simulations performed here.

Multiphysics simulations of fluid-structure interactions, with time dependent

behaviour are particularly expensive and even the simplest simulations are

anything but quick and stable. Great care needs to be taken to ensure de-

pendable results, with an emphasis on computational expense to ensure

simulations are performed within a reasonable time limit. A range of optimi-

sation steps will be described, and the main findings have been published

[3].

3.1 Model

3.1.1 Model Geometry

The geometry of the simulations (Fig. 3.1) was created to match the experi-

mental system. This depicts the octagonal pumping chamber containing an

elasto-magnetic pump, connected to a rectangular cross-section inlet and

outlet of appropriate length, included to ensure appropriate hydraulic resis-

tance. The octagonal shape of the pumping chamber is chosen to ensure

impedance matching between the channels, and the greater width required

to accommodate the pump.

The design consists of 3 distinct planes with standard thickness 300 mi-

crons each: a middle plane containing the active pumping element, sand-

wiched between two buffer planes, setting the pump away from the channel
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walls and allowing motion in free space. The pump itself consists of 3 elas-

ticated links, 1000 microns in length, joined at right angles to each other.

Curved joinery allows for a constant link width, with an outer radius 350 mi-

crons. A 250 micron square magnet in set inside the 500 micron diameter

pump head.

The existence of the out of plane buffer regions was important during ex-

periments to allow a small amount of out of plane motion without the pump

contacting the wall and stalling; this is particularly pertinent due to the large

amplitude deformation of the unbounded end of the elastic armatures. This

same buffer region is equally important here because as the pump deforms,

so too must the mesh. The mesh is chosen to be stationary at the channel

walls to ensure the integrity of the non-slip boundary condition and the stabil-

ity of the model. Therefore, the thickness of the buffer regions determine the

maximum distortion of the mesh elements and the resultant mesh quality.

3.1.2 Model Assumptions

The fluid is assumed to exhibit laminar flow with no-slip boundary conditions.

The numerical simulations therefore solve for the incompressible Navier-

Stokes equation and continuity equation with boundary conditions shown

in COMSOL as:

ρf
∂uf

∂t
+ ρf (uf · ∇)uf = ∇ · [−p1̂(3) + K+ F], (3.1)

ρf∇ · uf = 0, (3.2)

and

uf (x = wall) = 0, (3.3)
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Figure 3.1: A schematic defining the geometry of the device.

a) Represents the in plane dimensions, L defines the length of

the pumping chamber and W defines the width of the pump-

ing chamber, with other key distances defined as appropriate.

b) Represents the out of plane dimensions, showing the thick-

ness of the pump and the thickness of the out of plane buffers

on each side of the pump. The white region defines the elastic

pumping element, the blue region defines the pumping cham-

ber and the pink region defines the extended channels.

where K represents the viscous stress tensor and F is a placeholder for

external forces acting on the fluid. The model utilises linear discretisation for

the fluid velocity, and linear discretisation for the pressure and 105 mesh el-

ements. Linear discretisation and 105 elements were used since increasing

the discretisation and mesh elements did not significantly impact the solu-

tion, but did significantly increase computational expense (as decribed in

section A.1). Large mesh deformations introduce elements of poor qual-

ity, increasing numerical diffusion and limiting both numerical accuracy and

model stability. Therefore seeking higher discretisations or finer mesh den-

sities was not prioritised.
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The elasto-magnetic pumpwasmodelled as a linear elastic material within

COMSOL, including inertial terms, assuming a Young’s Modulus of 1.6 MPa.

The magnetic driving field was was not simulated within COMSOL but was

instead an assumed total force acting in the plane of the bounding surfaces

of the magnet, of the form,

Fm = ΓS(t)sin(ωt)cos(θ)θ̂, (3.4)

Where this force is related to the external magnetic driving field through,

Fm

r
= τ = m× B (3.5)

describing a sinusoidally oscillating magnetic field acting on a rotating mag-

net, with the force dependent on the angle between the magnet and the

driving field. Γ is the peak load, θ is the angle between the magnet and the

driving field, t is time, S is a smooth step function, r is the average effective

radius of the magnet, τ is the torque about the magnet, m is the magnetic

moment of the magnet and B is the effective magnetic flux density of the

driving field. The step function has a step size equal to one period of the

driving field, included to improve stability when beginning from a stationary

zero point. Applying known analytical solutions such as equation 3.4 reduces

model complexity while providing an idealised result.

3.1.3 Model Behaviour

A mesh sweep and associated stabilisation techniques where performed to

determine the most appropriate model (A.1). Simulations were continued for

3 periods including the step period. The final, 3rd period was assumed to
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represent the steady state, with subsequent periods not significantly differ-

ing, and so only this period was used in the analysis.

The final cycle was seperated equally into 300 time steps in order to ap-

propriately satisfy the CFL condition (Section A.1.2) for all datapoints. At

each time step, the fluid velocity at the inlet was recorded, along with the po-

sition of the centre of the magnet, C0 (Fig. 3.1). These 300 data points were

further interpolated to accurately resolve key observed features. The mo-

tion of C0 was traced over time and its path plotted alongside representative

streamlines showing the typical vortex structures created, and the motion

path responsible for it (Fig. 3.2).

As the pump head performs the power stroke, it follows a different path

than when it is moving through the recovery stroke. In an open system,

this would change the size and orientation of the vortices shown by the red

streamlines. [157, 84]. Within this enclosed system, the vortices are re-

stricted, and this path difference significantly alters the shape of the vortices

between the power and recovery strokes. The presence of the power and

recovery stroke emerges from the asymmetric rest position of the pump; if

a straight design was used, mimicking Purcell’s flexible oar [23], a symmet-

ric curved ”dumbell” shape would be produced. Such a stroke pattern would

pump equally in both directions and create net flow only parallel to the length

of the pump. With the asymmetric design, this instead mimics a two dimen-

sional cilia. The streamlines shown here evolve significantly with every time

step.
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Figure 3.2: A figure depicting representative frames from the

simulations. a) shows the motion of the fluid, with a colour

map of the velocity magnitude of the fluid, with blue indicating

low velocity and yellow depicting high velocity. Instantaneous

streamlines are depcited in red as the fluid flows from left to

right. b) shows the motion of the pump over the course of one

period of the cycle. The centre of the pump head (the cen-

tre of the magnet) follows the red closed loop path as it trav-

els through 1−→2−→3 during the power stroke and through

3−→4−→1 during the recovery stroke (Replicated from [3]).

3.2 Matching Experiments

We start by verifying our model against our previous experimental results

from our previous study, Binsley et al, 2020 [1]. As before, we actuate the

pump with a uniaxial, sinusoidally oscillating magnetic field at a range of

frequencies, and measure the resultant motion of the pump by tracing C0
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through time, and the resultant flow rate produced. The amplitude of the

driving field and the viscosity of the fluid are also varied. The amplitude of

the effective driving field is varied in the range of 3-6 mT, and the viscosity of

the fluid is between 0.001 Pa s and 0.08 Pa s. Since this change in viscosity

is associated with a change in the ratio of glycerol and water, this is accom-

panied by a corresponding change in fluid density: between 1000 kgm-3 and

1220 kgm-3.

We first observe the motion of the pump under the influence of the mag-

netic driving field (Fig. 3.3) for varying viscosities. The enclosed area swept

by the pump motion increases from zero at zero driving frequency to a peak,

and then asymptotes towards zero again at higher frequencies. This is most

prominent for the measurements at intermediate viscosity, as before. As

the driving frequency tends to zero, the enclosed area also tends to zero as

the reduction in sperm compliance number causes the motion path of the

pump to become reciprocal [24, 169]. At higher driving frequencies, the mo-

tion path again asymptotes towards zero as the amplitude of displacement is

limited due to the limited response time of the pump. This quality is in agree-

ment with the experimental results with only a discrepancy in the absolute

magnitude of the response, with the peak area of the intermediate viscosity

measurements being 44% reduced in simulations. There is also a small dif-

ference in the frequency which the peak area occurs at. This discrepancy

could be for any number of reasons such as an uncertainty regarding the

flexural rigidity of the elastic component.
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Figure 3.3: The area swept by the pump; compared between

the experiments and the simulations. a)-c) represent the vari-

ous fluid viscosities.
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When considering the lowest viscosity measurements, the simulation re-

sults at 55 Hz and 60 Hz are missing. This is because the simulations failed

to complete. By extrapolating to these frequencies, we can see that this

would represent very high amplitude deformation of the pump due to the low

resistance to motion. The higher Reynolds number of the system is also

suspected in playing a part in the instability of the model for this parameter,

and deviation from experiment continues for this viscosity throughout the

chapter.

A reason for this is proposed when considering the amplitude of the ma-

jor axis of motion, which indicates the presence of measurable inertial ef-

fects, and does not comply with the assumptions of our model (Fig. 3.4).

When considering the case of maximum viscosity, the amplitude of motion

of the system behaves as expected, decreasing from the quasistatic ampli-

tude with increasing frequency, and asymptoting towards a lower value due

to the limited response time of the pump. This is observed in the intermediate

viscosity as well, with only a minor deviation before the peak area response.

However for the lowest viscosity, this deviation becomes significant, a devi-

ation indicating significant inertial effects, since the reduced damping leads

to the pump overshooting the steady state positions at higher frequencies.

This inertial effect is also present for lower driving field amplitudes, although

with less overall deformation, the simulations are more stable and are able

to reach completion.
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Figure 3.4: The length of the major axis of pump oscillation

as a function of frequency, for each of the 3 tested viscosities.

The lowest viscosity measurement shows a clear increase over

the quasistatic value which indicates the presence of inertial

effects.
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The same overall trends are observed for the normalised fluid displace-

ment (Fig. 3.5). At high viscosity, the normalised flow displacement repre-

sents a near constant value at all measured frequencies, as would be ex-

pected of a unbounded cilia [92, 150, 153]. At intermediate viscosity, this

constant value is disrupted at lower frequencies, with both experiment and

simulation achieving negative values. At low viscosities, we find deviation

between simulation and experiment. The normalised fluid displacement is

particularly sensitive to small differences in swept area and resultant flow

rate, and confirms the non-physical nature of this simulation.
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Figure 3.5: A comparison of key simulation results and previ-

ous experimental results. a) represents the area enclose within

the closed loop path performed by the pump head during one

cycle for varying field strengths and dynamic viscosities, as a

function of frequency. b) represents the volume of fluid dis-

placed per cycle divided by the volume swept by the pump

head as a function of frequency.
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Despite the agreement in trends for the intermediate viscosity, we again

see a difference in amplitude of the response, with the asymptotic value

being 68%greater in simulation relative to experiment. This is opposite to the

discrepancy in area, and results in only a small difference when considering

absolute flow rate produced. Therefore it can be deduced that a similar flow

rate is achieved with a smaller area swept by the pump, and the discrepancy

is systematic. Experiment and simulation do not agree exactly, as is to be

expected due to the uncertainties in the choice of parameters, however they

crucially show the same trends and are seen to verify the relevant previous

conclusions drawn.

The same trends as experiment are observed in terms of changing the

field amplitude (Fig. 3.6). Low viscosity measurements are omitted from

this figure due to the unreliability previously stated. We see that changing

the field amplitude has minimal impact on the trends of the curves, although

does alter the amplitude of response at all points. This is explained previ-

ously by analogy to the sperm compliance number [24, 169], which omits a

dependence on driving torque.
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Figure 3.6: The dependence of the behaviour on the amplitude

of the driving field. a) represents the area swept by the pump

head. b) represents the normalised fluid displacement. We

can see that changing the field amplitude does not alter the

observed trends, but does alter the amplitude of response.
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When considering normalised fluid displacement against the various pa-

rameters shown previously (Fig. 3.7), we find some agreements with exper-

iment. The high viscosity measurements show a very flat trend, while the

intermediate viscosity shows the same curvature, although both viscosities

exist at lower measurements of area for simulated results, as previously.

The multi-valued nature of this analysis is very apparent here, showing that

these geometric path measurements alone are not enough to characterise

the system, and that further analysis is needed to fully understand the sys-

tem.

It does become quite apparent where the difference in area between ex-

periment and simulation comes from: the length of the closed loop curve is

preserved between simulation and experiment, but the width is significantly

diminished in simulation.
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Figure 3.7: a) represents flow rate against area. b) represents

flow rate against length. c) represents flow rate against the ra-

tio of length and width. d) represents flow rate against width.

These are all shown for varying field amplitudes and fluid vis-

cosities. We see the same trends between simulation and ex-

periment, although with different amplitudes.
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3.3 Extended Analysis

The presence of the deviation from constant normalised fluid displacement

is attributed to the close proximity of the pump to its bounding walls. The

presence of such walls perturbs the behaviour of the fluid away from what

would be expected from a 3-link swimmer far from boundaries. A sensitivity

analysis of the shape of the pumping chamber is therefore performed here

with the intention of investigating this phenomena. A parameter sweep was

conducted altering the length (L), width (W ), and thickness (T1 and T2) of

the pumping chamber, four parameters which are labelled in figure 3.2. L

is varied from its original value of 4000 µm to 8000 µm, W is varied from its

original value of 3000 µm to 5000 µm, and T1 and T2 are varied independently

from a reduced value of 250 µm to 500 µm.

When considering alterations to the in-plane parameters, L and W (Fig.

3.8), we find the same overall trend as before, with the enclosed area in-

creasing from zero at zero driving frequency and tending back to zero at

high frequencies after reaching a peak value. It can be seen that the effect

of varying L, such as with the green plot, has a negligible impact on the mo-

tion of the pump. This indicates that the pump motion is not dependent on

this distance as the length of the pump chamber behaves as a low resis-

tance extension of the channel and is not strongly coupled to the pump. It

can also be seen that increasing W , such as with the red plot, generates a

measurable increase in the area enclosed within the closed loop path traced

by C0. This increase in area is a result of decreasing the shear gradient

across the fluid between the pump head and the relevant wall, and therefore

decreasing the resistance to motion, increasing the width of the closed loop

path.
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Figure 3.8: The impact of varying the in plane dimensions, L
andW , as defined in figure 3.1. a) represents the area enclose

within the closed loop path performed by the pump head during

one cycle for varying L and W , as function of frequency. b)

represents the volume of fluid displaced per cycle divided by

the volume swept by the pump head for varying L and W , as

a function of frequency (Replicated from [3]).
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The net volume of fluid displaced per cycle implies similar conclusions

(Fig 3.8b), with minimal dependence on L, but a larger impact present when

increasing W . Increasing either L or W decreases the resultant net fluid

flow. A reduction in the peak flow rate is also observed as a likely result of the

wider channel allowing more backflow during each stroke. Additionally, by

decreasing the contributions of the bounding walls, the system tends towards

a linearly proportional relationship between area swept and flow rate. This is

indicative of the case of unbounded cilia-like pumps. The region of negative

flow generation is therefore lost.

This loss of the negative flow region reduces the versatility of the pump,

but proves the contribution of the bounding walls on the resultant fluid flow.

The loss of this region is instead replaced by the ability to drive this system

at lower frequencies and retain a positive flow rate.

The dependence on W is investigated further with a parametric sweep

(Fig. 3.9), where we keep the driving frequency constant and change W

between 2500 µm and 5000 µm. We choose frequency to be 5 Hz since this

region shows the most distinct difference between the two previously shown

curves (Fig. 3.8). The enclosed area shows a distinct change, decreasing

with increasing W. The shape of the closed loop path traced by C0 becomes

narrower in the direction ofW , and longer in the direction of L. This change

is seen since the shear rate is reduced, reducing the resistance to motion

attributed by the fluid.

The impact that this has on the fluid is seemingly non-linear, with a peak

deviation in normalised volume displacement occurring at 3000 µm (Fig.

3.9). IncreasingW above 3000 µm, the trend increases logarithmically, and

decreasingW below 2750 µm returns sharply towards positive net fluid flow.

The exact reason for this low W behaviour is still undetermined, but could
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be a breakdown of the model due to the close proximity of the pump head

to the channel wall resulting in high mesh deformation.
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Figure 3.9: The impact of varying the in plane dimension, W ,

as defined in figure 3.1, for a fixed driving frequency of 5 Hz.

a) represents the area enclose within the closed loop path per-

formed by the pump head during one cycle, as function of W .

b) represents the volume of fluid displaced per cycle divided by

the volume swept by the pump head as a function ofW (Repli-

cated from [3]).
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It is also found that the motion of the pump is strongly dependent on

T1 and T2: the out of plane thickness either side of the pump which acts

as “head room” (Fig. 3.10a). Increasing the out of plane dimensions of

the pumping chamber increases the area swept by C0, the centre of the

pump head, which is again attributed to a reduction in the shear rate and

therefore a reduction in the resistance to motion. In this case we also see

a shift in the peak area towards higher frequencies which is indicative of a

reduced sperm compliance number as a result of the lower resistance. The

distance between the out of plane walls and the moving pump is consistently

the shortest distance between the pump and any surface and therefore it is

reasonable that the pumpwill bemost sensitive to changes in this dimension.

Smaller T1 and T2 narrows the depth of the channel and increases resis-

tance to flow at all points. Importantly, when T1 and T2 are varied asymmet-

rically, with minimum 250 µm clearance on one side, and maximum 500 µm

clearance on the other, no deviation from symmetrical buffers is measured,

and an approximate average of the two buffers results, indicating that the

bulk of the fluid flow occurs in plane.
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Figure 3.10: The impact of varying the thickness of the two

out of plane buffers T , as defined in figure 3.1. a) represents
the area enclose within the closed loop path performed by the

pump head during one cycle for varying T1 and T2, as func-

tion of frequency. b) represents the volume of fluid displaced

per cycle divided by the volume swept by the pump head as a

function of frequency, for varying T1 and T2 (Replicated from

[3]).
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Increasing T1 and T2 corresponds to a shift in the normalised flow dis-

placement, but even when increased to the maximum, the relationship be-

tween area and flow rate remains non-linear (Fig 3.10b). This is because,

since there is minimal flow produced in this out of plane direction, the change

does not significantly perturb the streamlines, only the resistance to flow, and

so shows a robustness in this plane.

Investigating the fundamental cause of the behaviour of this system leads

us to measure the phase of the pump and fluid flow (Fig. 3.11a). Since the

motion of the elastic component is not quasistatic, described by the finite

Reynolds number (with a channel Re of up to approximately 10-1), its motion

must lag behind the driving field, out of equilibrium. The expectation is that

as the frequency increases, so too does the phase lag between the driving

field and the motion of the pump.
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Figure 3.11: a) phase difference between the motion of the

pump head and the driving field as a function of frequency for

varying fluid viscosities. b) phase difference between fluid flow

and motion of the pump head for varying fluid viscosities.
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Since the phase difference between the driving field and the pumpmotion

is calculated as a function of frequency, we observe that at low frequencies,

the phase difference tends to zero, with the pump head returning to the zero

position when no driving force is applied. However, as the frequency in-

creases, the pump naturally begins to lag behind the driving field due to the

possession of a finite response time, with the inertial effects of the pump

responsible for breaking time symmetry. Increasing the viscosity of the fluid

(black line Fig. 3.11a) increases the resistance to motion and therefore in-

creases the phase lag.

When considering the phase difference between pump and flow (Fig.

3.11b): phase lag between pumping pressure and fluid flow is expected for

a system with a finite Womersley number, Wo [35, 170], which implies that

the flow is oscillating rapidly enough that the typical parabolic flow profile is

not able to fully form before it is destroyed and reversed. This narrows the

boundary layers and causes the flow rate to lag in phase behind the driving

pressure. For flow in a rigid, straight channel, a maximum phase lag of π/2

arises at Wo → ∞. It has however been shown that altering the geometry

can increase the phase lag beyond π/4 or reduce it below 0 [170]. The

emergence of this change in phase lag is attributed to orthogonal fluid flows.

The Womersley numbers calculated at the inlet/outlet are however less

than 1 for all cases, and we can assume that the flow profile is adequately

developed over the course of each cycle far from the pump. For flow inside

the pumping chamber, simple analytic expressions would offer an inaccurate

description. The emergence of this significant phase lag is attributed to the

topological impacts of fluid flow near to the pump and further investigations

are beyond the scope of this paper.
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It is also observed that the phase difference between the two intermedi-

ate viscosity simulations represented are not significantly different, yet one

shows negative fluid flow and the other does not. Therefore it can be con-

cluded that the phase difference alone is not the source of the phenomenon.

The phase difference represented for different driving amplitude also con-

firms this, with the phase difference clearly being attributed to the sperm

compliance number, and not impacted here enough to change the driving

frequency.

The inclusion of the extended channels at the inlet and outlet is also in-

vestigated. If the inclusion of this region can be ignored then the model

can be simplified further. It is found that increasing the length of the chan-

nels increases the hydraulic resistance, decreasing the resultant flow rates

(Fig. 3.12). Therefore, we find the inclusion of these channels necessary for

matching the flow behaviour of the system, although has minimal impact on

the behaviour within the pump chamber. This indicates that the resistance

of the LOC components far from the pump should have no further impact on

the trends of the system.

However, it is also noted that the three systems do not exhibit zero net

fluid flow at the same frequency. It can be seen from looking at the stream-

lines that the channels do support some non-parallel flows extending from

the vorticity within the channel, penetrating into the channels a short dis-

tance (up to 1mm). Therefore removing these channel extensions com-

pletely shows a significant alteration of the resultant fluid flow.
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Figure 3.12: Impact of the inclusion of the channel arms. a)

represents the area swept by the pump head and b) represents

the normalised fluid displacement. We see no change in trend

for changing channel length, only change in amplitude. The

exception is when the length of the channels is reduced to zero.
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3.4 2 Dimensional Simulations

In the pursuit of simplicity, the system was replicated in 2 dimensions (Fig.

3.13). The same geometric parameters as 3 dimensions were used. A mesh

sweep was also included to determine the most appropriate mesh (A.1).

Figure 3.13: A depiction of the 2 dimensional system being

simulated. The colourbar represents fluid velocity in metres

per second, and the red curves represent fluid streamlines.
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When comparing the 2d pumpmotion to the 3d pumpmotion, we find that

the peak area occurs at lower frequencies, and has a diminished value (Fig.

3.14). Comparing two equivalent systems at 0.0077 Pa s, the peak hysteretic

area in 3d is 9E-8 m2, occuring at 45 Hz, while in 2d, it is 7E-8 m2, occuring

at 30 Hz. This is consistent with an increased resistance to motion. This

greater resistance is to be expected since there is no pathway for out of plane

flow around the pump. In 3 dimensions, comparing the time and volume

averaged vorticity in the 3 Cartesian axes, we find that the the vorticity in the

z direction (out of plane) is 3 orders of magnitude greater than the in plane

vortices, which suggests that the out of plane components could be ignored;

however, it is shown that the impact of these vortices is most prominent

within 100 microns of the surface of the pump, representing just the fluid

flow in plane around the pump during the pumping cycle; not representing

any far field interactions. A more indicative measure is to observe the fluid

velocity in the three axes. This velocity suggests that the out of plane fluid

flows are only 1 order of magnitude less than the in plane flows, as while

the out of plane flows represent a higher area resistance path, they also

represent a shorter path.

When considering the net fluid flow produced (Fig. 3.15), we see a devi-

ation between 2d and 3d simulations. At high viscosity, we see a normalised

flow displacement which is robust against changing frequency, although now

we see this same robust response also present in the intermediate viscosity.

This eliminates the presence of negative fluid flow and returns the system

to that of an unrestricted cilia-like behaviour. The lowest viscosity measure-

ments show equally inconsistent behaviour.
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Figure 3.14: Area swept by the pump as a function of fre-

quency in 2 dimensions for the 3 tested viscosities (a-c respec-

tively). We see similar behaviour as the 3 dimensional simula-

tions.
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Figure 3.15: Normalised fluid displacement as a function of

frequency in 2 dimensions for the 3 tested viscosities (a-c re-

spectively). We see different behaviour from the 3 dimensional

simulations.



162 Chapter 3. Elasto-Magnetic Pump Simulations

An increased resistance to the motion is confirmed when considering the

pressure difference across the pump in motion in the same models consid-

ered previously. An average pressure difference of 0.017 Pa is recorded

in 3d, while an average pressure difference of 0.052 Pa is recorded in 2d.

However, this is not conserved when considering the pressure drop across

the inlet/outlet. Despite peak flow rates of 5.7x greater per cycle in 2d, the

pressure difference is 15x less, implying a lower overall hydraulic resistance.

This is because the 2d system is modelling an infinitely deep system.

There is no out of plane flows and so the pump experiences greater resis-

tance, but the resistance of the channels is calculated as simply two parallel

plates, which offer less resistance than a rectangular channel. Therefore,

this system is describing more accurately the unphysical system, where T

is simultaneously zero and infinite. The pump encounters the high impe-

dence exhibited by T = 0, although the fluid behaves as the infinitely deep

case of T = ∞. An approximate resistance can be attained by introducing a

correction factor in the form of increased damping.

When altering this correction factor (Fig. 3.16), there is nothing which

can be done to change the trend since both pump motion and hydraulic re-

sistance are impacted simultaneously.
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Figure 3.16: a) Area swept by the pump head as a function

of frequency. b) Fluid flow as a function of frequency. The

effective channel depth is altered but still does not match the

3 dimensional simulations.
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When a small channel depth is assumed, the resistance to motion and

fluid flow become significant. However, the difference between an experi-

mental channel depth and an infinite channel depth with no correction fac-

tor, show only a small perturbation in the area swept. A more significant

difference is found when considering the fluid flow, since the case of infinite

depth results in significantly lower hydraulic resistance. This lower hydraulic

resistance also results in a much less linear trend when considering the nor-

malised volume displacement.

Despite the multitude of differences between the 2d and 3d models, the

power dissipated is the same between the two system, showing that the

driving parameters are equivalent, driving the same pump with the same

torque.

This system therefore much more closely matches the system described

by normal cilia-like flow, where the flow rate is linearly proportional to pump-

ing area. We find that the normalised flow per area is relatively constant,

such as with the less restrictive cases shown in three dimensions.

3.5 Conclusion

This work successfully supports the implementation of the first asymmetric

elasto-magnetic integrated pumping system based on Purcell’s 3-link swim-

mer. Effective, tuneable, bidirectional fluid flow is produced for microfluidic

applications without manually altering the pumping system.

These simulations indicate the same trends as with experiment (Fig. 3.3).

The absolute area swept is of the same order of magnitude, with an under-

standable discrepancy when considering the approximations and fabrication

tolerances involved. The ability to produce flow in the negative direction is
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preserved for the base case and confirms that the existence is not anoma-

lous. This negative region occurring at low frequencies does however mean

that the resultant flow rate is very low. The trends observed are robust when

considering the length of the pumping chamber, although significant alter-

ations appear when altering the other two orthogonal chamber dimensions.

By reducing the restrictions imposed, the behaviour tends towards that of

the linearly proportional relationship observed from systems of unbounded

cilia. From this, we can show that the shape of the chamber is just as im-

portant as an optimisation criteria as the design of the pump itself, with even

small variations having a large impact on overall performance. This confirms

our original hypothesis that the phenomena observed arises from the near

vicinity of the bounding walls, but also suggests the requirement of fine en-

gineering tolerances when attempting to accurately reproduce the system.

The comparisons made between this system and alternative experimen-

tal systems made previously [1], are largely preserved. The device is de-

signed to operate within the fully enclosed environment of microfluidic chan-

nels unlike many other elasto-magnetic systems which are only shown to

work for open surface flows [49, 157, 161, 86]. The ability to create sig-

nificant pulsatile flow opens avenues for the usage of the device in organ-

on-a-chip and micromixing applications, although is less appropriate where

static pressures are desired such as in cell trapping [171]. The strong de-

pendence of flow rate on hydraulic resistance may mean that the behaviour

of the whole system should be considered when implementing this pumping

mechanism.

It is apparent that full 3 dimensional simulations are necessary to fully

and accurately characterise the system.
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Chapter 4

Passive Filtration

This chapter focuses on the investigation of enhanced particle sedimentation

within two specific microfluidic geometries. We measure the sedimentation

performance of the established “self-powered integrated microfluidic blood

analysis system” (SIMBAS) [159] through simulation, and compare this to

the less-conventional use of herringbone micromixers. Simulation results of

herringbone micromixers are also compared to experimental results, aiming

to validate the conclusions of the model, and the common assumptions in-

cluded when simulating systems such as this. The main findings of this work

have been published [4].

4.1 Motivation

A key weakness of conventional LOC designs is that in many many med-

ical applications, when processing blood, it becomes necessary to extract

the plasma from the whole blood, filtering out the cells. This is typically per-

formed on a laboratory scale through the use of a centrifuge [26].

However, LOC microfluidic devices rely on miniaturised versions of lab-

oratory processes, allowing for the manipulation of small volumes of fluid.

The repertoire of miniaturised components is ever growing, encompassing
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a range of capabilities from mixing [98] and signaling [172], to integrated

pumping mechanisms [1, 3, 173]. While some miniaturised filtration sys-

tems have been developed for this scale [27, 159, 174], we still rely on

macroscopic techniques within commercial applications [26]. Bringing these

filtration methods onto the chips themselves is an important step in allowing

for samples of whole blood to be introduced to POC systems where only the

blood plasma is to be analysed. This integration allows usage of the system

without being preceded by a full lab-scale filtration process.

When sample preparation is performed in-situ, centrifuging is typically

substituted for the use of filters. Filters come in a variety of designs [28],

from paper filters to those exploiting the Zweifach-Fung effect [175]. Most

filters fall into one of two categories, cross flow flow and dead-end flow; each

with their own advantages and drawbacks (Fig. 4.1).

Figure 4.1: A schematic of dead-end filters compared against

cross flow filters [28], where blue represents fluid flow and grey

represents the filter. a) represents a dead-end filter, b) repre-

sents a cross flow filter.

In dead-end filters, a partially permeable boundary intersects all stream-

lines of the fluid, allowing fluid to pass, but not the particles of interest. This

arrangement offers very high particle capture efficiencies as there is no path

that a particle can take which will not result in avoiding the filter boundary
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and so is widely used. However, this also results inmaximumhydraulic resis-

tance, increased by fouling, significantly reducing fluid flow in systems where

pumping pressure is limited. When applied to microfluidic devices, not only

is pumping pressure limited (either through the ultimate tensile strength of

the construction, or through limited output of an integrated pumpingmethod),

the channels are also necessarily narrow, limiting the area of interaction, ex-

acerbating the effect and increasing the probability of significant clogging

over prolonged operation, increasing the resistance further.

Perhaps more interesting is the configuration of cross-flow filters, where

not all fluid streamlines are intersected by a filter boundary. Instead, two

alternate paths are present, one leading through the boundary as before

and the other avoiding it entirely. This configuration naturally has a much

lower hydraulic resistance, but regardless, suffers from its own drawbacks.

By introducing a second outlet, a portion of the fluid may be lost, made less

ideal by the typically restricted volumes of fluid in the first place.

Therefore there is a significant search for finding amicrofluidic filter which

can offer a high capture efficiency, while maintaining low hydraulic resis-

tance and low fluid loss. A filtration method of particular interest is SIMBAS

[159]. This method introduces a simple well, set in the path of the channel

and showing fast and efficient particle capture; exploiting gravity driven cell

sedimentation at the bottom of an open channel.

We replicated their work through the use of 3d simulations, and explored

the optimisation criteria as a stepping stone for the development of further

solutions. We then turned our attention to herringbone micromixers (HBMs)

to compare their performance in a similar role.

Herringbone micromixers, first developed in 2002 [112], have seen much

use as an effective method to introduce advection into laminar flow devices
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in microfluidics. Advection is pivotal for mixing fluids at rates faster than

the limit of diffusion [112, 114], while simultaneously narrowing residence

times [99]. This mixing enhancement has lead to HBMs being explored in

the interest of a number of novel applications, from diagnostics [120, 121] to

targeted medicine [122, 123, 124].

The behaviour of herringbone micromixers has been explored in the con-

text of low Reynolds number [118] mixing both experimentally and numeri-

cally [114, 116, 117, 119, 120, 121]. This surfeit of research has garnered an

expansive understanding of certain key aspects of the behaviour of HBMs,

such as the sensitivity of performance to changes in key variables [118], and

has allowed for the generation of simple models capable of extracting key

optimisation criteria for various applications.

One suggestion with particularly interesting implications is the use of

HBMs to enhance the probability of interactions between suspended par-

ticles and the walls of the mixing device in use [119, 120, 125]. These inter-

actions are of particular importance when considering enhanced detection

in medical devices [121], and as such, surface interaction probability is the

metric used in this paper.

Typical numerical studies of HBM’s do notmove beyond the use of stream-

lines or fluid packets [109, 113, 129]. These techniques assume that a par-

ticles motion is fully described by the fluid flow which carries it and does not

allow for the inclusion of additional particle forces such as gravity and lift.

As such, there is a gap in the search for validity with the current choice of

numerical techniques. Numerical validity is particularly poignant for studies

contingent on evaluating particle-wall interactions [119] where the primary

focus is no longer on the relative motion of streamlines far from boundaries,

but instead is exposed to the myriad perturbations associated with the flow
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profile of a particle moving relative to a nearby surface, subject to forces

such as gravity or lift.

When including particle-fluid interactions, the simulations must become

time-dependent to evaluate the positions of particles at each moment in

time. The computational expense is therefore greatly increased compared to

equivalent streamline models. Given the extent of this increased expense, it

is reasonable that the fluid-particle interactions are typically eschewed if they

are not assumed to significantly alter the expected outcome. However, given

recent improvements in the capabilities of computer hardware and software,

we are now able to perform expensive computations on a scale which has

not before been feasible. As such, this study aims to shed light on the valid-

ity of the common assumption that acceleration due to gravity is negligible

when simulating HBMs by performing the expensive calculations necessary

to delve deeper into the particle-wall interactions.

Another key metric which is routinely overlooked when considering sur-

face interaction between particles and channel walls, is how this interaction

rate may change over time in an experimental system: when the binding

affinity between the surface and the particle are high, the particle will bind

irreversibly, permanently occupying a potential binding site and theoretically

reduce the performance of the device. This change in performance may be

a concern when using high particle concentrations for prolonged durations.

Therefore, we also compare the performance to transient experimental re-

sults, not only to verify simulation, but to further characterise the device.

This study aims to explore the dependence of effects which cannot be

easily explored with streamlines alone: the inclusion of gravity and lift act-

ing on non-neutrally buoyant particles. These forces are understandably

dismissed in typical investigations given that the associated perturbations
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of velocity for typical particles in a representative HBM are orders of mag-

nitude smaller than the velocity in the driven flow direction. However, it is

hypothesised that these small forces are not entirely negligible. Even when

no interaction is observed, particles are routinely circulated in close vicinity

to the walls of the HBM. Therefore, even a small correction to the particle’s

position may be the difference between detecting an interaction event or

not.

4.2 SIMBAS

4.2.1 Initial Model

The geometry of the simulated device matches that used in the SIMBAS

system [159], using their 2d simulations as a guide; a straight channel is

modelled with a large well protruding from the centre. The well is modelled

initially as a deep cylinder such as that used by the original experimenters.

The inlet channel has depth 2 mm and a width of 1 mm. This is kept constant

while the well diameter and depth is changed as a variable. The diameter of

the well is normalised against the channel height to define the characteristic

length, Lc, to generalise the parameter away from the shape of the well.

Where the shape of the well is varied: for a square well, Lc is the side length,

and for a linear trench, Lc is simply the length of the well.

The geometry of the model is separated into a number of discrete sec-

tions (Fig. 4.2). The primary channel is modelled as a straight cuboid from

inlet to outlet, with a cylinder of equal depth overlapping and extending ei-

ther side. A second cylinder is used to capture the full depth of the well.

This slightly fractured design enables swept meshes to be included. The

inlet and outlet are modelled with a very fine triangular mesh, since particles
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Figure 4.2: Geometry of the design. Fluid is introduced to the

left, and flows to the right. The red curves represent stream-

lines, while the slice represents fluid velocity. The construction

consists of a rectangular component extruded through the de-

vice, a cylinder of equal depth, and a third cylinder extending

the depth of the chamber.

are expected to be close to the channel walls and a small inaccuracy can

cause misleading interactions. The in plane cylindrical section is also a free

tetrahedral mesh, but allowed to increase in mesh size with distance from

the inlet and outlet, offering less accurate results in regions with low parti-

cle densities. The bottom face of this plane is extruded downwards with a

swept mesh, preserving a finer mesh near the inlet and outlet. Smaller mesh

elements are used near the top of the channel with longer prismatic mesh

elements used towards the bottom in regions of low flow velocity. The re-

liance on swept meshes results in high quality mesh elements while limiting

the computational expense.

The model assumes the full Navier-Stokes equation with no-slip bound-

ary conditions as introduced in section 3.1. Linear discretisation of the fluid

was used to optimise for model speed, and the model consisted of 106 mesh

elements in order to accurately capture the spatial parameters.
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The geometry and scale of this well were altered throughout the pro-

cess in order to understand the important mechanisms involved. Therefore

a range of diameters and depths were used, as well as two alternative well

shapes, a square well and a trench well. Blood cells were assumed to be

spherical with a diameter of 6.6 µm and density 1100 kgm-3, the fluid is as-

sumed to have a density of 1000 kgm-3.

Flow is introduced at the inlet by prescribing a volumetric flow rate cor-

responding to a known channel Reynolds number. The outlet was left as an

open boundary. 1000 particles were introduced at the inlet with a distribu-

tion matching the velocity profile. This results in a greater density of particles

towards the centre of the channel and less at the outer edges. This loosely

accounts for the depletion region present when particles travel through chan-

nels, whereby particles drift away fromwalls due to lift forces. Particle motion

was tracked over time. Particles were subjected to drag and gravity.

The model was solved in two parts. The fluid was solved as a stationary

step, since it is not expected to change over the course of the simulation.

This results in a one-way coupling with the particles, where the fluid effects

the particle motion, but the particles do not alter the fluid flow, a valid ap-

proximation for low particle number densities.

The simulation continued until 95% of particles were accounted for. This

introduced a minimum 5% uncertainty but stopped simulations from taking

too long while still resulting in adequately resolved trends.

4.2.2 Initial SIMBAS Results

We first consider the base proposed model [159], with a 2 mm channel

height. We performed a parameter sweep varying the depth and length of the
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well and the Reynolds number, to probe the behaviour (Fig. 4.3). The cap-

ture rate (defined as surface interaction: the percentage of particles which

interact with the surface of the channel) appears to be very dependent on

Reynolds number. This is understood since the key interaction is the sed-

imentation of the particles under the effect of gravity. Therefore a longer

residence time results in a greater displacement due to gravity bringing the

particles in closer contact with the bottom surface.
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Figure 4.3: Surface interaction as a function of normalised well

diameter, Lc, while sweeping the Reynolds number and the

well depth. We see minimal dependence on well depth, while

increasing the Reynolds number decreases the surface inter-

action.
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However, there is minimal difference caused by the depth of the well,

with the shallowest well showing the highest capture rate. This is because

the inertial forces imparted on the particles is low, and the downwards flow

out of the inlet is compensated for by the upwards flow at the inlet, which

may exceed the rate of sedimentation due to gravity. Additional parameter

sweeps are performed on this model, altering the shape of the well and the

scale of the system, which can be found in appendix A.3.

4.2.3 Modified Simulations

Basing our simulations on the previously published work [159] includes some

non-physical interactions which we will address in this subsection. In the

next section, simulations based on herringbone micromixers will be intro-

duced, and in order to make these simulations directly comparable, some

modifications to the SIMBAS simulations are made. The inlet geometry is

altered in shape and size to be 500 µm wide and 50 µm tall. 196 evenly

spaced particles are introduced at the inlet with a diameter of 18 µm with

a density varying between 5% greater than the density of the fluid, to 5%

less than the density of the fluid; the gravitational force is included in these

simulations. Perhaps the most important alteration is the inclusion of an in-

ternal interaction surface, 1 particle radius from the walls of the device. The

internal wall accounts for COMSOL treating particles as point particles, and

causes the centre of these point particles to interact when the virtual surface

of the particle would interact with the channel wall. These modifications are

explained in greater detail in section 4.3.1.
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Figure 4.4: Surface interaction of the modified SIMBAS simu-

lations as a function of normalised well diameter, Lc for a range

of Reynolds numbers, particle densities and well depths. The

key trends are the same as before, although with increased

surface interaction. The trends are the same when particle

density is not 1000, with particles which are less dense than

the surrounding fluid showing a greater surface interaction.

For neutrally buoyant particles, surface interaction is constant

across all well diameters.
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When these modifications are made (Fig. 4.4), we find some consisten-

cies with the previous models and some alterations. For particles denser

than their surrounding fluid, the same interaction trends are observed as be-

fore, with sedimentation within the device increasing with well diameter and

decreasing with Reynolds number, and having minimal dependence on well

depth. The key conclusions drawn in the previous section are verified.

The same trends are observed with particles which are less dense than

their surrounding fluid, the inverse system. For small values of Lc, these

less dense particles show a greater surface interaction. In this case, the

main interaction surface is the flat, upper surface which requires a much

shorter sedimentation distance from the inlet, and so faster sedimentation

occurs.

For neutrally buoyant particles, it is expected that, since there is no sedi-

mentation under gravity, there should be no particle-wall interactions. How-

ever, since the particle radius is now used to calculate these interactions,

there is a finite interaction rate due to particles passing near the lip of the

well, where streamlines get close to the channel walls, setting a minimum

surface interaction.

4.2.4 Trivial Solution

These simulations indicate the trivial solution that a broader expansion re-

gion offers a greater capture efficiency, while the depth of the well is incon-

sequential for the rate of surface interactions. Unfortunately, this solution is

against the design criteria of microfluidics in general, which seeks to min-

imise the size of components to optimise the space through decreasing Lc.

A larger component not only uses valuable space on the chips, but also in-

troduces a large dead volume, increasing the minimum volume of fluid which
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must be introduced to the system for operation.

Therefore more compact solutions are to be sought in this work, although

this detour has served as a good introduction to particle tracking simulations

within COMSOL; techniques which can be applied to alternative systems.

4.3 Herringbone

In looking for a more compact way to filter particles from a fluid, we inves-

tigated the possibility of using herringbone micromixers. These mixers reg-

ularly cycle particles from the top of the channel to the bottom and avoid

particles spending long periods of time far from walls. The use of herring-

bone mixers to increase particle interaction rates with bounding walls has

been addressed here in section 1.3.

4.3.1 Model

In 2012 a study was performedwhich investigated the enhancement of particle-

surface interactions within a herringbone micromixer [119], the geometry of

which is replicated in our own investigations and is shown in figure 4.5. It

was found that an impedance matching condition between the main channel

and the channel grooves caused the particle equilibrium position to oscillate

around the interface between the main channel and the top of the grooves.

The top of these grooves formed the primary interaction surface and exhib-

ited greater than 90% surface interaction from just one herringbone cycle.

A separate study also investigated particle-surface interactions in an ex-

ternal field, although not extensively enough to draw real world conclusions

[125]. This gave us the basis for investigating the sedimentation of various

particles in a gravitational field, the effect of gravity often being ignored from
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this type of system. Another novel addition we decided on was the introduc-

tion of particle physics rather than relying solely on the streamlines of perfect

particles.

The model was meshed with 106 mesh elements and the fluid was re-

solved in a stationary state and discretised in a P2+P1 format (linearly dis-

cretised in pressure, and quadratically discretised in velocity). 196 particles

were introduced at the inlet, evenly spaced 10 microns apart with a 10 mi-

cron buffer around the edge to avoid immediate interactions and introducing

a very physical depletion region which exists at the edges of channels due

to lift forces.

A single staggered herringbone micromixer cycle was modelled using

COMSOL Multiphysics 5.6 (Fig. 4.5), consisting of 6 grooves per half cy-

cle, describing a rectangular cross section channel with 90◦ chevron shaped

grooves carved into the bottom surface. The leading corner of each chevron

is positioned one third the distance from the channel wall, meeting at a 45◦

angle with the mentioned wall. This is mirrored on the opposite side after

one half cycle in the typical fashion of a staggered herringbone micromixer.

The pitch between the two half cycles is kept constant such that the groove

spacing along one side of the mixer is continuous. The height of the channel

is 50 µm, the width of the channel is 500 µm, the depth of the grooves is 50

µm and the pitch of the grooves is 200 µm. This particular geometry is in-

tended to closely match a previous numerical study [119] relying on stream-

line analysis, which will enable a point of reference when analysing these

results. The groove width is varied as the independent geometric variable,

and groove widths are represented here as a unitless ratio, γ, normalised

against the channel height.
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Figure 4.5: Geometry of the design, showing a normalised

groove width, γ of 2.5. The outer boundary indicates the

boundaries for fluid simulation. The streamlines indicate fluid

flow from the inlet (left) to the outlet (right).

The fluid is subject to the Navier-Stokes and continuity equations for lam-

inar flow and is discretised quadratically with respect to velocity and linearly

with respect to pressure. This allows for some reduced numerical diffusion

[176]; while allowing for a reasonable mesh density, without unreasonable

computational expense. Simulations have typical degrees of freedom on the

order of 106.

The outer walls impose a no-slip boundary condition and define the limits

of the fluid simulations. However, COMSOL considers particles as point ob-

jects, and so to ensure realistic interaction behaviour, a standoff boundary

is defined one particle radius within the outer wall (Fig. 4.6) such that when

a point particle interacts with this boundary; the outer radius of that particle

simultaneously interacts with the outer wall. This inner boundary is not con-

sidered in fluid flow calculations aside from altering the shape of the mesh

elements.

An inlet region with a different recession from the outer walls is also de-

fined as part of this inner boundary. This is for ease of introduction of par-

ticles, allowing for the definition of a square boundary mesh whereby all of
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Figure 4.6: A close up of the inlet geometry and initial particle

positions in a strict grid pattern. The colour of the particles

represents their initial velocity, with the yellow particles in the

centre of the channel beginning with peak velocity, and the

blue particles in the corners beginning with minimum velocity.

The transparent outer boundary indicates the boundary for fluid

simulations as before, while the red inner boundary represents

the boundary for particle simulations as addressed in the text.

This schematic shows the channel height, h, channel width, w,
groove width, Gw and groove pitch, p.

the desired particle starting locations can be assigned to the centre of each

mesh element. The size of these mesh elements are of equivalent size as

the other elements and does not reduce the accuracy of the flow simula-

tions. The change in shape of the inner boundary is inconsequential as it

does not result in any particle interactions in this region, since all particles

follow approximately straight trajectories at the inlet. Therefore this added

convenience is not seen to alter the solution in any meaningful way.

Particle-wall interactions are counted as contributing to specific interac-

tion surfaces, for example, segregating interactions with the channel top from

the channel bottom. Breaking down the interactions in this way can help us

understand some of the trends exhibited by the system.

The fluid flow is solved in a stationary step defining the flow profile. The
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particles were resolved in a time dependent manner, following the flow pro-

file in a 1-way coupled manner using maximum time steps of τ = P/1000 · v,

where P is the pitch and v is the mean inlet velocity (1.8x10-3s), roughly 100x

smaller than the maximum time step denoted by satisfying the CFL condi-

tion. The particles experience the effects of the fluid, but without altering the

path of the flow in response. The particles cannot interact with each other,

nor impact the flow in any way. This represents a physical system in the limit

of particles with a low number density. The simulations continue until 95% of

the particles have interacted with the walls or the outlet. The simulations are

stopped early in this manner due to diminishing returns towards the increase

in accuracy against the expense of the computation and is consistent with

previous studies on similar systems which found that as many as 3% of par-

ticles can become trapped following closed loops [129]; it is unreasonable

to expect the paths of all inlet particles to be fully resolved in a reasonable

time frame in the general case.

Particles enter with velocities defined by fully developed inlet flow and

experience Stokes drag which carries the particles with the fluid. The flow

profile at the inlet is chosen to be fully developed rather than constant in

order to realistically match the physical system. Since we are simulating

particles, not streamlines, we are free to add contributions due to gravity.

Acceleration due to gravity is added through the inclusion of the Archimedes

principle. Simulation outputs were consolidated using Matlab livelink.

4.3.2 Streamline Solutions

With the model established, we initially matched the streamline simulations

determined by previous simulations in order to verify the setup (Fig. 4.7).
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This was achieved by tracing 196 streamlines, with initial positions de-

fined as equally spaced points on the inlet boundary, described previously.

The streamlines, and the external walls of the fluid domain, were exported

as a series of discrete point locations. By following the points along each

streamline, we can confirm whether at any point, it becomes closer to the

channel wall than one particle radius. If this occurs, the corresponding par-

ticle is considered to be “captured”; binding irreversibly.

We start by performing a streamline analysis of an HBM to verify our

model against previous work [119] (Fig. 4.7). We find similar trends in sur-

face interaction as a function of γ to the original model. A peak interaction

rate of 97% occurs at γ = 2.0 for particles with a diameter of 18 µm. When

the particle diameter is reduced, the peak becomes much shallower since

the particles must get closer to the walls before interacting. Testing a particle

diameter of 6 µm is significant since it is the approximate size of a spherical

equivalent human red blood cell (RBC). If we assume a RBC has a volume

of 90 fL [177], then simply approximating its shape to a sphere, gives us a

diameter of 5.56 µm. This diameter is in line with other studies which ap-

proximate RBC’s as spheres using different methodologies [178, 179, 180].

We achieved graphs very similar to those created by the previous study,

verifying both our simulations and their simulations. With the model in place

and verified, we were able to freely modify the density and radii of the parti-

cles introduced.

4.3.3 Full Herringbone simulations

Using full, time dependent particle simulations: neutrally buoyant particles

closely follow streamlines, as is expected when the forces on the particle are

dominated by drag alone; carrying it with the fluid (Fig. 4.8). In the absence
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Figure 4.7: Capture efficiency calculated from streamline paths

for two particle radii (9 µm and 3 µm) as a function of nor-

malised groove width, γ.

of acceleration due to gravity, in a low Reynolds number regime where in-

ertial effects can be ignored, the results match the curves represented in

previous streamline simulations (Fig. 4.7).

Particles which are denser than the surrounding fluid experience a net

downward gravitational force, altering their positions within the channel over

time to stray from that defined by the streamlines. When the particles are

5% denser than the fluid, such as might be expected from polystyrene tracer

beads in water, the mean capture efficiency across all points is increased

compared to the neutrally buoyant case. Increasing the density of the par-

ticles further, serves to exacerbate the effect. When particles are 5% less

dense than the surrounding fluid, the interaction probability decreases. This

is because the inlet positions are above the primary interaction surface, and

so the positive or negative effect of gravity will either behave protagonistically

or antagonistically.
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Figure 4.8: The probability of a particle interacting with the wall

of the micromixer as a function of normalised groove width, γ.
The three curves indicate varying normalised particle density

and the two plots indicate varying particle diameter.
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A particle/fluid density difference of ~5% is significant for blood filtration

applications. If a RBC has a density of 1.110 gcm -3 [181] and its surrounding

blood plasma has a density of 1.080 gcm -3 [182]: the RBC is 4.3% more

dense than the surrounding plasma. Therefore, our simulation results can be

shown to give an estimate response for RBC sedimentation within a HBM,

with potential interest for applications in blood filtration for on-chip sample

preparation in POC devices.

The change in interaction probability is significant despite retaining a low

sedimentation velocity. This is because the system is very sensitive to the

interaction distance between the particles and the wall. This is enforced

when considering particles of different diameters (Fig. 4.8). A particle with

reduced diameter must be brought closer to the wall in order to interact,

and thus, reduces the interaction probability. This impact is significant when

considering the difference between particle radii of 9 µm and 3 µm.

When considering the interaction surfaces involved (Fig. 4.9), it is shown

that for the neutrally buoyant case, the majority of interactions take place

in the vicinity of the interface between the grooves and channel. This ex-

plains the dependence of interaction probability with groove width, since an

impedance matching condition between flow in the grooves and flow in the

channel increases the residency time of particles in this region. As explained

eloquently by Hassel et al [114], if the resistance of the groove is too high

(the groove is too narrow) the groove will insufficiently perturb flow in the

channel, and if the resistance of the groove is too low (the groove is too

wide), the particles also remain in bulk fluid, only in this case favouring the

grooves rather than the channel.

However, we find that the inclusion of gravity alters the favoured interac-

tion surfaces. Particles which are denser than the surrounding fluid sediment
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over time and increase the interaction probability with the channel bottom

and groove bottom. Particles which are less dense than the surrounding

fluid, experience a force away from the favoured surfaces and towards the

channel top. Therefore in this instance, the impedance matching condition

is no longer a good predictor of peak interaction probability.

This can be represented visually by considering the final rest positions of

the particles within the channel (Fig. 4.10);
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Figure 4.9: Interaction probabilities as a function of normalised

groove width, γ, separated by surface. For the neutrally buoy-
ant case, the favoured interaction surfaces lie at the interface

between the grooves and the channel. Denser particles in-

creases the interaction probability at the bottom of the channel

and the bottom of the grooves due to the increased sedimen-

tation velocity. Less dense particles see a reduction in interac-

tion probability at the channel bottom in favour of an increased

interaction probability with the channel top.
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Figure 4.10: Top down view of the interaction positions for the

case of neutrally buoyant 18 µmparticles in an HBMwith a nor-

malised groove width, γ, of 2.5. It can be see that the particles
primarily interact at the interface between the channel and the

grooves, at or near to the corners. A number of particles can

also be seen to interact with the channel top and their traces do

not fall along the prescribed black lines of the groove. These

top wall interactions occur in regions of updraft, with flow leav-

ing the grooves.
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4.3.4 Lift

When simulating full particle trajectories, gravity is not the only additional

force which can be added to the calculations. Another key force for investi-

gation is the impact of lift forces. There are two common formulations of par-

ticle lift forces as introduced in section 1.1.5: Saffman lift and wall-induced

lift. Both of these lift forces are available to use within COMSOL, although

neither are strictly appropriate here. Saffman lift assumes that the particles

are far from boundaries, while it is clear that our particles are large compared

to the internal dimensions of the channel. Wall-induced lift requires parallel

walls, and while parallel walls are present here, the system is not entirely

simple, and the approximations also become inadequate. Since these sim-

ulations can therefore only be considered as indicative, and not prescriptive,

the simpler and cheaper Saffman lift is included in these simulations, with

only a minimal difference expected between the two methods.

Simulations are performed as before, with 18 µm particles being intro-

duced into the channel following the same inlet conditions as shown pre-

viously. A parameter sweep is conducted, varying both γ and the particle

density (Fig. 4.11). It can be shown that for particles 5% denser than the

surrounding fluid, a small decrease in surface contact exists for γ less than

the saturation value. This is expected since the effect of lift is to discour-

age particles in close proximity to walls. This trend is repeated for neutrally

buoyant particles for low values of γ, although is inverted for high values of

γ. An increased surface interaction is also shown for particles which are 5%

less dense than the surrounding fluid.

An increased interaction probability with the introduction of lift for parti-

cles less dense than the surrounding fluid is counter-intuitive, although the

picture becomes clearer when we inspect the interaction surfaces involved
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Figure 4.11: The probability of a particle interacting with the

wall of the micromixer as a function of normalised groove

width,γ, when Saffman lift is included. The three curves in-

dicate varying normalised particle density and the two plots in-

dicate varying particle diameter.

(Fig 4.12). For particles less dense than the surrounding fluid, an increased

interaction is present at the groove corners, and for neutrally buoyant parti-

cles, an increased interaction is present at the channel bottom, observed to

be in the close vicinity of the groove corners. It is suspected therefore that the

presence of lift encourages particles away from top and bottom interfaces of

the channel, and toward the centre, compounding with the aforementioned

impedancematching condition to favour interactions at the interface between

grooves and channel. Something which is not easily captured by these fig-

ures, is the discouragement from settling along the channel top for particles

less dense than the fluid. While approximately the same number of particles

interact with the channel top with and without the inclusion of lift: when there
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is no lift, these particles interact at the earliest opportunity after the inlet,

while in the presence of lift, these interactions occur as far into the channel

as the end of the first half cycle. In the neutrally buoyant case, the impact of

lift is less pronounced at low γ since the “ridges” between grooves are large,

but at high γ, these ridges are narrow and represent obstructions in an oth-

erwise straight channel of double height, with a decreased contribution to

the impact of lift.
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Figure 4.12: The interaction probabilities as a function of nor-

malised groove width, γ, separated by surface when Saffman
lift is included. Comparing to figure 4.9, we see an increase

in interactions in the vicinity of the groove corners, and nearby

on the channel bottom.
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4.3.4.1 Imperfect Binding

The simulations this far have considered a system where there is perfect

binding between particles and channel walls. If the surface of a particle

touches the channel wall, the particle will bind to it irreversibly. This perfect

binding cannot be true in real systems in the general case, and we have the

tools to investigate the impact of imperfect binding. We repeat the simula-

tions with one additional condition: that a particle interacting with a wall has

a probability of binding irreversibly, or of bouncing (Fig. 4.13). The impact

of lift is omitted from these simulations.

Figure 4.13: The interaction probabilities of particles with a

0.5% chance of bouncing upon contact with a surface, as a

function of normalised groove width, γ. When comparing to

previous results, non-neutrally buoyant particles show minimal

perturbation, while neutrally buoyant particles show a signifi-

cant reduction in interaction probability.

When imperfect binding is included, we find a large reduction in surface

interaction for neutrally buoyant particles. This is expected since each colli-

sion does not necessarily contributed to the total captured particles, and so

on average, many interactions are required before a particle is captured. In
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this neutrally buoyant case, the majority of particle-wall interactions occur at

the groove corner at grazing incidence, and so only small numbers of inter-

actions are recorded. This is not true for particles which are not neutrally

buoyant. When particles experience a bias force and sediment against the

top or bottom surfaces, they are held there even if they are not bound by the

particle-wall interaction. Within COMSOL it can be understood that a particle

which stays in the vicinity of a wall will experience many interaction events

and cause binding even when binding probabilities are very low.
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4.4 Experimental Comparison

It is important to verify simulations against experimental data to ensure that

the system being tested is physically robust. Therefore, the system was

replicated as exactly as possible experimentally. Since the simulations ig-

nore inter-particle interactions, the device can only be characterised at time,

t = 0. It is entirely possible that the performance of the device varies over

time. We hypothesise that the capture rate of the herringbone micormixer

system should decrease over time, since the number of available binding

sites will decrease over time.

4.4.1 Experimental Design

The design for a photomask was mapped out using librecad, depicting two

distinct layers (Fig. 4.14). One layer depicts the channels, including inlet

and outlet, while the other depicts the grooves. In this way, the two layers

can be combined to create the full multi-layer design.

The dimensions of the mixing chamber were chosen to match the simu-

lations exactly, with room for a single herringbone cycle, although this cross

section was not maintained throughout. The inlet and outlet channels were

chosen so that they could both be seen simultaneously under the micro-

scope system attached to the Abiomater system (introduced in section 2.3),

at an appropriate magnification. The inlet/outlet regions are 140 µm in width,

with a spacing between of 400 µm. The inlet and outlet connectors were in-

cluded for ease of attachment of tubing. The narrower inlet/outlet channels

is also expected to expedite bead flow in this area and minimise residence

time in the device, thus minimising the impact of sedimentation under gravity

in these regions.
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Figure 4.14: The designs used to mask the herringbone mi-

cromixer fabrication. On the left represents the channels, and

on the right represents the grooves. These two layers are

overlayed on top of each other to create the final design. The

grooves shown represent a normalised groove width, γ, of 2.5,
although other groove widths were created.

4.4.2 Experimental Fabrication

Designs like the ones shown previously (Fig. 4.14) were sent to JDPho-

totdata to be printed on polyacetate. The minimum feature size quoted by

JDPhotodata was 25 µm, and the minimum feature size of some of the de-

signs was as low as 17.5 µ, although upon visual inspection, the features

were well resolved.

These designs were transferred to SU-8 using the same method men-

tioned in section 2.2. An HMDS based primer was spin coated at 4000 rpm

and baked at 95 C for 10 minutes to ensure adhesion. 2.5 cm silicon wafers

were spin coated with SU-8 3050 at 1500 rpm, following the guideline to use

1ml of SU-8 per square inch of wafer. This resulted in a final layer thickness

of 50 microns.

These wafers were soft baked at 95C for 45 minutes and then exposed
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to UV light in a Kloe Kube for 7 seconds at 95% power. This was then post

baked at 65 C for 2 minutes and 95 C for 3 minutes, before being allowed to

passively cool on the hot plate down to 50 C over the following 10 minutes.

These were then washed in a PGMEA based developer for several minutes

until uncured SU-8 was removed.

This resulted in a design with well defined features, although with groove

widths 10 µm larger than intended. The depth of the main channel is mea-

sured as 40 µm and the depth of the grooves is 60 µm. These variations are

small and can be compensated for within simulation, although the device re-

lating to a groove width of 3.5 is not well defined, with the grooves blending

together to create one large groove, due to their close proximity. Therefore

we are unable to attain a good device with a groove width of 3.5.

To cast these designs in PDMS, the silicon wafers were transferred to

3D printed basins, with dimensions 27x27x6 ml for the groove moulds, and

27x27x2 ml for the channel moulds. PDMS could then be mixed 10 parts to

1, oligomer to curing agent, and introduced into these basins, baked at 100

C for 15 minutes.

Once the layers were extracted from their moulds, they were assembled

using the aforementioned “stamp and stick” method [158]: uncured PDMS

was spin coated onto a glass cover slide at 7000 rpm to create a thin layer.

The channel layer could then be stamped onto the uncured PDMS, transfer-

ring a small amount. This channel layer was then pressed onto the groove

layer and aligned manually under a microscope. The groove layer was pre-

pared by using a biopsy punch to remove material at the inlet/outlet. These

two layers were then baked again at 100 C for 15 minutes.

At this stage, tubing could be connected to the inlet/outlet, being pushed

4 mm deep into the groove layer. This was cemented in place using a further
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application of uncured PDMS. The whole device was then placed onto the

PDMS coated cover slip so that the channel layer was in contact with the

glass. This finalised unit was then baked for a final 15 minutes at 100 C

(Fig. 4.15).

By attaching the glass cover slip, we ensure a flat surface for observation,

creating higher quality images under the optical microscope. The cover slip

was also able to fit perfectly into the microscope holder on the Abiomater

system for ease of use.

Figure 4.15: An example of the final device used in this series

of experiments. The device consists of 3 layers. The top layer

is a glass cover slip. The middle layer defines the channel

geometry. The bottom layer defines the herringbone grooves.

Tubing can be inserted through the bottom layer into the chan-

nels for operation.
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4.4.3 Experimental Design

A syringe pump was then used to pump a test solution consisting of 2:9

glycerol:water, and 2400:1 fluid to 15 µm diameter, spherical polystyrene

beads (w/w); at a rate of 0.1 ml/hr ensuring a Reynolds number of ~0.1

through the micromixer. The resultant fluid density is 1.05 gcm-3 (matching

that of the polystyrene beads resulting in a neutrally buoyant suspension)

and the dynamic viscosity is 1.62 mPas. This medium is not equivalent to

applications using whole blood, but is able to offer a point of comparison to

the model used, and so is an important verification tool. The use of such inert

polystyrene beads as a substitute for biological material when considering

physicochemical interactions is not unusual [183], although it is important to

note that results may vary significantly based on surface chemistry.

The first half-cycle of the grooves was observed through a 10x optical

microscope connected to a camera recording at 10 frames per second for

6545 frames (or 654.5 seconds). Over this time period, beads are observed

to settle within the device. A particle is considered captured if it remains sta-

tionary for the remainder of the experiment. The number of beads captured

in the region of interest is measured as a function of time and fit to a curve

(example given in figure ?? inset).

4.4.4 Analysis Methods

When measuring the number of beads sedimented within the device, algo-

rithms were employed based on background removal and hough transforms

(A.4), but there were two primary obstacles: the image complexity was too

high, and the image quality was too low. Therefore, after much debacle, the

chosen solution was a method of manually counting beads sedimenting in

the first half-cycle of the HBM.
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4.4.5 Experimental Results

Wemeasured the number of beads sedimenting over time within the device.

By comparing the number of sedimented beads to the assumed number of

beads which have flowed through the system, we can calculate the capture

rate of the herringbone micromixer.

An example of the images being used is provided in Fig. 4.16. This im-

age is quite representative, showing that the two layers (the channel and the

grooves) are not perfectly aligned, that due to the depth of the channel, not

all beads are in focus at the same time and an abberation is present between

the first and second grooves due to an air bubble within the PDMS above

the channel. The background is also not a constant colour, since the LED

in the abiomater system illuminates a circular spot which is smaller than the

viewpoint of the microscope. These factors combined, along with transient

effects such as the device moving between frames due to e.g. vibrations,

makes the image very difficult to process accurately with a simple algorithm.

The best course of action therefore, was to count the beads manually, since

the human brain is more than capable of determining the number of beads

in these images with relative certainty. For each frame considered, the fol-

lowing frame is also consulted in order to elimate any transient beads which

are not captured, for typical bead concentrations, an average of 18 transient

beads are expected to be removed from each frame, assuming a capture

efficiency of zero.

It is immediately obvious from Figure 4.16 that certain simulated be-

haviours are replicated here. The beads are most likely to sediment at the

corners between the channel and the grooves.

Using this method, reveals the behaviour that the capture rate of the HBM

deteriorates rapidly as a function of sedimented beads (Fig.4.17 inset). This
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Figure 4.16: An image of the beads sedimented within the de-

vice after operation for a known length of time with a know

concentration of beads at the inlet. It is seen that most of the

contact occurs at the edges of the top of the grooves, as pre-

dicted by simulation. It can also be seen that the alignment

between the layers is not perfect.

performance decay over time is also hinted at in previous experimental works

[184]. This is expected due to the limited binding space available. When

analysing the sedimented beads, we start by assuming that the herringbone

micromixer consists of a discrete number of capture sites, which are filled
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irreversibly and independently. This gives us an expected equation for the

number of beads captured over time as:

N = n(1− e−λ(b−c)) (4.1)

Where N is the number of beads captured n is the number of binding

sites, λ is a decay constant, b is the number of beads which have passed

through the device and c is an offset based on time to account for any un-

certainty in the startpoint of the measurement. We can see that despite the

simplicity of the assumption, it is a good first approximation of the behaviour,

and allows us to gather a some key results (Fig. 4.17). n shows us the max-

imum number of beads which a given device can capture, λ can be used

to calculate the half-life, and therefore how the capture rate decreases over

time.

Plotting n as a function of γ shows a clear peak around γ = 2.0 (Fig 4.17).

These intermediate groove widths therefore have the greatest capacity of

bead capture. Plotting λ as a function of γ shows a minima at γ = 1.5. This

is more readily interpreted when considering the inverse: the half-life, t1/2.

We see that the device has a maximum half-life at γ = 1.5, giving the slowest

decay in performance.

Using our simple equation to approximate the behaviour of the system,

we can also generalise the approach. By taking the gradient of the curve

at time, t = 0, we can find the initial capture rate of a fresh device. This is

exactly the system which is dealt with in simulation and so is an important

comparison.

Comparing simulation and experiment directly, we can see some agree-

ment and some disagreement. The first thing to notice is that the capture

rate tends towards zero at zero groove width (a straight channel). This trivial
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Figure 4.17: a), b), c), and d), respectively represent as a

function of γ the maximmum capture capacity, decay constant

(bead-1), half-life and ab-initio capture rate. The inset shows

an example of the curve fitting to experimental data, measuring

the number of beads sedimenting within the device over time;

the example case is given for a measurement at a γ = 2.

solution confirms the assumption that our neutrally buoyant particles follow

straight streamlines when unperturbed by the inclusion of grooves.

A peak capture rate is found at an intermediate value of γ for both simula-

tion and experiment, although the experimental capture rates are somewhat
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lower than simulation. At wider groove widths, we see the most obvious di-

vergence in behaviour. In simulation, the capture rate of widening grooves

decreases slowly, but experimentally, the capture rate at γ = 3.5 is effectively

zero. This deviation is caused by fabrication error, since the grooves are so

broad that they combine, resulting in one large groove rather than a series.

Therefore the systems are fundamentally different, with the experiment ap-

proximating a straight channel, much like a groove width of 0 but with double

the depth.

Additionally, the experimental devices are not perfectly aligned, with the

grooves in some devices devices being off centre, and often off angle, re-

sembling more a partial, slanted groove micromixer with non-perfect angle,

rather than an asymmetric full herringbone. Part of this misalignment is at-

tributed to the oven baking process: when aligning 2 elastic layers, it is dif-

ficult to avoid non-homogenous tension. During the oven bake, the elastic

properties of the material change, and the layers move relative to each other.

The fabrication method used for these devices is not recommended.

Despite the limitations of this approach, a clear agreement of trend be-

tween simulation and experiment can be obtained. Unfortunately, signif-

icantly changing the buoyancy of the beads experimentally produces too

many difficulties with the current setup. A key difficulty is the likelyhood of

sedimentation within the syringe, altering the number of beads entering the

device over time; and the increased sedimentation within the channels of the

device before and after the herringbone features, increasing the likelyhood

of clogging.
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4.5 Conclusion

SIMBAS is shown to be effective at capturing particles which are denser

than the surrounding fluid, and the conclusions drawn from the original 2

dimensional simulations performed by the original authors [159] are verified

against our own 3 dimensional models. SIMBAS is ineffective at capturing

particles which are neutrally buoyant, and the general capture effectiveness

has a trivial solution. SIMBAS works by maximising the residence time of

particles for them to sediment under their own gravity, meaning the optimal

system has a large well diameter and a low flow rate. This optimisation

criteria is at odds with the optimisation of typical microfluidic components

and so is inapropriate in the general case.

When considering the novel use of HBMs, this chapter agrees with typical

streamline approximations in the case of neutrally buoyant particles, as is

to be expected due to the absence of additional forces, closely following

an impedence matching condition. For the case where particle densities

are different from the fluid density, the trends of interaction probability as

a function of groove width is altered. Even a deviation of 5% is enough to

measurably alter the interaction probability. When particles are less dense or

more dense than the surrounding fluid, the simple streamline approximations

break down and are not able to reasonably approximate the peak surface

interaction. When an equivalent system to RBCs in plasma is simulate, since

RBCs are denser than plasma, the probability of interaction is increased;

improving the predicted viability of using HBMs for cell filtration and therefore

sample preparation in POCs.

In the neutrally buoyant case, the impact of lift does not alter the overall

interaction trend as a function of groove width, although does dispute the ex-

act values. In the case of particles which are less dense than the surrounding
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fluid, the inclusion of lift forces drastically changes the interaction probability,

increasing the probability by biasing particles away from the unadorned top

of the channel, and towards the grooves which exhibit a preferable interac-

tion site.

Replicating the neutrally buoyant system experimentally shows similari-

ties in the interaction trends ab initio, although with a reduced maximum in-

teraction rate, possibly due to imperfect binding between particles and walls.

If this is a contributing factor, then the reduced performance could be mit-

igated using non-neutrally buoyant particles, or by using surface coatings

which improve adhesion; although testing this is beyond the current capa-

bility of our equipment. However, experiments also show something missed

by simulations, the limited capture capacity of the devices; with performance

deteriorating drastically over the ~10 minute experiments. This performance

decay is important when considering real applications, although ultimately

verifies the principles of our numerical understanding; lending credence to

the use of simulation in rapid prototyping.

The experiment could be improved by improving the fabrication method

of the device. The devices were created in-house for ease of rapid pro-

totyping and expense, but this introduces errors at each stage. With more

consistent and accurate methods, more devices could have been tested with

less uncertainty, and a more rigorous sweep could have been achieved. As

it stands, the authors are suitably convinced that the experiments sufficiently

support the simulation. Calculations involving this system are not accurate

in the general case when ignoring gravitational effects. This is not a criti-

cism of the standard methods, but provides supplementary understanding,

especially given that these full particle-fluid interactions are far more com-

putationally expensive than simple streamline models.
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Chapter 5

Future Work

There are many unanswered questions and potential avenues of extension

in any project, and this thesis is no exception. There are simply not enough

hours in the day to explore every interesting possibility. This chapter poses

some of the natural continuations of this work, which could inspire further

projects for future PhD candidates following in these footsteps.

5.1 Metachronal Waves

In the pursuit of increasing the net fluid displacement of the Purcell-like

elasto-magnetic pumps (Chapters 2 and 3), we can turn again to biological

solutions for inspiration. In the parallel system of cilia, the performance is

increased through the incorporation of group effects. When a number of cilia

are arrayed on a surface, the collective beating patterns become important

[92, 93, 94], exhibiting metachronal waves.

It would be interesting to explore whether metachronal waves can im-

prove the net fluid displacement of our Purcell-like elasto-magnetic pumps.

If there are indeed parallels between the Purcell-like pumps and biologi-

cal cilia, there should be similar performance gains as described in section
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1.2.6.1. If successful, this could increase the pumping pressure and open a

new range of applications for this system.

However, a clear challenge to overcome, beyond controlling the phase

difference betweenmultiple pumps, is the additional magnetic forces present

from the close proximity of multiple elasto-magnetic pumps. This repre-

sents a complicated challenge, but one which perhaps could be beneficial

in the generation of these metachronal waves; in much the same way that

metachronal waves arise passively in arrays of cilia due to their long range

interactions.

One potential route for inducing a phase difference between pumping

elements is an idea explored by Mathew Bryan [185], having successive

elasto-magnetic elements differ in Young’s modulus, or remnant magnetisa-

tion. Each pumping element having different physical properties allows for

intrinsic differences in response to a uniform external magnetic driving field.

Another alternative approach to introducing metachronal waves is to use a

non-uniform driving field. Rather than using a Helmholtz coil to drive the

pump; a rotating permanent magnet can also generate a sinusoidally oscil-

lating magnetic field. If the permanent magnet is close enough to the pumps,

then the applied magnetic field will have a significant azimuthal component,

allowing for pumps at different locations to experience a different driving

force despite having the same driving source. While this permanent mag-

net approach can be very effective when driving paramagnetic colloid-based

bio-mimetic cilia [186, 153], the significant force gradient may induce length

changes in elasto-magnetic bio-mimetic cilia, complicating the response.
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5.2 Blood Filtration

The work on the herringbone micromixer has yielded some interesting re-

sults. Showing some promising capture efficiencies in the short term, al-

though with strong decay in performance with prolonged use. This decay

was only tested for the preliminary case of a low number density of polystyrene

beads. These polystyrene beads are large relative to the channels of the de-

vice and so a single particle sedimenting takes up a large amount of contact

area and therefore represents a significant reduction in device performance.

Our simulations of the same system showed interesting results when

considering particles with properties similar to that of human red blood cells

in whole blood (approximately 6 µm diameter spheres, 5% more dense than

their surrounding fluid). These simulations showed a significant capture rate

over just one herringbone cycle. This was not able to be investigated ex-

perimentally but would be a natural progression from this research given

the potential applications in POC microfluidic devices. If cell filtration can

be brought directly onto the LOC devices, a key sample preparation step of

centrifuging whole blood can be removed, allowing for far more distributable

POC devices.

The capture of blood cells may have a different decay function to the

capture of polystyrene beads, and may therefore have different conclusions

on performance than those found in this study. Such a device would likely

have a strong dependence on surface coating applied to the PDMS facili-

tating antigen-antibody capture. However, the hydrophobic nature of PDMS

has known fouling properties and it may be that untreated PDMS is sufficient

for non-specific particle capture for biological media. If proven successful,

this filtration method could have a great impact on the POC industry.
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5.3 Heat Transfer

An idea which has been suggested in the context of industrial interest, is the

use of the work contained in this thesis in the creation of miniaturised tem-

perature control loops. The temperature control of electronic components is

important to their functionality and longevity. When computing components

are employed in extreme environments, exposed to the elements, such as

components on radio towers, great care and expense is taken to manage

the thermal regulation.

While passive approaches such as heat sinks can be a popular tool,

sometimes more active thermal control is desirable. Traditional water cool-

ing apparatus are intended for stationary macroscale applications and are

not appropriate for more lightweight, remote systems, such as drones. An

avenue of exploration could involve a scaled down water cooling loop, rely-

ing on millimetre size liquid channels and integrated pump. This would allow

for more active thermal regulation, with precise control across a microscale

computing system.

This microfluidic closed loop requires an active pump, such as those dis-

cussed in this thesis. To increase the rate of heat transfer between fluid

and surface, enhancing advection is a powerful tool. Advection induced by

the micromixing methods described in this thesis could provide an increased

cooling potential. Therefore, exploring microfluidic thermal regulation would

be an interesting way of bringing together both key avenues of exploration

in this project.
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Chapter 6

Conclusions

The initial study in this thesis focused on the fabrication and experimental in-

vestigation of integrated elasto-magnetic pumps. The swimmer consists of

an elastic component inspired by Purcell’s 3-link swimmer, and is coupled to

an external driving field via an embeddedmagnet. This systemwas shown to

successfully act as an integrated pump for a variety of operating fluids, pro-

ducing significant net fluid flow under the action of a weak, uniform, uniaxial,

sinusoidally oscillating magnetic field. The flow rates produced were up to

700 µlh-1, appropriate for typical POC microfluidic systems. This pump also

exhibited a previously unobserved behaviour, reversible net fluid flow. This

reversible flow is controlled based on the driving frequency, and introduces

a significant versatility in the implementation of this design.

Further investigation of this system lead to a numerical investigation of

the same pump. This numerical investigation showed key agreements with

experiments, and helped to characterise the key dependencies. The pump

behaviour was robust against changes in hydraulic resistance and channel

depth, but showed a significant dependence on the width of the pumping

chamber. This is indicative of a strong coupling between the elasto-magnetic

component and its surrounding walls, as indicated previously by J. Hamil-

ton [84]. This dimension is therefore a key optimisation parameter when
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considering applications. We also indicate a significant phase lag between

pump motion and fluid flow, at high frequency, despite the low Reynolds

regime; moreso than would be typical based on work by Womersly [35].

This phase lag is typical of complex systems with non-parallel streamlines,

and has significant implications when considering enhancement of the sys-

tem through the implementation of metachronal waves. Despite the elasto-

magnetic pump being robust against out of plane flows, the reversible flow

rate cannot be accurately modelled in two dimensions, limiting simplifications

to the numerical understanding of such a system.

We also investigate two approaches to cell capture during on-board sam-

ple preparation. The SIMBAS system [159] shows great promise, but is a

trivial solution, optimised by increasing its area, a criteria which conflicts with

the methodology of POC devices. The implementation of HBMs is found to

provide a much more compact, and effective approach to particle capture.

HBMs greatly enhanced particle-surface interactions across a range of par-

ticle sizes regardless of particle residence time. Our key contribution to the

understanding of HBMs is the novel implementation of additional forces due

to gravity and lift. When these forces are included, the system can no longer

be described with the simple approach of streamline analysis, having a large

impact on the rate of surface interaction. It therefore shows the limitations of

the conventional approach to investigations of particles in HBMs. When the

HBM device is replicated experimentally, the capture trends are replicated,

but at a greatly reduced amplitude. The experimental system also indicates

a significant decay in performance over time which is not captured in simple

numerical models.

This thesis therefore investigates a number of lab-on-a-chip components,

and characterises their performance. A new elasto-magnetic pump has been
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developed and characterised experimentally and numerically, and HBMs

have been investigated for a novel application in particle capture within POC

systems.
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Appendix A

Appendix

A.1 Model Stabilisation

The high deformation exhibited by the pump resulted in the generation of

poor quality mesh elements in the vicinity of the pump. Poor quality mesh

elements lead to inaccurate results and instability. The way that this is com-

monly resolved is through the addition of automatic remeshing. Automatic

remeshing is a technique commonly used within finite element simulations

whereby, when a particular criterion is met (such as the generation of poor

quality mesh elements), a new mesh is created of the system, and the old

solution is interpolated onto the newmesh in order to continue the simulation

with higher mesh quality. This technique allows for greater mesh deforma-

tions without increasing numerical diffusion. The use of automatic remeshing

was compared against the non-remeshing case (section A.1.1).

A.1.1 Deciding on a Mesh

Ideally, using a fine mesh is desired in order to most accurately capture a so-

lution. However, decreasing the mesh size comes with diminishing returns,

and an imperfect mesh may be able to capture the desired outcome with

sufficient accuracy. A competing factor is that a finer mesh requires greater
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computational expense, requiring more resources and longer solution time.

An optimal mesh is one which captures the solution to within the desired

tolerance, while using the minimum resources. To determine this, a mesh

sweep was performed, whereby the same model was repeated for different

mesh sizes to map how the solution changes.

The key figure of merit is the normalised fluid displacement, since it is

particularly sensitive to small changes in the solution and is an important

solution for this work. We meshed the system with the default mesh gen-

eration tool within COMSOL. The mesh generation tool enables a number

of predefined mesh densities, from “Extremely Coarse” to “Extremely Fine”.

A mesh density of “normal” is referred to in this section as a mesh “1”, with

each increment in mesh density iterating by 1 each time. The mesh density

was altered based on 3 key zones, z1→ z3. z1 refers to the mesh within the

pumping elements elastic domain (Fig. 3.1 white domain), z2 refers to the

fluid domain mesh within the pumping chamber around the pump (Fig. 3.1

blue domain), and z3 refers to the fluid domain within the extended channels

leading to inlet/outlet (Fig. 3.1 pink domain).

When considering mesh sizes, another important parameter is that of

discretisation. Discretisation impacts both, the shape functions, and the in-

terpolation between elements. Linear discretisation refers to solving for 1

node per vertex, with linear interpolation between them. A tetrahedral ele-

ment with linear discretisation for example will represent 4 nodes and a per-

fect pyramid. Higher discretisations such as quadratic, will add additional

nodes to the shape, as well as impose quadratic interpolation between el-

ements. A tetrahedral element with quadratic discretisation therefore will
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represent 10 nodes and allow for a curved mesh element. Due to the com-

putational expense when considering transient fluid simulations, linear dis-

cretisation is used by default, but offers a less accurate solution than higher

discretisations. Commonly for fluid simulations, linear discretisation is used

for calculating pressure, but quadratic discretisation is used for calculating

the velocity. Therefore, this is also considered within our mesh sweep. The

elastic component is solved using quadratic elements throughout, since us-

ing linear elastic elements is known to artificially increase the stiffness of the

element under large amplitude deformations. The key results are shown in

table A.1 and figure A.1, and the chosen solution is highlighted in red. Linear

discretisation is denoted as P1, and quadratic as P2. Discretisation is written

here as ”Velocity discretisation+Pressure Discretisation” i.e. ”P2+P1”.

Discretisation Mesh (z1,z2,z3) time (s) DOF % solution

P1+P1 1,1,1 13599 184029 0.931764

P1+P1 1,1,2 17388 263441 0.965111

P1+P1 2,2,1 86644 437396 0.931582

P1+P1 2,2,2 92422 515816 0.968256

P1+P1 3,2,1 967019 1291358 0.926154

P1+P1 3,2,2 893318 1369790 0.962674

P2+P1 1,1,1 90594 785691 1.001514

P2+P1 1,1,2 134493 1256420 1.004142

P2+P1 2,1,1 387784 1235171 0.997195

P2+P1 2,2,1 626507 1517105 0.997288

P2+P1 2,2,2 689455 1981202 1

Table A.1: Choosing the best mesh for simulations. The mesh

highlighted in red shows acceptable deviation from the ground

truth, with minimal resources usage.

These results indicate that increasing the mesh density increases the

number of degrees of freedom, and that the increased degrees of freedom

asymptote towards a known solution. The finest mesh is assumed to be

the ground truth, and all simulations are normalised against it to indicate the
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Figure A.1: a) Normalised solution against DOF. b) Solution

time against DOF. The chosen mesh is highlighted in red. The

blue points refer to P1+P1 discretisation and the green points

refer to P2+P1 discretisation.

accuracy of the solution. It also indicates that increasing the mesh density

is most important only in specific areas of the model.

Due to the number of desired results, computational expense was a big

limiting factor. The ideal model would allow for 32 parallel simulations (with

each simulation excecuting on a separate CPU core, allowing for optimal cpu

performance. This set a RAM limit per simulation of 8 GB. The configuration

highlighted in red, was able to fit this criteria, while introducing only a 3.5%

deviation from the ground truth. Increasing the mesh quality disproportion-

ately increases both the memory usage and the computational time.

It is shown that using a higher discretisation results in a solution which

is less sensitive to a poor quality mesh. When using a lower discretisation,

the result depended primarily on the mesh used in region z3, the extended

channel segments leading from the device. Part of this reason is that this

mesh also defines the mesh at the inlet/outlet, used for determining the fluid

velocity. It is also important that the solution propagates down the length
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of these channels accurately, and it was noticed when observing stream-

lines, that fluid flow in this region was not always strictly parallel, but that

the vortices created within the pump chamber sometimes penetrated these

channels as well.

With our mesh chosen, automatic remeshing is considered. A good visu-

alisation of the the importance of automatic remeshing can be shown when

depicting the mesh quality as a function of time for a typical simulation (Fig.

A.2). Without automatic remeshing enabled, the mesh quality has drastic

local dips at large deformations, which can greatly impact the stability and

accuracy of the model. When automatic remeshing is enabled, these dips

are mitigated and a higher time averaged, minimum mesh quality is main-

tained. This is shown visually by plotting a slice of mesh quality against time.

At times of large mesh deformation, low mesh quality is observed at an im-

portant region of flow around the pump head. With automatic remeshing

enabled, the quality of the mesh is much better at the same time step.

When we compare fluid flow with remeshing enabled or disabled, we find

that automatic remeshing does not represent the increase in solution accu-

racy which we were expecting (Fig A.3). The final plot of fluid flow against

time has sharp, unphysical discontinuities.

This was investigated by tracing how parameters change over the course

of a simulation, in this case, the outlet velocity. We can see quite clearly that

in the case where remeshing is enabled, a remeshing event is acompanied

by a discontinuity in the time domain of the solution. This phenomena occurs

when interpolating the solution of the previous mesh onto the new mesh.

This discontinuity is not significant and shows no detrimental effects when

considering the motion of the pump head over time. However, when applied

to the net fluid flow over time, the instantaneous flow rate can far exceed the
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average flow rate, and after averaging, represents a large and unphysical

perturbation to the solution.

Therefore, in the final model it was chosen to disable automatic remesh-

ing, since the results had strong agreements, and increased stability.
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Figure A.2: a) mesh quality against time for when remeshing

is either enabled or disabled. b) and c) instantaneous slices

of mesh quality at time a time of 0.1 s, a frequency of 30 Hz

and a viscosity of 0.0077 Pa s, when remeshing is disabled or

enabled respectively.
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Figure A.3: Visualising the impact of remeshing. a) shows

the fluid velocity over time, largely agreeing with exceptions at

peak flow. b) shows a close-up of one of these peaks for the

remeshing case, showing discontinuities. c) shows the nor-

malised flow displacement, with general agreements but with

the remeshed results indicating a much less smooth trend.
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A.1.2 CFL Conditions

The Courant-Friedrichs-Lewy (CFL) condition is important when considering

numerical solvers. The CFL condition, C, can be categorised by [187],

C = ∆t

(
Σn

i=1

uxi

∆xi

)
≤ Cmax, (A.1)

where t is time, u is velocity, and x is distance. This equation can be under-

stood such that a transient effect moving within the model with a given mesh

size, can only be accurately calculated by sampling the solution above some

minimum rate. The inverse is also true, that decreasing the size of mesh el-

ements will not increase the accuracy of a solution beyond a certain point.

Cmax is typically 1 for explicit solvers.

With this condition in mind, given that the minimum mesh size of fine

regions can be as low as 20 microns in these models, and that the pump

motion can reach in plane speeds of up to around 3 centimetres per second,

a minimum sample rate is assumed to be around 3000 Hz for this system.

If the system is sampled less frequently than this, significant inaccuracies

can be introduced. Setting the maximum time step to 1/300 the time period

of the pump motion ensures that this condition can be satisfied down to the

lowest driving frequencies and accurately captures transient features such

as the shape of the closed loop path traced by the pump head.

A.2 2 Dimensional Mesh Sweep

The same mesh sweep was performed in 2d as it was in 3d. Mesh size was

varied using the default COMSOL meshing tool, with sizes varying between

Extremely Coarse to Extremely Fine in the same manner as before (Table

A.2 and Fig. A.4). Linear discretisation and quadratic discretisation were
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Discretisation Mesh (z1,z2,z3) time (s) DOF % solution

P1+P1 1,1,1 2768 41012 0.772483

P1+P1 1,1,2 3285 51182 0.772483

P1+P1 2,1,1 2761 41818 0.846453

P1+P1 2,1,2 3337 51988 0.84438

P1+P1 2,2,2 3754 56212 0.856256

P1+P1 3,2,2 4913 73746 0.919114

P1+P1 3,3,3 6584 96553 0.922568

P2+P1 1,1,1 6910 90691 0.936178

P2+P1 1,1,2 9046 120522 0.936191

P2+P1 2,1,1 7015 91722 0.97149

P2+P1 2,1,2 9131 121552 0.971502

P2+P1 2,2,2 10153 130816 0.974261

P2+P1 3,2,2 11841 150358 0.997853

P2+P1 3,3,3 14859 212471 1

Table A.2: Choosing the best mesh for simulations. The mesh

highlighted in red shows acceptable deviation from the ground

truth, with minimal resources usage.

also varied in the same manner. As with the 3d case, when quadratic dis-

cretisation is used, the solution is more robust against a poor mesh quality.

In this 2d case, the chosen mesh was much finer than the 3d case as it was

found that the system was much more sensitive to a low mesh quality. This

mesh showed a deviation from the ground truth of ~3%.
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Figure A.4: a) Normalised solution against DOF. b) Solution

time against DOF. The chosen mesh is highlighted in red. The

blue points refer to P1+P1 discretisation and the green points

refer to P2+P1 discretisation.
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A.3 Extended SIMBAS parameter sweep

When observing the change of shape of the SIMBAS well (Fig. A.5), we

find minimal difference when comparing a cylindrical or square cross sec-

tion well, with a small increase in capture efficiency for the square cross

section. This is expected since if the key determining parameter is the resi-

dence time, the width of the expansion region is of particular importance in

producing a lower fluid velocity. A square well with side length equal to the

diameter of a corresponding circle will correspond with a greater average

width, and therefore a greater expansion ratio, increasing capture efficiency

proportionally. When considering the trench well, since the design does not

include an expansion region in the in plane direction, very poor capture ef-

ficiencies are observed. Linear dependence on Lc is observed since this

is linearly proportional to the residency time within the device. This is as

opposed to the qualitatively quadratic increase with Lc observed from cylin-

drical and cubic wells due to the increased length coupled with the increased

width.
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Figure A.5: Surface interaction as a function of Lc for a number

of different well shapes and Reynolds numbers. We see the

same dependence on Reynolds number as before, and mini-

mal performance difference between a square well and a cylin-

drical well. A trench well shows a significant reduction in per-

formance.
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Importantly, surface interaction appears to be largely independent of the

scale of the device across 2 orders of magnitude (Fig. A.6). This occurs

when the ratio of Reynolds number to characteristic length, Res, is kept con-

stant and so the behaviour of the system should be kept constant. A slightly

non-physical interaction is also present, since COMSOL assumes all par-

ticles to be point particles for the purposes of interactions. Therefore the

increased ratio of particle radius to channel height does not correspond with

an expected increase in capture efficiency from a short relative sedimenta-

tion distance.
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Figure A.6: Surface interaction as a function of Lc, ranging

from 2 mm to 20 µm. We see the same trend in Reynolds

number as before, with minimal dependence on scale, since

all of the key parameters are dimensionless.
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A.4 Experimental Herringbone Micromixer Per-

formance Measurements

When measuring the number of beads sedimented within the herringbone

device, we first considered the video describing inlet/outlet. This is analysed

using a homemadeMatlab Codewhich performs a few basic steps (Fig. A.7).

The first step is to differentiate the inlet from the outlet, which is performed

by manual inspection to divide each video into two data sets.

The background is then removed from each image sequence. This would

normally be done by determining a constant background and then removing

that from each frame. However, in this case, there is the possibility of events

such as: a bead sedimenting in the view of the camera, or the movement

of the whole device over time. Therefore, a rolling background is taken by

determining the brightest pixels from 5 frames: the frame being analysed,

and the two before and after. Since the beads are dark, any bead that is

moving will be removed from the background.

This results in an image consisting of only the moving beads against a

dark background. The image can then be binarised to drastically increase

the contrast resulting in some very clear beads.

It would be possible at this stage to manually count the beads, but a

simple algorithm can be employed to expedite the process. This algorithm

is a variation of the Hough transform [188] designed for finding circles in a

binary image, and is implemented within Matlab. By tuning the parameters,

a fast and accurate method for counting beads is determined (Fig. A.7).

Unfortunately, this technique is easily swayed by transient effects, such

as miscounting due to vibrations, and due to the high throughput and often

low capture efficiencies, output figures do not always show consistent trends.
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Figure A.7: An example of the image processing method, in-

cluding the intermediate steps. A raw image of the channel

in operation is taken using the abiomater system. The back-

ground is determined and removed. The contrast is increased

so that anything moving is in white, and the rest is black. A

Hough transform can be performed on the resulting image to

find any circles.

It also crucially relies on the image quality of the inlet and outlet being equiv-

alent, which may not always be the case. As a result, these measurements

are dominated by uncertainty and this method is not recommended for this

analysis.

Similar algorithmswere applied to particle sedimentation across theHBM,

but these were equally inconsistent. Therefore, manual bead counting was

implemented.
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