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Abstract: Electric vehicles (EVs) are rapidly increasing in popularity as greater

attention is paid to climate change and decarbonisation, however the environmental

benefits that EVs offer can only be fully realised through the use of renewable energy

for their charging. Smart charging solutions are essential for managing the impact

of EVs and increasing the utilisation of renewable energy, however, questions remain

over whether low-voltage distribution networks can accommodate the upcoming

increases in EV charging demand.

This thesis addresses both the challenge of increasing the utilisation of renewable en-

ergy for EV charging and also the importance of ensuring safe operation of low-voltage

distribution networks with the integration of EV charging, distributed renewable

energy generation, battery storage and vehicle-to-grid technologies.

Chapter 3 examines a scenario where houses equipped with solar photovoltaic panels

and EV charge points endeavour to sell surplus solar energy and the use of their

EV charge point to visiting EVs that require charging. A peer-to-peer auction is

proposed, with a novel matching mechanism presented to increase the amount of

EV charging completed using solar energy without any knowledge about future EV

arrivals.



Chapter 4 presents a full peer-to-peer trading model of Network Impact Tokens and

Phase Impact Tokens between houses in a low-voltage network. The Impact Tokens

guarantee that all EV charging and renewable energy generation does not cause the

network to exceed its voltage, current or transformer loading limits, while ensuring

each house retains control over its energy usage, requiring no real-time monitoring

or sensors in the network, and no privacy issues are encountered.

The Network and Phase Impact Token approach is further verified in Chapter 5, as

it forms the basis of a novel approach for Distribution System Operators to evaluate

the maximum EV hosting capacity of their networks in conjunction with renewable

energy generation and battery storage. The maximum EV capacity results are

verified by an alternate Optimisation approach and the maximum EV penetration

is evaluated for a number of scenarios.
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Chapter 1

Introduction

1.1 Research Challenges

Back in 2018, at the start of the research for this PhD Thesis, there were 45,000

electric vehicles (EVs) registered in the UK. Now, four years later there are 494,000,

and the numbers continue to grow at an ever increasing pace. Unprecedented

rises in carbon dioxide, nitrous oxide and other greenhouse gas emissions over the

past hundred years have resulted in noticeable changes to our planet’s climate and

environment, and increasing awareness and concern for the future has necessitated

a shift in government policy and consumer mindset towards more sustainable zero-

emission vehicles. With over 6 million UK households planning to purchase an

EV by 2030, and the sale of new petrol and diesel vehicles banned from the same

year, the number of electric vehicles on the roads is set to increase exponentially

[1][2]. Significant research is required in order to overcome the technical and societal

challenges that will be faced in order to achieve the largest transportation revolution

in a century.

EV charging increases the power demand on electricity generation and distribution

networks to levels far in excess of their initial design specifications. The energy

distribution landscape is rapidly evolving, with the implementation of smart grids,

islanded microgrids, and an increasing penetration of distributed energy resources
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(DERs), such as small-scale solar photovoltaic (PV) panels and battery storage. An

increase in renewable energy generation, through DERs, large solar farms, off-shore

wind farms and hydroelectricity plants are essential for fulfilling the green credentials

of EVs and accomplishing the decarbonisation objectives. More research is needed

into new methods of managing EV charging and maximising the utilisation of existing

grid infrastructure and renewable energy generation for the uptake of EVs to be

successful.

A key concern is that people will return home from work and all plug their EVs

in to charge at the same time, leading to a huge spike in power which can cause

serious problems for electricity networks. Smart charging techniques are essential for

maximising the amount of EV charging that can take place, and have been widely

studied across existing literature. Smart charging objectives can include minimising

the total charging cost, maximising the utilisation of renewable energy generation or

providing support to the grid, such as through the shifting of loads to off-peak times,

frequency response or maximising the amount of charging that can be completed.

With the driving range of EVs and lack of charging infrastructure among the key

concerns of potential consumers, it is essential that additional research is conducted

to ensure that the power networks can accommodate the required EV charging in

order to alleviate these concerns [3].

While centralised and decentralised optimisation based systems can maximise the EV

charging completed and usage of electrical networks and renewable energy, the loss

of autonomy through having loads centrally controlled, and loss of privacy through

the required sharing of load information can be problematic. Peer-to-peer (P2P)

trading is able to solve some of these issues by offering a decentralised platform

where participants retain more control over their power usage, while also helping to

preserve privacy.

This thesis explores the benefits that P2P trading can provide to EV charging,

from how solar energy consumption can be increased, to how the use of low-voltage

networks can be managed in order to ensure that EV charging doesn’t exceed network
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operating limits. The main research questions that this thesis aims to address are

as follows:

1. How can DERs such as solar PV generation, battery storage and V2G be

utilised to maximise the amount of EV charging that can be successfully

accommodated by a low-voltage distribution network?

2. How can the impact of EV charging be quantified to facilitate novel load

management strategies and the calculation of the EV hosting capacity subject

to all network limits?

3. What EV smart charging solutions can be developed to support network oper-

ation without resulting in a loss of autonomy or privacy for individual energy

prosumers, while maintaining real-world viability, including the use of online

information, decentralised computation and minimised hardware deployment?

4. What advantages can peer-to-peer trading offer to support EV charging and

DER integration offer over alternative centralised and decentralised approaches?

1.2 Key Contributions and Thesis Outline

The main body of this thesis is divided into five chapters, with the main topics of each

chapter and the key contributions each makes towards solving the aforementioned

challenges expressed here, and shown in Figure 1.1.

Chapter 2 - Background and Literature

Chapter 2 contains an introductory synopsis of the key topics followed by a detailed

literature study of relevant research. Background information is provided on electric

vehicle charging, the UK’s electrical distribution networks and the environmental

and legislative factors behind this transition to zero-emission vehicles as a basis for

understanding and explaining the challenges explored in the current literature and

the shortcomings contained.
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Figure 1.1: This flowchart presents the key concepts introduced
in each chapter of this thesis and explores the links
between each concept

Chapter 3 - Closest Energy Matching Mechanism

This chapter introduces the idea of visiting EVs using vacant home charge points

during the day to provide a charging solution while also utilising any solar energy

produced by the home’s solar PV panels. A peer-to-peer trading problem is presented

for matching the visiting EVs with home charge points. A detailed comparison is

made between the proposed Closest Energy Matching mechanism and four other

mechanisms to evaluate its performance for both buyers and sellers in terms of energy

traded, EV charge achieved and economic benefit.

• A novel double auction matching mechanism, Closest Energy Matching (CEM),

is developed to match EV owners requiring charging with households selling

surplus solar energy. The matching algorithm benefits both energy producers

and EV owners by maximising the amount of charge EVs receive from renewable

energy and increasing seller profits

• One-to-one matching is enforced as each house is only able to charge a single
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EV, and therefore the quality of the matching has significant impact on the

amount of solar energy a house sells and the charge an EV receives. The CEM

mechanism results in more optimal matchings for houses and EVs during an

auction without any knowledge of future EV energy requests in later timesteps

Chapter 4 - Peer-to-Peer Trading of Impact Tokens for Managing

Network Capacity

The concept of Network Impact Tokens and Phase Impact Tokens are introduced

in this chapter which represent the capacity to accommodate load in the entire

network and on each phase. The P2P trading of these Impact Tokens between

houses in a network is proposed, which allows houses to manage their electricity

consumption and generation while taking into account their impact on the network.

Studies are conducted to evaluate the ability of the proposed P2P trading to increase

EV charging while ensuring that no grid voltage, current or transformer limits are

exceeded.

• The novel Network Impact Token (NIT) and Phase Impact Token (PIT) ap-

proach is introduced to quantify the effects of power generation and consump-

tion on a low-voltage distribution network based on the load capacity of the

network

• Peer-to-peer (P2P) trading of the NITs and PITs is proposed which allows

houses to manage their impact on the network from baseload usage, EV char-

ging, solar energy generation, battery storage and vehicle-to-grid (V2G)

• It is shown that the trading of Impact Tokens ensures that the network does

not exceed its permitted bus voltage, line current or transformer loading limits,

while maintaining privacy and ensuring houses retain significant control over

their own electricity consumption and generation
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Chapter 5 - Determining the Hosting Capacity of Electric Vehicles

This chapter expands on the use of the Network and Phase Impact Tokens introduced

in Chapter 4 by using the concept in order to calculate the maximum penetration of

EVs that could be accommodated within a distribution network given the network’s

voltage, current and power limits. A Monte Carlo simulation is performed to eval-

uate the network’s representative maximum penetration as baseload, EV charging

requirements and solar energy generation varies. The results from the NIT approach

are compared with those generated by an equivalent optimisation problem including

all network constraints for two separate networks, which verifies the accuracy and

validity of the NIT approach. Analysis of one network is completed to show how

the maximum EV hosting capacity is influenced by the amount of installed solar

generation and battery storage, the seasonal effect on baseload and solar generation

as well as the current and power limits of the installed network hardware.

• The NITs and PITs are used as the basis of a novel approach allowing network

operators to calculate the maximum penetration of electric vehicles that can

be accommodated in a network, including the use of solar energy generation,

battery storage and V2G. The NIT approach is verified by an equivalent

Optimisation approach, and is shown to calculate accurate results for two

different networks

• Detailed analysis of the maximum EV penetration of a network is presented,

including the maximum penetration as the amount of installed solar generation

and battery storage varies, the impact of loads and solar generation in Summer

and Winter, in addition to the effect of upgrading the transformer power or

line current limits

Chapter 6 - Conclusion

Chapter 6 offers a conclusion to this thesis by summarising the main challenges,

developed research contributions and key results, and suggests additional extensions
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for future study.
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• Calculating the Maximum Penetration of Electric Vehicles in Distribution Net-
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Chapter 2

Background and Literature

This chapter provides essential background theory around the challenges with electric

vehicle charging, and a thorough examination of current literature on the key topics

tackled by this thesis. This chapter is split into four sections: Section 2.1 provides

a background to the reasons necessitating the switch to zero-emission EVs, current

EV trends, and the basics of EV charging. The structure of the electricity grid is

presented in 2.2, including a derivation of the power flow equations. Smart grids,

distributed energy resources and other technologies are introduced in more detail,

and the impacts of EV charging on the grid are analysed. Section 2.3 explains the

concept of EV smart charging and evaluates the key developments and shortcomings

in current literature. Section 2.4 introduces peer-to-peer (P2P) trading and auction

mechanisms for facilitating trades.

2.1 Background to Electric Vehicle and

Charging Technology and Challenges

This section explores the global climate crisis and the role that transport plays

within it, and examines resultant government policies that are driving the switch to

EVs. A brief overview of EV technology is provided along with discussion about key
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trends within the market, the challenges holding back uptake, and future growth.

Finally, EV charging is introduced and the main technological and behavioural

aspects discussed.

2.1.1 Carbon Emissions, Climate Change and Government

Policy

Increasing evidence of climate change and growing concerns for the future welfare

of our planet are leading calls for faster and more significant action to reduce global

warming. The Intergovernmental Panel on Climate Change’s 2021 Sixth Assessment

Report concluded that it is "unequivocal that human influence has warmed the

atmosphere, ocean and land", with global surface temperatures in the past decade

over 1°C higher than at the end of the 19th century, and that global warming will

exceed 2°C by the end of the 21st century unless significant reductions in emissions

occurs [4].

Emissions of greenhouse gases, such as carbon dioxide (CO2), methane (CH4) and

nitrous oxide (NOx) become trapped in the Earth’s atmosphere, and are widely

attributed as the primary cause of climate change [5]. CO2 emissions have been

rising globally since the industrial revolutions in the 1800s, before peaking in the

UK around 1990 and have since fallen to about 60% of this peak value. However,

global CO2 emissions are still rising in some parts of the world, such as in Asia,

which currently contributes over 55% of total global emissions [6].

With 27% of the UK’s annual CO2 emissions produced by transport, and cars

alone accounting for 15%, it is recognised that the decarbonisation of transport is a

significant factor in tackling carbon emissions [7][8].

While EVs are zero-emission at the point of use, additional electricity generation

is required for their charging, and using non-renewable forms of energy generation

instead results in a shift of emissions from vehicle exhaust pipes to the sites of power

generation. In addition, the extraction and processing of lithium and rare-earth
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metals used in EV batteries and motors has detrimental environmental impacts. Nu-

merous studies have tried to assess the relative environmental impacts of EVs against

internal combustion engine vehicles (ICEVs). A 2021 study by the International

Council on Clean Transportation showed that in Europe, EV life-cycle emissions

are currently 66-69% lower than that of an equivalent ICEV. However, in countries

with a heavier reliance on coal for electricity generation such as India and China,

the reduction in emissions can be as little as 20-45% [9]. The UK is making progress

with the decarbonisation of its electricity generation: in 2000, the UK generated

31% of its electricity from coal, 39% from gas, and only 2% from hydro, wind and

solar, whereas by 2021, this had become <2% from coal, 38% from gas and 37%

from renewables (excluding nuclear) [10]. As renewable energy generation increases,

the switch to EVs will provide greater reductions in emissions.

Ambitious targets have been set to limit climate change. The Paris Agreement,

signed between 196 parties in 2015, is a legally binding international treaty with the

goal of limiting global warming to below 2 degrees through individually agreed goals

and actions [11]. In 2021, the UK set into law the world’s most ambitious climate

change policy, through the Sixth Carbon Budget, with the goal to cut emissions by

78% from 1990 levels by 2035 and achieve net zero by 2050 [12].

To accomplish these goals, a number of policies regulating the use of ICEVs have

been instigated. Low, Ultra Low and Zero Emission Zones have been introduced in

some of the UK’s major cities including London, Oxford, Birmingham and Bath, to

reduce traffic and emissions through a daily charge, and an upcoming ban on the

sale of new ICEVs has been announced. Over 20 countries have announced forms of

limitations or bans on the sale of new ICE vehicles between 2025 and 2040. Norway

has one of the most aggressive strategies for transitioning to EVs, being the first

country to ban the sale of all new petrol and diesel cars from 2025, and has seen

considerable EV uptake, with EVs comprising 54% of new vehicle sales in 2020 [13].

In the UK, a ban on the sale of petrol and diesel vehicles, including hybrids, is in

place from 2030, although the sales of hybrids capable of travelling a "significant"
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distance with zero emissions can continue until 2035 [2].

2.1.2 Introduction to Electric Vehicles

In this thesis, the term electric vehicle refers to fully electric cars, typically parked

at home overnight and used for social, domestic and commuting purposes. While

the electrification of other road vehicles, including motorcycles, commercial vans

and heavy goods vehicles is progressing, these are beyond the scope of this thesis.

Similarly, while other forms of electrification exist, including electrical assistance

(mild hybrid), and vehicles that can travel short distances on electricity alone, with

ICEs for longer journeys (hybrid and plug-in hybrid), only fully electric battery EVs

are considered here, as their lack of ICE makes them completely zero emission.

With a typical battery capacity of 50-120 kWh, EVs can have a range of up to

450 miles [14], although ranges of 220-320 miles are currently most common. EVs

can regain charge through regenerative braking, where by changing the quadrant of

motor operation from I to II, the motor acts as a generator, recharging the battery

and slowing the vehicle through the conversion of kinetic energy, however, dedicated

EV charge points are essential for recharging EV batteries in an appropriate time

frame.

In the UK, car travel accounts for 79% of the 328 billion vehicle miles travelled in

2019 [15], with over 78% of households in the UK owning a car [16], so this represents

the greatest opportunity for transport decarbonisation yet also offers some of the

biggest challenges, opportunities and solutions that can revolutionise the generation

and consumption of energy in future.

The transition to EVs is well underway, with electric vehicles accounting for 11.5% of

all new UK car registrations in 2021, compared to just 0.7% in 2018 [17]. However,

this still represents just 1.2% of the total number of cars on the road [18], showing

that there is still a long road to fully decarbonise transport. With the number of

EVs on the road set to grow exponentially over the coming years, the challenges



2.1. Background to Electric Vehicle and Charging Technology and
Challenges 13

surrounding their implementation and utilisation could be further exacerbated.

Research by Ofgem has shown that 6.5 million UK households (∼25%) plan to buy

an EV or hybrid within the next five years, while 38% say that they would not

consider an EV, primarily as costs are currently perceived to be too high [1]. With

the EV’s battery accounting for around 30% of its total cost, reducing the cost of

batteries is essential to achieving EV affordability and increasing uptake further.

Many experts put the average price of a battery pack to achieve price parity with an

equivalent ICEV at $100/kWh. Between 2010 and 2020, BloombergNEF have found

that the cost of a lithium-ion battery pack has decreased by 89%, from $1,110/kWh

to $137/kWh, with the price of $100/kWh expected to be reached between 2023 and

2024 [19]. In order for the UK to meet its Sixth Carbon Budget emission reduction

obligations, it is estimated that there would need to be at least 23.2 million EVs on

UK roads (55% of all vehicles), and all new vehicle sales must be zero-emission by

2032. To achieve net zero targets by 2050, all 49 million vehicles would have to be

zero emission [20].

Whilst the popularity of EVs is undoubtedly growing, key customer perceptions still

hold back their uptake. Research from Deloitte shows that driving range, lack of

charging infrastructure and time to charge are the greatest concerns for consumers,

accounting for 71% of surveyed consumers’ concerns [3].

EV development is rapidly advancing, and ranges greater than 300 miles are now

common among premium vehicles, with the Mercedes EQS currently offering the

longest range available of 450 miles [14]. However, these quoted ranges are often

optimistic based on real life driving conditions and can be reduced significantly

during cold weather, through the usage of HVAC or at higher motorway speeds

due to increased drag. Whilst a range of 200 miles is sufficient for >94% of daily

company car journeys in the UK [21] (note: this percentage would be even higher

for private vehicle use - only 0.87% of annual car journeys are longer than 100 miles

[22]), there is still hesitancy around EV ranges for longer journeys.
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2.1.3 EV Charging

Rapid development and growth of charging networks is required to sustain higher

penetrations of EVs. The Competition and Markets Authority predict that up to

480,000 public charge points will be needed by 2030, a significant increase on the

25,000 currently installed, and the installation rate of new chargers currently lags

the uptake of EVs [23]. However, it is not only the number of charge points that

must increase to accommodate more EVs. As there are limits on the extent to which

the efficiency of EV drivetrains can be increased, battery capacity must be increased

in order to offer longer ranges, which results in longer charge times or requires more

powerful chargers. Whilst the rate at which EV batteries can be charged is increasing

as the technology develops, rapid charging requires high current and increasing power

demand on the grid: a 350 kW charger draws as much power in one hour as the

average UK house uses in a month. New technologies have to be implemented to

ensure that the electricity supply and distribution infrastructure can manage the

increased power demand, and provide efficient use of resources.

Currently, around 80% of charging takes place at home [24] as EV owners offset the

long charge times by utilising the 10-12 hour window overnight for charging to take

place. This enables smart charging to create more flexibility and provide opportun-

ities to support the grid, for instance, the vehicle could be charged continuously for

that entire period at a low power, or multiple vehicles could be staggered throughout

the night and charge at a higher power when base load demand is lower, whilst still

meeting the owners’ EV battery state of charge (SoC) requirements by morning.

Home charging typically uses a dedicated EV charge point, which can supply 3.6

kW or 7.2 kW single phase AC. The UK Government offers a subsidy of up to 75%

or £350 off the cost of a home charge point to help cover the costs of installation

[25], and has proposed new legislation to ensure that all new houses are fitted with

electric vehicle charge points.

With reduced infrastructure costs and lower electricity rates than at commercial
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charge points, home charging can be the cheapest way of charging an EV, particularly

if renewable energy generated from household solar panels can be utilised, and offers

significant savings over the comparable cost of refuelling an ICEV. Octopus Energy’s

Intelligent tariff offers electricity at just 10 p/kWh (pence per kWh, 1 p = £0.01)

between the hours of 23:30 and 05:30 to encourage EV charging overnight. With the

average annual mileage driven by a car in the UK being 7,400 miles [26], this tariff

has the potential to provide sufficient energy for a years’ driving for less than £250,

less than a fifth of the cost in a comparable petrol or diesel vehicle.

However, home charging is often impractical for many people without access to off-

street parking, or who park in communal car parks. Although 72% of drivers across

the UK have access to off-street parking, this number drops to just 48% in London,

and between 60-65% in other major cities [27]. To counter this issue, a number

of schemes are being trialled to install on-street chargers with minimal disruption

to existing infrastructure. For example, Oxford City Council trialled the ’OxPops’

project in 2019 involving the installation of EV chargers that retract into the street

when not in use to avoid taking up space on pavements [28]. Ubitricity and Siemens

have partnered to install over 1300 charge points across London connected to existing

lampposts, sharing an electricity connection and avoiding taking up additional space

on the street [29].

With over 250,000 private charge points already installed in the UK, sharing these

home charge points can be another good way to ensure sufficient charging infra-

structure and efficient usage for EV drivers. Many home charge points are often

vacant during the day whilst the owner is at work, and are not necessarily used every

night depending on the distance their owner travels. Co Charger [30] is a new app

that allows private charge point owners to share their charge point with their local

community to provide solutions for people who are not able to charge at their home.

EV charging can use either AC or DC power, with AC commonly used for low-

powered single or three-phase charging at home or work, and DC typically used

for high-power rapid charging, and is classified into three modes, depending on the
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power and hardware used. Table 2.1 lists the main charging standards used in the

UK [31].

Mode 2 enables charging from a standard plug socket as a control unit built in to

the charging cable provides the communication signals and protection required by

the EV to charge. However, due to the limited current supplied through a standard

socket, recharge times are too long for many vehicles, but its practicality makes it a

suitable emergency back-up when no dedicated charging points are available. Mode 3

is most commonly used for EV charging, using a dedicated EV charge point to supply

power, with in-built protection and communication to control charging with the EV.

Home charging points have typically used 3.6 kW AC Mode 3 charging, although 7.2

kW home charge points are becoming more common. While few domestic properties

have three-phase connections, 11 kW and 22 kW AC charge points may be found at

commercial and industrial locations.

Despite commonly being referred to as "chargers", an AC charge point does not

charge the EV’s battery directly, but instead controls the supply of energy to the

vehicle’s on-board charger, where power factor correction and AC to DC conversion

takes place before the appropriate current and voltage is supplied to the battery.

Because of this, AC charge points are often named Electric Vehicle Supply Equipment

(EVSE).

Mode 4 uses an external rapid DC charger to supply high power DC direct to an

EV’s battery, bypassing the on-board charger. An external charger allows for larger

AC-DC converters, capable of delivering higher power to the EV battery, resulting

in faster charging.

In both AC and DC charging, the actual power supplied to the EV battery is limited

to the lower value of the power allowed by the EV and the power that the charge

point is able to supply. For instance, an EV with a maximum DC charge rate of 100

kW connected to a 300 kW charger will only charge at a maximum of 100 kW, and

an EV that can accept 11 kW AC but is connected to a 3 kW charge point will only

charge at 3 kW.
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Table 2.1: UK EV Charging Standards

Standard Power Voltage /
Current

Connection

Slow (Mode 2) 3 kW AC 230 V
13 A, 1 ph

Domestic plug socket
through In-Cable Control
& Protection Device to EV
Type 2 socket

Fast (Mode 3) 3.6 kW AC 230 V
16 A, 1 ph

Dedicated EV charge point
to EV Type 2 socket

Fast (Mode 3) 7.2 kW AC 230 V
32 A, 1 ph

Dedicated EV charge point
to EV Type 2 socket

Fast (Mode 3) 11 kW AC 230 V
16 A, 3 ph

Dedicated EV charge point
to EV Type 2 socket

Fast (Mode 3) 22 kW AC 230 V
32 A, 3 ph

Dedicated EV charge point
to EV Type 2 socket

Rapid (Mode 4) 50-500 kW DC <1000 V
500 A

CCS2 connector

A 1 kHz, ± 12 V, pilot signal is used for communication between the EV and

charge point, which enables the EV to communicate its readiness for charging, to

show voltage can be safely applied by the charge point, as well as the charge point

indicating the maximum current that can be supplied [32].

The maximum rate at which an EV can be charged varies with the state-of-charge

(SoC) of the battery. Typically, batteries can be charged the fastest when the SoC

is between 10% and 80%, with the maximum charge rate slowing significantly after

the SoC reaches 80% to avoid exceeding cell voltage safety limits [33]. This is why

the time to charge an EV battery at a rapid charger is often specified from 10%

to 80% SoC, rather than the time to full charge. One of the most commonly used

methods for charging EV batteries is the constant current - constant voltage (CC-

CV) protocol [33]. This involves initially charging the battery at a constant current

whilst the battery voltage increases, before holding the voltage at its peak value

until the current decreases to zero while the battery completes charging. As the
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current decreases during the latter stage of the protocol, this results in longer charge

times, and slower charging at a higher SoC. However, this decrease in charge speed

is most notable when connected to high powered DC chargers, the EV can sustain

the power supplied through AC home charge points for far longer, and as a result,

AC charging is typically modelled as constant power.

2.2 The Grid

This section provides an introduction to the UK’s electricity grid from transmission

to distribution, focussing in detail on the structure of the distribution network.

The power flow equations for analysing the voltage and current within a network

are derived, and the backwards-forwards sweep approach for solving the power

flow problem is presented. As the grid is constantly evolving, some of the future

opportunities and challenges for the grid are presented, and the specific challenges

that EV charging can cause are explored.

2.2.1 Grid Structure

The electrical grid, or network, refers to the interconnected power lines and services

that deliver electricity from where it is generated, to where it is used by consumers.

There are three main aspects of the electrical grid: electricity generation, transmis-

sion and distribution.

Traditionally, electricity has been generated in large, centralised power stations,

using a mixture of natural gas, coal and nuclear, as well as increasing amounts

of wind turbines, solar panels, hydroelectric plants and other renewable forms of

energy. Increasing prevalence of renewable energy generation is also leading to a shift

towards a higher number of generation sites distributed throughout the network,

with smaller generating capacity at each site.
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All generators connected to the electrical grid are synchronised to operate at the

same frequency to ensure that frequency is constant across the country. The nom-

inal frequency in the UK is 50 Hz, with the maximum allowable variation to not

exceed ±1% [34]. Grid frequency is stabilised by matching electricity demand and

generation, if demand exceeds generation the frequency falls, and if generation ex-

ceeds demand the frequency rises. There are approximately 5,400 miles of cable

that form the electricity transmission network in England and Wales. This network,

owned and operated by National Grid, is responsible for transmitting electricity long

distances across the country at high voltages (400 kV and 275 kV) from where it is

produced to substations that reduce the voltage ready for onward distribution [35].

Distribution networks then take the electricity and deliver it at appropriate voltage

to end consumers. There are 8 distribution network operators (DNOs) that own

and manage the distribution networks across the UK, from major distribution lines

down to the individual cables and connections that supply households.

2.2.2 The Distribution Network

The distribution part of the electrical grid is a vast, complex network that encom-

passes all cables and transformers that take three-phase electricity at 132 kV right

down to 230 V for use in residential buildings. In this thesis, it is the final low-voltage

(LV) sections of the distribution network that are analysed.

Unlike the transmission network, where transmission lines form a mesh with closed

loops, the distribution network typically has a radial, or ’tree’ topology [36][37].

Electricity cables (’lines’) connect nodes (’buses’) on the network, to which loads are

connected. A simple five-line, six-bus radial network is shown in Fig. 2.1. Although

the distribution system is a three phase network, only a single line is shown here for

simplicity.

Also, as opposed to a three-phase network with balanced loads, the load in a LV

distribution network is often unbalanced between the three phases, as each household
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Bus 1 Bus 2 Bus 3 Bus 4

Bus 6

Bus 5

Figure 2.1: A simple 6 bus, 5 line radial network

consumer is typically only connected to a single phase. This requires that all three

phases of the network must be analysed to account for all loads in the network

and the effects of voltage sensitivity of a load on the other phases of a network

[38]. The authors of [37] showed that unequal phase loading meant that houses of

different phases at the same location in the network experience different voltages and

even if the voltage has fallen below the minimum threshold in one phase, applying

additional load to another phase can rebalance the network and bring the voltage

back to within acceptable limits.

With the increasing implementation of small-scale solar and other renewable genera-

tion distributed throughout the distribution network, analysis of the network must

also consider the injection of power at buses where these generators are connected.

Typically, distributed generation (DG) can be modelled as either PV or PQ buses

[39]. For a PV bus, the active power and voltage magnitude are known, and the

appropriate reactive power generation and voltage phase angle can be calculated, so

this type of bus is used for traditional generators in a network. With a PQ bus, the

active and reactive power are known, and the generation is modelled as a negative

load, injecting current into the bus [40]. In this thesis, renewable DG is modelled as

a PQ bus.
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2.2.3 Solving Network Power Flow with the

Backward-Forward Sweep

This section presents the power flow equations that are solved with the backward-

forward sweep approach to calculate the values of voltage and current throughout

the network. Power flow analysis is essential for network modelling to ensure that it

operates within its technical limits. In the UK, voltage must remain within the region

of 230 V +10%, -6%, and there will also be thermal limits on the allowable power

through the transformer and line currents to avoid damage to the network [38][41]. As

distribution networks typically carry electricity at a low voltage over short distances,

the short line model can be applied for analysis of the distribution network. This

model is applicable to lines under 80 km long, and allows the shunt capacitance to

be neglected and the resistance and reactance of the line to be modelled as a lumped

load. This means that the impedance of the line is Z = R + jX, where R is the

resistance of the line, X is the reactance and j =
√
−1.

Any network bus, generalised here as bus n, where n > 1, is shown in Figure 2.2.

Bus 1 is the slack bus corresponding to the transformer, and is modelled with no

upstream buses, no current flowing into the bus, no load current, and with a constant,

known voltage. With radial topology, there is a single line into bus n from upstream

in the network (closer to transformer), and D lines connecting to downstream buses

(away from the transformer), where D ≥ 0. Although only a single line is shown,

each line carries 3 phases. The upstream bus is denoted u1, and downstream buses

denoted d1− dD. Voltages at bus n are denoted Vnφ , while currents are given by Inφ
and the load current is given by ILnφ .

For bus n and phase φ of the network, the complex voltage is expressed as:

Vnφ =
∣∣∣Vnφ ∣∣∣ ejθnφ (2.2.1)

where
∣∣∣Vnφ ∣∣∣ is the voltage magnitude, and θnφ is the phase angle. Ohm’s law allows
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ILn

Figure 2.2: Current and impedance diagram for nodal analysis of a
network bus

the voltage drop over a line to be calculated by: .

V = IZ (2.2.2)

Kirchoff’s Current Law (KCL) states that the current flowing into a bus must equal

the current flowing out of the bus:

In = ILn +
D∑
i=1

Idi (2.2.3)

The complex power at node n is given by:

Sn = VnI
L ∗
n = Pn + jQn (2.2.4)

where ∗ denotes the complex conjugate value and Pn, Qn are the active and reactive

load powers at bus n.

The backward-forward sweep is an iterative approach designed for radial networks,

using (2.2.2) - (2.2.4) to calculate values of the voltage and current in the network.

Although a number of iterative approaches exist to solve the power flow, including the



2.2. The Grid 23

Gauss-Seidel method, the Newton Raphson method, fast decoupled power flow and

DC approximation load flow [42], the radial topology of a distribution network, the

relatively high R/X ratio on lines and the three-phase unbalanced nature means that

these methods are not well suited for solving power flow problems in a distribution

network as they will not converge [43]. As a result, the backward-forward sweep is

one of the most popular approaches for solving power flow problems in low-voltage

networks, and is utilised in the remainder of this thesis [44][45].

The three-phase backward-forward sweep is conducted as follows:

1. Initialise voltages at all buses in the network n = 2, 3, ..., N and phases a, b, c as

the voltage at the transformer Vtrans, where here N refers to the total number

of buses in the network.

Vna

Vnb

Vnc


=



Vtrans ∠0°

Vtrans ∠− 120°

Vtrans ∠120°


∀n = 1, 2, . . . , N (2.2.5)

2. Initialise iteration k = 1

3. Calculate the load current ILn for all buses for iteration k, treating distributed

generation as a negative power using (2.2.4). If in the initial iteration (k = 1),

use the assigned voltage from step 1

IL (k)
na

IL (k)
nb

IL (k)
nc


=



((
PLna + jQLna

)
/ V (k−1)

na

)∗
((
PLnb + jQLnb

)
/ V (k−1)

nb

)∗
((
PLnc + jQLnc

)
/ V (k−1)

nc

)∗


∀n = 2, 3, . . . , N (2.2.6)

4. Starting from the most downstream buses of the network, i.e. those furthest

from the transformer, perform the backward sweep to calculate the currents

in the line segment connecting into the bus. This uses the load current at bus
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n calculated in the previous step and the sum of currents leaving the bus from

additional downstream branches to calculate the current flowing into the bus

through (2.2.3). The end buses of the network have no downstream branches,

so the line current calculated here is equal to the load current at the bus.

I(k)
na

I(k)
nb

I(k)
nc


=



IL (k)
na

IL (k)
nb

IL (k)
nc


+



∑D
i=1 Idia

∑D
i=1 Idib

∑D
i=1 Idic


(2.2.7)

where Inφ is the current flowing into bus n in phase φ and Idiφ is the current

flowing from bus n to connecting downstream bus di in phase φ

5. Perform the forward sweep starting from the first bus in the network down

every branch to calculate an updated bus voltage based on the line currents

calculated above. The updated bus voltage at bus n is equal to the voltage

at upstream bus u1 minus the voltage drop over the line segment (2.2.2). The

Z matrix contains the self and mutual impedances of the distribution line

connecting into bus n [43].

V (k)
na

V (k)
nb

V (k)
nc


=



V (k)
u1a

V (k)
u1b

V (k)
u1c


−



Zaa
n Zab

n Zac
n

Zba
n Zbb

n Zbc
n

Zca
n Zcb

n Zcc
n





I(k)
na

I(k)
nb

I(k)
nc


∀n = 2, 3, . . . , N (2.2.8)

6. Calculate the voltage error e(k)
n in the voltages evaluated in (2.2.8) between

iteration k and iteration k − 1 for all phases at every bus. If the voltage error

at any bus is above a desired accuracy threshold ε, increase k = k + 1 and

repeat steps 3-6.

e(k)
n = max

(∣∣∣V (k)
na − V

(k−1)
na

∣∣∣ , ∣∣∣V (k)
nb
− V (k−1)

nb

∣∣∣ , ∣∣∣V (k)
nc − V

(k−1)
nc

∣∣∣) ∀n = 2, 3, . . . , N

(2.2.9)
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e(k)
max = max

(
ek2, e

k
3, . . . , e

k
N

)
(2.2.10)

if e(k)
max ≤ ε → convergence

else repeat steps 3-6.

2.2.4 The Future Grid

The electrical distribution system is rapidly evolving as technology develops and

consumer habits change. Grids are getting smarter, where the flow of both electricity

and data can make the grid more resilient, efficient and enable the implementation

of new technologies such as distributed energy resources (DERs) for small-scale gen-

eration, energy storage and islanded microgrids which operate independently from

the main grid. DERs and microgrids can increase the resilience of the distribution

network through self-sufficiency, with distributed generation and storage, allowing

supply and demand to be balanced on a local basis. Enabled by the extensive mon-

itoring, communication and control networks embedded in a smart grid, households

equipped with DERs, such as rooftop solar photovoltaic (PV) panels, integrated

energy storage and smart appliances can act as both consumers and producers of

energy (prosumers) allowing them to play a more active role in their usage of energy

and interaction with the grid [46].

DNOs are currently undergoing a transition to become Distribution System Oper-

ators (DSOs) to adapt to this new distribution network operational paradigm. To

facilitate the new flexible modes of operation, DSOs must take a more active role

in the monitoring and management of distribution networks on a local level, for

instance through the management of DERs and ensuring that supply and demand

can be balanced [47].

The increasing penetration of distributed renewable generation also causes several

challenges for DSOs to manage. A key challenge with solar and wind generation

is its intermittent nature, as frequent changes in cloud cover and wind speed can

cause significant and unpredictable fluctuations in the power generated on a rapid
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timescale. This can cause a number of problems within the network, including

difficulty balancing supply and demand in small networks and rapid variation in

voltage [48][49]. High penetrations of generation within the network can also cause

issues with reverse power flow or the bus voltage rising above the allowable limit.

This issue can be more severe when the generation is located at the end of long

feeders [50][51], and can often require the curtailment of generation, which wastes

valuable renewable resources or costs the network operator significant amounts of

money in compensation.

A DSO can counter some of the challenges arising from electricity supply and demand

in a smart grid through demand response techniques. Rather than controlling

the supply of energy, demand response, or demand side management, incentivises

consumers to modify their demand profile in response to current grid conditions to

balance supply or manage their impact on the grid [52]. Demand response is often

considered at times of peak load, when the grid may be approaching transformer or

line loading limits to reduce demand on the grid by shifting load to a time of greater

grid capacity or through load shedding. One common demand response technique is

time-of-use (ToU) tariffs, which offer lower electricity rates at times of low average

load, such as overnight, as an incentive for consumers to shift their flexible load

demand, including EV chargers, washing machines and heaters, to these periods

[52][53]. Alternatively, prices can be lowered at times of high renewable generation

to maximise consumption [54], or to prevent transformer overloads [55].

Electric vehicles can also offer a number of services to the grid, both by adjusting

their charging load, but also through vehicle-to-grid (V2G) or vehicle-to-home (V2H),

by discharging their batteries to feed energy back into the grid or to provide power a

building. The large batteries in EVs offer the grid a significant amount of connected

distributed energy storage which can be utilised by the grid for support. As well as

incentivising EV charging away from times of peak load to reduce the impact on the

network, it can also be encouraged at times of high energy supply, particularly from

renewable generation which would otherwise have to be curtailed [56]. For instance,
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some Octopus Energy customers were paid to charge their EVs in May 2020 as a

result of low demand and increasing renewable energy production [57]. Additional

benefits that the charging of EVs can provide will be explored in greater detail in

section 2.3.

The provision of grid services through the discharging of electric vehicle batteries

has been extensively researched in literature and includes uses such as:

• Peak shaving - where the peak load in the grid is reduced through the dischar-

ging of electric vehicle batteries [58]

• Reducing network losses and voltage deviation to increase the permissible

capacity of installed distributed generation [59]

• Primary frequency response services to provide rapid injection of energy into

the grid in the event of a sudden loss of generation to stabilise frequency [60]

• Off-line uninterruptible power supply (UPS) to restore power to a home or

other building in the event of power loss from the main grid [61]

• Providing reactive power compensation - EV charging points can operate at a

leading power factor to inject reactive power to the grid, which can increase

voltage when approaching lower grid limits [62]

2.3 Smart Charging

Despite the benefits that EV charging can offer the network, it also poses a number of

significant challenges that must be overcome in order to successfully accommodate

high penetrations of EVs in the grid, especially if EV charging is uncontrolled.

Uncontrolled charging refers to the scenario where the EV will charge as soon as it is

plugged in, at the maximum possible charge rate until fully charged. The distribution

networks were designed based on the typical load value for consumers, known as the

after-diversity maximum demand (ADMD). A number of studies have shown that
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the ADMD of networks with EV charging can be significantly higher. The 2014/15

My Electric Avenue study showed that even if home charging is limited to 16 A (3.6

kW), the ADMD resulting from uncontrolled EV charging increases from 0.8 kW

to 2 kW at peak times and at least 30% of low voltage (LV) distribution networks

would need upgrading [63]. The Electric Nation Smart Charging Trial found that

the ADMD of a 11 kV feeder could be over 30% higher with EV charging than under

typical winter load, exceeding the network capacity limits. They concluded that

charging an EV is equivalent to adding an additional house to the network [64].

J. Quirós-Tortós et al. analysed the effect of increasing penetrations of EV charging

on the transformer loading, feeder current utilisation factor and voltage violations,

and showed that transformer and feeder utilisation could exceed the thermal limit of

the installed hardware, whilst also increasing the probability and extent of voltage

problems. However, the constraint that limits the implementation of additional

EV charging differed between networks, with some networks experiencing voltage

issues first at high EV penetrations, whereas other networks overload transformers

or lines before experiencing voltage issues [38]. In addition to the above factors, [41]

also considered the impact of EV charging on network losses, showing that a high

penetration of EVs could increase losses by a factor of 5, compared to without EV

charging. Increased loading on distribution transformers can cause overheating in

the transformer, leading to accelerated ageing, and increased costs of maintenance

and replacement [65].

Smart charging describes a wide range of methods for controlling the time, duration

and power of EV charging in an attempt to alleviate the challenges on the network,

and provide greater benefit to EV owners, such as through reduced charging costs.

Since 2019, all UK Government funded EV charge points must feature smart charging

technology, with the ability to be accessed remotely and respond to external signals

[66]. The actual implementation of smart charging can range from simple ToU tariffs

or load balancing for sharing the available power capacity between charge points to

more sophisticated algorithms developed in current literature which benefit the grid
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as well as EVs.

This section contains an exploration of the key concepts of smart charging from

current literature and analysis of the main drawbacks and research opportunities.

2.3.1 Key Concepts

Centralised, Decentralised and Distributed Charging Strategies

The majority of the smart charging algorithms presented in current literature involve

the solving of an optimisation problem to maximise the benefit of the charging

scheme based on information related to the EVs that need to charge, the state

of the network, price signals or other data. The collection and communication of

this data in addition to the computation of the optimisation problem means that

smart charging strategies can typically be classified into three categories: centralised,

decentralised or distributed.

In a centralised system [44], [67]–[70], computation is handled by a single central

processor or server, sometimes referred to as an aggregator. All participants, e.g.

houses or EV charging points, must communicate directly with the central processor

to provide information relating to the EV’s energy requirement, arrival and departure

times or other loads in the network that the processor requires to calculate the

optimal charging schedule for each connected EV, before communicating the results

back to each charge point for the charging to be completed. Centralised systems

have the advantage of perfect information, as the central processor knows everything

about the EVs and grid, so the true optimal solution is calculated. In addition,

they are easy to design and construct, as there only has to be communication

between a charge point and the central controller, so the network can be expanded

without it impacting on the already installed charge points. However, there are a

number of significant disadvantages. In large networks with high numbers of EVs,

solving complex optimisation problems becomes significantly more computationally

challenging, requiring expensive hardware or impractically long computation time,
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and the system architecture with a single central controller means that any issues

with the controller or communication channel can disrupt the entire system. Because

the optimal charging schedule is determined by the central controller, individual

EVs lose autonomy over their charging, and the sharing of information presents a

number of privacy issues [71]–[73].

To overcome the challenges with centralised charging schemes, academic research

has focused on decentralised systems. There are typically two system architectures

considered in decentralised charging literature. The first divides the electrical net-

work or entire set of charging EVs into smaller groups with each group managed

by its own controller, which reduces the problem complexity compared with a fully

centralised system [68], [74]. The controllers of each group can then collaborate to

achieve specific goals on a system-wide scale, so these systems can be considered as

a centralised system within each group, and a decentralised system on the larger

scale when the entire network is considered. The second decentralised structure still

involves communication between each charge point and a central operator, but the

calculation of optimal charge schedule is completed by the charge point, rather than

the operator. This preserves privacy as less data must be shared between charge point

and operator and gives the EV a greater ability to set its own charging schedule. This

is commonly achieved through iterative communication between operator and charge

point, for instance in [36] where EVs transmitted their scheduled charging to the

operator which then calculated a new signal to be broadcast back to the EV charge

points for them to update their charge profiles until there was convergence between

subsequent iterations. Valley filling was achieved in [75] through EVs choosing when

to charge based on a cost signal, which was then updated for the next time step

based on allocated charging load, over time flattening the load. A similar approach

was presented by Xing et al. [76], where a water-filling algorithm was solved by EVs

at each iteration. A multi-agent system is presented in [59], where individual EVs

were managed by vehicle controller agents which interact with aggregating microgrid

aggregator and regional aggregation agents. Vehicle agents respond to a virtual price
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signal corresponding to network load variance and based on the vehicle’s response,

the regional agent updated the price signal for the next iteration. In [77] each EV

chose a start time and reported to the transformer aggregator which sent the total

load to all EVs. In turn each EV was able to update its start time with a round

of communication with the transformer between each update to determine its own

charge schedule in a round-robin manner.

Distributed strategies increase the level of decentralisation even further than those

described above, by removing the central operator and interconnecting every charging

point on the network for communication between all charge points. Charge points

each determine their own optimal charging strategy depending on the behaviour of

the other charge points in the network. There are fewer examples of true distributed

charging schemes, but [65] and [52] do not require any communication so cannot be

classified as either centralised or decentralised. The authors of [65] presented vehicle-

directed smart charging strategies such as the proposed Random-In-Window strategy

which required no outside information as an alternative to centralised schemes to

minimise transformer aging. A fuzzy controller was developed in [52] which received

a ToU price signal, the owners’ EV power requirement and a measurement of grid

voltage as inputs to determine charge rate.

Offline vs Online Methods

Depending on the availability of information and the time at which the problem is

solved, charge scheduling approaches can be classified as either offline or online.

An offline approach means that the charge scheduling takes place in advance of the

charging, with the resulting charge profile then subsequently being implemented [68],

[69], [76], [77]. Full information is required about all EVs and grid base load for the

duration of the charge scheduling in order to calculate the optimal schedule and it

cannot adapt to changes in the planned EV charge schedule or grid load once the

scheduling has taken place. Another form of offline strategy is through day-ahead
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scheduling [73], [78] where day-ahead energy prices can be used to minimise energy

cost, however good knowledge or forecasting ability is required of future demand in

order to utilise such a scheme.

Alternatively, online approaches operate in real-time, with the charge scheduling up-

dating multiple times throughout the considered period to take account of unknown

future load or EV arrivals [67], [70], [74], [75], [79], [80]. Online methods offer the

greatest flexibility as they can adapt to unknown future information and realistically

reflect the real-time knowledge of information in the real-world, but typically do not

provide the same level of optimality that can be achieved in an offline schedule. One

common approach for implementing an online algorithm is through a sliding window

[67], [74], [81], [82], which at each time step calculates the optimal solution for all

time steps within the window based on information known at that point, but only

implements the solution at the next time step, allowing the solution to be updated

later on once additional data is available.

Some approaches attempt to factor in future EV arrivals or power demand that

would affect the charge allocations, such as in [67] or [69] which included expected

arrival times and initial SoC probability distributions in the scheduling which could

be updated later once the EVs had arrived, or through forecasting base load for

planning future time steps [75], [81].

However, a number of studies implementing either offline or online strategies require

knowledge of some information in advance to perform charge scheduling, including

knowledge of future EV arrivals, departures or energy requirements [76], [81], [83]

and knowledge of the grid base load [36], [62], [82], [84]. For instance, in [81] EV

owners were required to submit their arrival and departure times, initial SoC and

desired charge level at the beginning of the control period for any charging they

had planned that day, although small deviations from the submitted plans could

be factored into the online charging stage once the EV had arrived. Both online

and offline stages were implemented in [83], but grid load and EV information were

required ahead of time to perform an offline algorithm to minimise variance between
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network load and a target load profile, before controlling EV charging if required in

real time to ensure the actual load matches the profile generated in the offline stage.

In [84], the base load was assumed to be predictable so that it could be used as a

signal by decentralised EV charge points to coordinate their charging.

Grid Constraints

It is important to consider the impact of scheduled EV charging on the distribution

grid to ensure that none of the technical limits on the network’s operation are violated.

The key limits that are typically considered are transformer apparent power limits,

bus voltage lower and upper bounds and line current capacity which are expressed

through (2.3.1) - (2.3.3).

Str,t ≤ Strmax ∀t ∈ 1 . . . T (2.3.1)

Vmin ≤ Vi,t ≤ Vmax ∀ i ∈ 1 . . . Nbus, t ∈ 1 . . . T (2.3.2)

I linel,t,φ ≤ Imax
l,t,φ ∀ l ∈ L, t ∈ 1 . . . T , φ ∈ 1, 2, 3 (2.3.3)

A number of studies, such as [36], [37], [62], [67], [69], [78], [80], ensured that the grid

limits are not violated by including them as constraints when the charge scheduling

optimisation was computed. This adds significant complexity to the scheduling

computation however, as power flow equations must be solved to calculate the

impact of the charging on the network. In addition, it requires full knowledge of

the network topology and line impedances. Sun et al. [69] calculated voltage and

current sensitivity matrices showing the effect of a change in load at bus j on bus i.

This created a linear power flow approximation that could be used to quantify the

impact of EV charging and ensure that grid limits were not violated. Voltage and

current probabilistic impact indices were presented in [85] as a method for evaluating

the impact of EV charging on the network, requiring less data about the network

than traditional load flow based approaches.

An alternative to constraining the grid limits in the scheduling stage is to implement
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a real-time monitoring and control strategy to detect violations and apply remedial

control actions to return within allowed limits. At each control cycle in [38], voltage,

current and transformer loading data was collected from sensors throughout the

network and if the limits have been violated, the controller calculated the number

of charging EVs that must stop charging in order to rectify the issue. The EVs

that must be disconnected were selected in order of charge time, with those that

have been charging the longest being the first to disconnect. If the demand on the

network later dropped sufficiently such that the measured parameters were below

their limit plus an additional safety margin, EVs could be reconnected, with the EV

with the shortest charging time reconnecting first. A real-time control algorithm

was used to minimise total harmonic distortion (THD) of the current in [86], where

if the system detected the THD has passed an upper limit, EVs were disconnected

in order of the SoC, with the EV with the highest SoC being disconnected first, and

reconnected last. However, such a scheme is challenging to implement, as EVs do

not currently communicate their SoC to the charge point, which is why charge time

is used as a substitute value above. However, as the size of EV batteries can vary

significantly, an EV with a large battery that arrived empty could charge for a long

time but have a lower SoC than an EV that has not been charging long but has a

small battery that was almost fully charged on arrival.

2.3.2 Smart Charging Objectives

This section explores some of the most popular objectives of smart charging al-

gorithms in current literature.

Load Shifting

One of the most commonly implemented objectives for smart charging is load shifting,

such as shifting EV charging load away from times of peak demand, encouraging

valley filling or for tracking a specific load profile. One of the primary uses of load
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shifting is to achieve valley filling, or peak shaving when combined with V2G. The

typical shape of the baseload peaks between 6pm and 10pm in the evening, before

falling to a much lower level, the ’valley’, between 12am and 6am. Valley filling

aims to shift demand from peak times to these morning hours to flatten the overall

demand profile. Figure 2.3 shows the typical load curve and an example of both

valley filling and peak shaving.

Time-of-use (ToU) energy tariffs are one of the simplest strategies for load shifting

[52], [53]. By offering higher electricity prices at times of high load, and lower

prices when demand is expected to be lower, customers are encouraged to alter

their demand to off-peak times to save money, reducing the impact on the network.

However, while consumers are encouraged to wait until the cheaper electricity tariff

starts before charging their EV, there is no incentive to wait until later in the period

of cheaper electricity which leads to a significant and rapid spike in demand at the

start of the cheap ToU period, and can lead to the network being under-utilised at

later hours [53]. To overcome this, Faddel and Mohammed introduced a multi-group

ToU tariff, which split the total group of consumers into multiple smaller subgroups,

which had staggered ToU tariff times [52]. This resulted in the a smaller peak

forming at the start of each ToU period than under the typical ToU tariff as there

were fewer households and therefore less demand in each group.

A more sophisticated approach was used in [59], [74], [75], [87], [88] to overcome

the issue. Firstly, the base load would be predicted for the coming day, and the

value of the load converted to a continuous virtual price signal, with a higher virtual

price at times of high predicted demand, and a lower price at times of low demand.

Solving an optimisation problem where the virtual cost of charging is minimised

resulted in EV charging scheduled at times of lower demand, such as overnight. A

sliding-window was implemented in [74] to adjust the EV charging of a local group

of EVs based on the forecasted baseload and EV load and account for new arrivals in

each time period. If the virtual price signal was regularly updated with the scheduled

EV load, the final load profile could achieve valley filling and also minimise variation
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in load caused by the EV charging, as newly arriving EVs reacted to the updated

signals. This required sufficient numbers of new EVs to arrive between price updates

in order to flatten the load however, else new peaks could occur [75]. Zhang et al.

recognised that if a valley occurred in the afternoon, it may not be filled as cars

arriving ahead of the afternoon valley would instead prioritise charging overnight

when the demand, and therefore the price, was lower. By the time sufficient numbers

of EVs had scheduled their charging overnight to bring the virtual price up to the

same level as the afternoon valley, the afternoon valley may already have passed, or

there is insufficient flexibility in EVs to reschedule charging to that period. As a

result, a weighting must be applied to artificially lower the price of the afternoon

valley to encourage charging in that time [88].

Valley filling increases the number of EVs that can charge without violating grid

limits, and reducing load variance can also make it easier for the power system

operator and distributed generation owners to balance supply and demand within the

system [75]. Liu et al. presented a decentralised approach including grid constraints

using the Shrunken Primal-Dual Subgradient method that achieved valley filling

overnight without violating grid limits [36].

Often, V2G discharging is also modelled so that both valley filling and peak shaving

can be achieved [76], [89], [90]. Peak shaving is accomplished through the discharging

of EV batteries at times of high load to satisfy electricity demand locally, reducing
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the apparent load on the network.

Xie et al. focused on peak shaving and load flattening to completely flatten the load

on the grid between 6pm and 3pm through a centralised, online approach. Fairness

metrics were utilised so that the EVs with highest SoCs partook in the discharging

stage, and were rewarded with higher priority for charging so charged faster than

EVs that did not contribute [90]. Wang et al. presented an agent-based approach

to determine the optimal EV charge profile and DG injection with the objectives

of minimising wasted renewable energy, achieving sufficient EV SoC at departure,

minimising charging cost and load flattening (valley filling + peak shaving) [89]. A

water filling algorithm with V2G and smart charging was presented to achieve load

flattening. With EVs initially discharging at peak times to reduce peak load, the

time that discharging stopped and charging began was calculated to achieve a flat

load throughout both peak and valley periods [76].

An extension to valley filling is load profile tracking, for instance if electricity has

been purchased on a day ahead market and the network operator needs to ensure that

the next-day consumption matches the purchased energy [91]. Rassaei et al. explored

the reshaping of the electricity demand to minimise the cost of buying energy in the

real-time market if consumption did not match the electricity purchased day-ahead

[92].

Other Grid Protection and Ancillary Services

Smart charging can be used to support the grid in a number of different ways, such

as through voltage regulation [44], [52], [93], reducing transformer ageing [65], [75],

[77] and providing reactive power compensation [62].

With high penetration levels of EVs, the voltage drop could exceed grid limits, so

the voltage profile was levelled in [44] by minimising the variance in the deviation

in voltage from the nominal voltage at all nodes. A two stage control strategy

was presented in [93] with centrally managed primary control adjusting the phase
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connection of PV generation and nodes to minimise voltage imbalance and neutral

wire current, and secondary control coordinating EV charging to compensate for

the neutral current. The multi-group ToU tariff presented in [52] also reduced the

voltage drop caused by EV charging, particularly on the more vulnerable downstream

buses. The proposed strategy was also tested in conjunction with shunt capacitors

for providing voltage support, which increased the charge rates of downstream EVs.

Beaude et al. utilised a game theoretic approach to solve a distributed EV charging

problem to minimise a cost function incorporating transformer ageing, energy loss

and EV charging cost [77]. The impact on transformer ageing of a range of vehicle-

directed charging coordination methods were evaluated in [65]. These methods

included uncontrolled charging, ToU tariff, charge by departure and random-in-

window start time. The random-in-window approach resulted in a transformer

ageing factor significantly lower that the other approaches, and only marginally

higher than a centralised smart charging approach. A valley filling strategy was

presented in [75] including a timeslot rejection modification to delay EV charging

if the transformer load limit was exceeded. In addition, a forced cool down period

could limit the power through the transformer to help prevent overheating, which

had a significant impact on reducing loss-of-life.

EV charge points are also able to operate at a non-unity power factor to provide

reactive power compensation to the grid through the consumption or injection of

reactive power, which can increase the number of EVs that can charge in the network

without violating grid limits and reduce charging cost [94], and improves the voltage

profile by reducing deviation at EV nodes [62], [95].

Integration of Renewable Generation

EV smart charging solutions can be used to help support the integration of renew-

able energy by dealing with the intermittency of renewable generation [81], [83],

supporting a higher penetration [59], [96] and maximising self-consumption of re-

newable energy [97], [98]. Bilh et al. presented a method of controlling EV charging
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to minimise the fluctuations in renewable generation. An offline stage was solved

ahead of time to minimise the difference between the predicted load and desired

load profile, with an online stage controlling EV charging to account for fluctuations

and deviation from the desired load profile [83]. A deterministic optimisation was

developed in [81] for controlling EV charging and discharging in the presence of

renewable energy in a microgrid. The optimisation was initially solved using forecast

data for renewable output, but was updated in a real-time sliding window approach

to adjust EV charging and discharging according to the actual output.

An agent-based smart charging and V2G strategy was presented in [59]. The EV

charger aimed to minimise its virtual charging cost by charging at times of lower

demand and higher renewable penetration. In comparison with other charging

approaches, the proposed charging strategy enabled a significantly higher renewable

generation hosting capacity. Xie et al. aimed to calculate the maximum capacity

of renewable DG in a network with the presence of EVs, optimising network loss

as an equivalent to decreasing the load variance which could help increase the DG

penetration [96].

Increasing self-consumption - the amount of energy produced by a distributed gen-

erator that is utilised at source or in the surrounding network - is an important

objective to ensure that renewable energy is not wasted. Van der Meer et al. pro-

posed an Autoregressive Integrated Moving Average (ARIMA) model for forecasting

solar energy generation. A cost minimisation problem encouraged use of produced

renewable energy as the cost is lower [97]. Minimising the cost was also the objective

used in [98] to maximise the consumption of solar energy, as it was cheaper than

consuming energy from the grid. Two terms are used to define the solar energy:

the total energy generated and the energy not consumed. By minimising the solar

energy not consumed, the total cost of charging was also minimised.
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Financial

Minimising cost is an important objective of many smart charging strategies, as

financial benefits for consumers can increase participation in these schemes [55], [67],

[69], [73], [99].

The charging of EVs was scheduled offline using a day-ahead price in [69], with the

optimisation objective to minimise the total charging cost for all EVs taking into

account grid constraints. Uncertainty mitigation was included to take into account

the stochastic and unpredictable nature of EV arrivals and energy requirements,

resulting in better performance than without the mitigation. Antúnez et al. also

considered EV charging and discharging subject to grid constraints with the objective

of minimising the cost of energy provided by the upstream grid. The use of DG and

V2G could reduce the need for energy to be purchased and the cost of operation.

A penalty was included for insufficient EV charge as otherwise providing the EV

with less energy than it required would reduce the cost and hence improve the

optimisation objective [67]. In [73], the total daily cost for energy consumed for

household appliances and EV charging was minimised based on day-ahead prices

received from the network operator. The discharging of EVs allows a number of

other scenarios to be considered: vehicle-to-home (V2H), vehicle-to-grid (V2G),

and vehicle-to-neighbour (V2N). The objective function in [99] also minimised the

cost of energy purchased from the grid to charge and maximised profit from V2G

or V2H. Minimising energy costs for a neighbourhood of smart households was

considered in [55], where the optimisation objective was to minimise the cost of

energy purchased by the smart grid and maximise the profit from selling energy,

subject to transformer limits. A profit driven mechanism was presented in [78] for

an aggregator to maximise profit while consumers minimise their costs. Based on

forecast day-ahead prices, consumers optimised their demand to minimise their cost

and submitted their demand profile to the aggregator. If grid limits could be violated

based on the combined demand profiles, a sliding window rescheduling stage was
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implemented, where the aggregator could offer incentives to consumers in exchange

for modifying their demand.

2.3.3 Maximising EV Penetration in the Distribution

Network

Whilst many of the the smart charging strategies explored above attempt to provide

some benefit to the distribution network, none specifically attempt to evaluate or

maximise the penetration of electric vehicles that can be hosted within the network.

With the high load placed on the network by EVs, it is realistic that many networks

would not be able to cope with an EV penetration of 100% or higher, i.e. every house

has at least one EV to charge. In fact, several of the studies do not even attempt

to constrain grid limits or monitor operation to ensure that the smart charging

strategies can be safely accommodated.

Reducing EV Charging Impact on the Grid

A decentralised fuzzy controller was developed in [100] to minimise the impact of

EV charging by controlling the EV charge current based on grid voltage. The lower

the grid voltage, the greater the reduction applied to the charging current by the

controller to avoid exacerbating voltage issues, unless SoC was extremely low, when

the current was not adjusted to ensure the EV could charge. At times of high

voltage, the charging current could be increased as the increased load would reduce

voltage. If an EV’s SoC was already high, then the charging current should be

decreased so that the available capacity could be utilised by other EVs that had a

lower SoC. Shao et al. attempted to hide the charging of EVs in the network by

setting a load limit on the network equal to the peak demand without EVs to ensure

the original peak load on the network is not exceeded through the addition of EV

charging. The household demand limit could then be maximised such that the sum

of all household loads was equal to the network load limit [101]. Any households
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with power consumption greater than the household demand limit were curtailed,

however such a strategy is less fair on larger households with greater energy demand

as they would be curtailed more regularly. Impact indices for voltage and current

were proposed in [85] to assess the impact of EV charging on the grid. Load flow

data was used to calculate a centralised index for bus voltages and line currents as

a function of base load, EV charging and renewable generation. The impact indices

could be used for monitoring grid operation, forecasting future grid impact and for

scheduling EV charging. However, it was found that only 60-70% of the energy

required for EV charging could be accommodated by the network, the multi-stage

charging process required centralised computation with lots of information sharing,

and the flexibility of EV charging was limited by predetermining charging rate based

on the EV’s SoC.

The Distribution System Loading Margin (DSLM) was used in [102], defined as

the amount of extra load each node could accommodate before grid constraints

were violated. A multi-objective planning problem was formulated to determine the

allocation of public charging stations in order to maximise the extra load capacity for

minimal impact on the network, minimise the cost of charging stations and minimise

EV charging distance. A grid planning tool was presented in [103] which analysed

the hosting capacity of distribution networks based on future forecasting. A Grid

Needs Analysis was performed to evaluate each line and transformer in the network

against the forecast load and generation and network constraints.

Determining the Maximum Allowable EV Penetration

A number of studies explore the determination of the maximum penetration of EVs

that can be charged within a distribution network without violating any operating

limits [70], [95], [104]–[107]

Aravinthan and Jewell used a two-stage approach for scheduling EV charging, with

day ahead and real-time stages that attempted to calculate the optimum and max-

imum numbers of EVs that could be connected to charge at each hour considering
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CO2 emissions and transformer ageing [104]. Two smart charging strategies were

presented in [70] to minimise total cost and peak-to-average ratio (PAR). An iter-

ative approach was taken to determine the maximum EV penetration that could

be accommodated before violating a voltage or load constraint. Results showed

that minimising the PAR achieves load flattening and that the network could ac-

commodate an EV penetration six times higher than through minimising total cost,

showing that the optimisation objective can play a significant role in determining the

maximum permissible EV penetration. A water cycle algorithm was implemented

in [95] with the aim of minimising cost, voltage deviation and PAR. The maximum

penetration of EVs that can be hosted without overloading the transformer was found

when EVs partake only in charging, and when EVs can both charge, discharge and

provide reactive power compensation. It was found the use of V2G could increase

the maximum penetration of EVs from 60% to 80%. Zaidi et al. took a probabilistic

approach to determining the maximum EV penetration. Monte Carlo simulations

were used to account for the stochastic variations of load and EV profiles to produce

cumulative distribution functions for differing EV penetrations. Analysis of these

results enabled the maximum EV penetration to be determined, and the likelihood

of voltage unbalance or under-voltage conditions occurring to be calculated, however

no charge scheduling was attempted to adjust the charging profiles of EVs [105].

For simulations involving complex load flows or multiple Monte Carlo analyses of

stochastic variables, computation time can be a significant limiting factor. Parallel

computing was used in [106] to solve the problem simultaneously on different pro-

cessing cores, which greatly reduced the computational time. A logarithmic search

algorithm was performed to find the maximum penetration of EVs that could be

accommodated within grid limits, which was verified through a power flow study,

but smart charging of EVs was not considered. An alternative approach to max-

imising EV penetration was considered in [108]. The objective function aimed to

maximise the Distribution System Loading Margin (DSLM), a measure of how much

additional EV charging load could be supported by the network, considering both
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uncontrolled and smart charging implementations. The maximum permissible EV

penetration and expected EV charging load profile for uncontrolled charging could

be calculated each hour based on the DSLM using a Monte Carlo simulation. Based

on this profile, an optimisation problem determines the maximum penetration of EVs

with smart charging and reactive power compensation. Carrión et al. considered the

reactive power voltage control that EV charge points could provide and constructed

an optimisation problem to maximise the number of charge points that could sim-

ultaneously operate at peak load subject to network constraints [62]. The hosting

capacity of extremely fast EV chargers was evaluated in [109] against constraints

of voltage and thermal limits at peak load. The amount of additional load that

the network could accommodate was calculated by raising the load at each node in

turn by a set amount and performing a power flow study to determine whether any

grid limits were violated, while all other nodes were held at peak load. While this

would calculate the additional amount of load each node could accommodate above

the peak load, it doesn’t take into consideration additional load at the other nodes,

which means the calculated capacity is only valid while the load at other nodes is

the peak value or lower. A multi-feeder study was conducted in [110], evaluating the

maximum penetration of residential EV charge points that could be simultaneously

operated per phase across the multiple feeders before an under-voltage condition

occurred.

Whilst evaluating the hosting capacity with simultaneous charging at peak load can

provide a worst case scenario, research into smart charging shows that controlling

the charging of EVs can enable significantly more EVs to be accommodated, leading

to an underestimation of the network’s actual EV hosting capacity.

Rather than attempting to calculate the maximum EV penetration, the following

studies maximised the EV hosting capacity. For instance, Shaaban et al. used a

genetic algorithm to plan the optimal location and size of distributed generation

facilities with the aim of maximising the permissible EV penetration level without

violating grid limits. It was shown that the integration of DG could increase the
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permissible EV penetration by up to four times during the worst case scenario at

peak load and all EV chargers operating simultaneously [111]. The concept of the EV

chargeable region - the amount of EV charging load that can be accommodated into

a distribution network - is proposed in [107]. A two-stage approach was considered

where the distribution network cost was minimised in the first stage by optimising

variables of shunt capacitors, chargeable region and distribution network operation,

with the worst case scenario checked in the second stage. Uncontrolled charging was

compared with a price-based charging strategy, which resulted in a slightly higher

allowable penetration, but no smart charging or DG was considered. The authors

of [112] considered both EV charging and DG resources through the simultaneous

estimation of the maximum capacities for EVs and DG in a network. An optimisation

problem maximised installed DG capacity and EV charging demand while minimising

energy loss. The EV charging was aggregator based with each aggregator selecting

a population of EVs of different sizes in order to maximise the permissible charging.

Deng et al. investigated the accommodation capability for EVs in a distribution

network through a two-level optimisation problem. The first level attempted to

maximise the EV capacity in terms of the total EV charging power, while the second

level minimised the network operation costs through the control of DG resources.

The accommodation capacity calculated was measured in MW, so the EV hosting

capacity in terms of the number of vehicles would depend on the actual EV charge

and travel profiles [113]. Interaction between the high voltage and medium voltage

networks was considered in [114] due to the integration of EVs and solar PV. A

scheduling based optimisation problem was formulated to maximise the hosting

capacity of the network for EVs (measured in MW), by optimally utilising available

resources and the flexibility of EVs to increase the number of EVs and PV that could

be supported without violating network constraints. Some studies, including [115]

also calculated the the maximum penetration by iteratively increasing the number

of vehicles in the study until constraints were violated. A year long study was

conducted with at each day an initial number of EVs chosen and an optimisation
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problem solved to maximise the hosting capacity. If a feasible solution was found,

the number of EVs was increased and the process repeated. Repeated over a number

of years, an average hosting capacity could be calculated for each day. The final

Expected Maximum Hosting Capacity was the minimum average daily capacity. This

type of approach can be significantly slower than finding the maximum number as a

single optimisation, as multiple power flow studies or optimisations must be solved

before the maximum penetration is found. In addition, it can be very dependent

on the load profiles selected. For instance, selecting a low number of profiles with

abnormally high load will result in a significantly lower penetration being found than

selecting a higher number of profiles with lower load.

2.3.4 Summary

Significant research has been devoted to the exploration of EV smart charging

with a large focus on the benefits that EV charging can provide to the grid and

consumers, for example through valley filling, supporting higher penetrations of

renewable generation and lowering the cost of charging. However, the penetration

of electric vehicles and the resulting challenges on distribution networks are rapidly

increasing. The benefits that smart charging can offer are irrelevant if the distribution

networks cannot accommodate the charging of a high penetration of electric vehicles.

Some studies have attempted to find the maximum allowable penetration of EVs

that a network can support without violating grid limits, however it has also been

seen that the approach to EV charge scheduling and the integration of renewable

generation and voltage support can have a big impact on the maximum penetration.

Distribution networks will upgrade components over time to improve the performance

and capacity of the network, but this can be expensive and disruptive. There is

limited research into the upgrades to a distribution network that can provide the

greatest increase to EV penetration. Maximising the penetration of electric vehicles

accommodated by a network is a challenging problem, as the number of EVs that
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can charge is affected by all other loads and generation in the network, and therefore

cannot be directly optimised.

As the number of EVs increases and charging demand grows, the additional compu-

tational complexity required to solve smart charging optimisation problems, coupled

with increasing concerns about data protection and privacy is leading to a preference

of decentralised and distributed solutions. However, all optimal solutions result in

the individual EVs giving up some freedom to make their own charging decisions,

particularly in the case of curtailment based strategies. There is little exploration

of the ability to permit EVs to follow their own charging schedule if their impact

can be mitigated, for instance through incentivising another EV to discharge at the

same time.

2.4 Peer-to-Peer Energy Trading

With the increasing deployment of distributed energy resources (DERs), such as

solar PV panels, battery storage and EVs, in addition to the decentralisation of

electricity networks into smart and micro grids, peer-to-peer (P2P) energy trading

is emerging as a key technology for power networks and smart grids.

P2P trading facilitates transactions of small quantities of any sort of item directly

between prosumers in a network, with this section focusing on the trading of electri-

city. Energy producers can sell electricity directly to consumers, who avoid having to

purchase electricity through the electricity supplier or network operator, and some

of the traditional challenges of selling energy back to the grid are avoided, such as

ensuring supply and demand are balanced. A P2P trading system typically consists

of individual consumers and producers of electricity within an electricity network, a

communication network to facilitate communication of available energy and trades

and a market operator to coordinate transactions [116].

Peer-to-peer energy trading can offer a number of financial advantages for parti-

cipants and the network operator as well as giving prosumers greater control over
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how they consume and sell energy. A common issue addressed through P2P trading

is economic dispatch [117], [118], where the trading of energy is used in conjunction

with the control of loads and generation to minimise the overall cost for a micro or

smart grid. It can also result in economic benefits for energy prosumers, as while

energy companies such as E.ON Energy offer just 3 pence per kWh (p/kWh) to pur-

chase energy from consumers through a Smart Export Guarantee (SEG) compared

to their standard selling rate of over 18 p/kWh [119], a P2P trade can be agreed

at a price beneficial to both parties. In addition, P2P trading can reduce the load

on the grid by increasing the consumption and generation of locally sourced energy,

rather than importing electricity from upstream networks.

P2P trading can be conducted in a centralised [117], [120], [121] or distributed

[122]–[126] procedure. In a centralised trading framework, the control of the amount

of energy traded and the price is managed by a central operator to achieve an

overall system objective, whereas in a distributed framework buyers and sellers

operate as individual entities to establish their own trades and prices with each

other. Wang et al. [117] developed a centralised blockchain-based approach to P2P

trading crowd-sourced energy. Sellers and buyers sent energy supply or demand

requests for day-ahead trading to the utility, which solved an optimal power flow

problem on a distribution network to minimise the generator cost function. The

ECO-Trade algorithm was presented in [120] to coordinate P2P energy trading

among households to solve an energy cost optimisation problem whilst ensuring

fairness amongst participants. A Stackelberg Game approach was considered by

[122]–[124] to coordinate P2P trading in a distributed manner. Liu et al. [122]

considered a microgrid operator (MGO) which optimised energy sharing between

solar PV prosumers. The MGO set internal prices for energy trading, and prosumers

acted as followers to determine their energy consumption. Prosumers and the MGO

chose strategies to maximise profit for the MGO and utility for prosumers. In

[123], buyers and sellers in a community microgrid acted on non-cooperative and

Stackelberg Game frameworks to select the trade to maximise their welfare, with
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buyers iteratively selecting a seller to trade with based on submitted energy costs. Liu

et al. also considered a game theory relationship between microgrids for distributed

P2P trading. An iterative non-cooperative game was played among the energy

sellers as they attempted to maximise their profits by selling energy to buyers. The

relationship between buyers and sellers was then modelled as a Stackelberg Game

to achieve equilibrium to determine the optimal pairing of buyers and sellers, and

quantity of energy sold by the sellers [124]. A contract-based approach for energy

trading was considered in [125]. Forward and real-time markets were considered,

where agents could buy and sell energy contracts in the forward market based on

predictions of cost and demand, before meeting their obligations in the real-time

market. At each iteration of the market, each agent was offered a set of contracts by

its neighbours. The objective of the market was to ensure that the agents chose a set

of contracts that they do not wish to alter, through a distributed price adjustment

process. Khorasany et al. [126] presented a distributed approach to maximising

the welfare of all participants in the market. The market clearing problem was

decomposed into local subproblems, which could be solved with limited information

using the primal-dual gradient method. This maintains the privacy of participants

and, by each participant solving their own welfare maximisation problem, the social

welfare of the entire market can also be maximised. Two decentralised matching

strategies to facilitate P2P trading between houses are presented in [127]. The

first strategy matches houses based on their difference between solar generation

and baseload deficit and surplus, while the second approach considers the distance

between houses in the network to improve network efficiency through encouraging

trading between more local houses.

2.4.1 P2P Trading and Network Constraints

One challenge of peer-to-peer energy trading is ensuring that the completed energy

transactions do not cause any of the network’s allowed limits on transformer loading,

line utilisation, node voltages or power loss to be exceeded [116].
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Consideration was given to the protection of the distribution network in [128], with

the impact on the grid of energy transactions quantified using voltage sensitivity

coefficients, power transfer distribution factors and loss sensitivity factors. After

prosumers’ bids and asks were matched in an auction, line loading and voltage was

evaluated throughout the network using the above factors, with prosumers receiving

an updated signal to inform whether they could continue to participate in the

energy trading market without causing grid constraint violations, and an additional

charge was incorporated into the transaction based on the congestion caused on

the network. However, this approach requires real-time network monitoring for the

operator to control trading, as all trades must be approved by the network operator.

Trading between microgrids was analysed in [129]. Based on the outcome from the

trading, the DSO would make adjustments to reconfigure the network topology or

ask microgrids to reduce their power consumption if the network limits would be

exceeded. Yao et al. analysed the trading between prosumers equipped with DERs.

To account for the usage of the network infrastructure, prosumers were charged for

investment and operation costs [130]. The operation costs incentivised transactions

that support the network usage, and penalised unfavourable transactions, through

marginal prices determined from a power flow analysis. These prices take into account

line losses, node voltage limits and power limits. Jia et al. proposed a zero-sum

settlement with a balance cost assigned to participants in the P2P market to account

for any discrepancy in power supply and demand that arose through P2P trading

[131]. A two-level trading problem was presented in [132], with trading between EVs

and charging stations using V2G and renewable energy occurring at the first level,

and then trading of energy between charging stations over the grid in the second level.

The second level trading ensured the network limits are not violated, with the market

clearing function performed by the network operator incorporating the power flow

limits. The network limits were managed in [133] through the introduction of nodal

agents. Each nodal agent performed energy management at its node of the network,

and was responsible for voltage limits at the node and line current limits in adjacent
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lines. However, this approach required each house to monitor the voltage and current

at its node of the network in order to solve an optimal power flow problem. Feng et

al. used sensitivity analysis to analyse the impact of P2P energy transactions on the

network. The voltage sensitivity and power loss sensitivity resulting from a change

in load was incorporated into the decentralised market clearing function to ensure

the network limits are not violated. P2P trading between charging EVs and DERs

was proposed by Yang et al. [134]. Two markets were implemented, an hour ahead

market, which included constraints on all network limits, and a 5-minute real-time

market, with both markets cleared using a decentralised approach.

While these works ensure that the network limits are not exceeded, all the above

approaches require complex implementation. Network monitoring is required for the

network operator or individual houses to have real-time knowledge of the voltages

and currents in order to be able to solve power-flow based clearing mechanisms, or

require the network operator to influence the actual P2P market in order to ensure

that no network limits are exceeded.

2.4.2 Facilitating Peer-to-Peer Trading Through Auctions

Auctions are a popular method of facilitating P2P energy trading, and offer prosumers

the ability to set their desired bid and ask prices, quantity of energy traded and

participation.

The main types of auction structure include the forward auction, reverse auction

and double auction. The forward auction can be considered the classic auction,

where multiple buyers make bids to attempt to win the item from a single seller,

typically with the buyer who bids the highest winning the goods. These types of

auctions are common in markets with high demand and low supply, as the buyer-led

approach gives power to the seller and will drive the price up, resulting in greater

benefit for the seller. In a reverse auction, a single buyer wishes to buy a good

or service offered by multiple sellers. Sellers present offers, herein referred to as
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asks, for the price they would like to receive for the item. In response to other

sellers in the market, a seller may lower its ask to drive the price down in hope

of being picked by the buyer until a floor is reached at the minimum price a seller

is willing to receive. This type of auction gives greater power to the buyer and

results in a lower cost. The third common auction structure is the double auction,

between multiple buyers and multiple sellers, where both buyers and sellers submit

bid and ask prices, respectively [118], [135]–[140]. The submitted bids and asks form

demand and supply curves based on price and quantity. The intersection point of

these curves determines the quantity sold and the market clearing price, as shown

in Figure 2.4 [118], [137]. At the end of the auction, buyers and sellers must be

matched to determine the participants in each trade. In a classic double auction,

buyers and sellers are typically matched according to price, where the highest bidder

trades with the seller with the lowest ask [135], [140], until such time that there are

no longer any bids higher than asks. This point is reached at the intersection of the

demand and supply curves, and the dotted lines in Figure 2.4 signify the auction

clearing price (y axis) and clearing quantity (x axis), which are the price at which

trades occur and the total volume of items sold, respectively.
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Figure 2.4: Example supply and demand curves constructed from
double auction bids and asks. The dotted lines show
the auction clearing price and clearing quantity

Auctions can also be classified as single-unit, or multi-unit. A single-unit auction is

one where the buyers are bidding for a single item, such as a defined block of energy.
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The winning buyer receives the single item from the seller. A multi-unit auction

occurs when a seller has a higher quantity of an item to sell, and buyers also wish

to purchase more than just a single unit. An example of a multi-unit auction would

be the stock market, where a seller owns a number of shares Sshares and a buyer

wishes to purchase quantity Dshares. Multi-unit auctions can be further classified in

terms of the matching of multiple buyers and sellers into one-to-one, one-to-many,

many-to-one and many-to-many matchings [141]. A one-to-one matching auction

is where each buyer/seller only trades with a single seller/buyer. A one-to-many

matching is the matching of a single buyer with multiple sellers. For instance, the

buyer who bids the highest is first matched with the seller with the lowest ask. If

this seller is unable to fulfil the buyers’ demand, the buyer is then matched with

subsequent sellers until the demand is fulfilled. The many-to-one matching is the

reverse of this, where multiple buyers are able to match with the same seller. If a

seller has a large quantity of an item for sale, then multiple buyers can trade before

the supply is consumed. A many-to-many matching deals with the scenario where

certain buyers will have demand greater than a single sellers’ supply, and where

some sellers with have greater supply than demand.

A key concept in auction theory is the idea of the participants’ private valuations

for the item in the auction, which are known only to the individual buyer or seller.

A buyers’ private valuation vb is the highest price that the buyer is willing to pay

for the item, whereas the sellers’ private valuation vs is the lowest price that the

seller is willing to receive [138]. Buyers and sellers wish to maximise the gain they

receive from the auction, which is the difference between their valuation and the

actual trade price. A buyer would not bid in excess of their private valuation, and

a seller would not ask for less than theirs to avoid receiving negative gain from the

trade. However, buyers and sellers may bid dishonestly and bid a value that differs

from their private valuation if they believe that this can maximise the gain they

receive from the auction.

The method for determining which buyer and seller trade with each other in a double
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auction is known as the auction matching mechanism. The key properties [138], [142]

considered when evaluating a mechanism are:

• Individual Rationality - no participant should be negatively affected by

taking part in the auction. Significantly, the price paid by a buyer should be

at most equal to their private valuation πtrade ≤ vb, and the price received by

a seller should at least exceed their private valuation πtrade ≥ vs

• Budget Balance - A strong balanced budget occurs if the auctioneer neither

makes nor loses money as a result of the trades, that is the price paid by buyers

is equal to the income received by sellers. A weak balanced budget relaxes this

to state that the auctioneer should not lose money as a result of the trades,

but can gain money.

• Truthfulness - The dominant strategy for buyers and sellers to take in a

truthful auction is to bid and ask their true private valuations. The gain from

the auction is lower when not bidding truthfully.

• Economic Efficiency - The trades made in the auction should maximise the

utility of the participants and result in items purchased by buyers with the

highest valuations.

As stated above, the traditional matching mechanism in a double auction is to

order the bids from high to low, and order the asks from low to high, and the

breakeven index k can be found at the intersection of demand and supply where

there are no more bids that exceed the price of remaining asks. The first trade is

between highest bidder and lowest asker at the market clearing price, the second

trade is between the second-highest bidder and second-lowest asker, and final trade

is between the kth bidder and kth asker. This can be applied in single-item and

multi-item auctions, and with one-to-one and many-to-one matchings. In a multi-

item, many-to-one auction, the highest bidder will trade with as many sellers as

required to fulfil their demand, starting with the seller with the lowest ask price
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and working their way through sellers in increasing ask price order until they have

fulfilled their order. However, this mechanism does not result in truthful bidding

as the kth bidder and seller have an incentive to alter their bid and ask prices to

improve their utility as their trade sets the auction price. If buyer k changes its bid

πbid,knew such that πbidk+1 ≤ πbid,knew ≤ πbidk , they will remain the kth highest bidder

and still participate in the auction but would trade at a lower price, hence increasing

their utility. This mechanism can be made truthful by only allowing the first k − 1

buyers and sellers to trade at a price determined by the kth buyer and seller, so none

of the first k − 1 participants have an incentive to misreport their price as it has

no impact on the auction trade price. An extension on this is McAfee’s mechanism

[143] which will allow the first k buyers and sellers to trade if the trade price πtrade

determined by the k + 1 bid and ask is in the range between πaskk ≤ πtrade ≤ πbidk ,

where πtrade = 1
2

(
πaskk+1 + πbidk+1

)
. If the average price is outside of this range,

then only the first k − 1 participants can trade, with buyers paying price πbidk , and

sellers receiving price πaskk , leading to a weakly budget-balanced auction where the

auctioneer receives profit of Profitauctioneer = (k − 1) · (πbidk − πaskk). However, there

are also many other mechanisms for matching buyers and sellers. The Vickrey sealed

bid mechanism [138], [144] can facilitate truthful bids, as the highest bidder wins

the auction but pays second highest bid price. In [145], the difference between bid

prices and market price was calculated, with the smaller the difference resulting

in the higher the priority to trade, rewarding buyers who bid truthfully at market

price. Kan et al. [139] determined trades through a combination of cost and the

percentage of EV’s energy need fulfilled, whereas [136] used a day-ahead auction with

the goal of minimising impact on the grid through charging and discharging EVs. An

Average Price Mechanism was compared with trading at the market clearing price

in [138], the authors concluding that the Average Price Mechanism allowed more

participants to trade. Rana et al. [146] considered auction matching mechanisms

for P2P energy trading among EVs (V2V). They focused on a cloud-based server

for communication between EVs, and considered the amount of energy each EV has
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initially when determining the matching through a value known as the aspiration

rate. The auction matching mechanism aimed for greater profit for all participants,

and the matching of EVs was determined optimal if the sum of the gain (difference

between bid and asks) was maximised.

2.4.3 Peer-to-Peer Trading with Electric Vehicles and

Renewable Energy

EVs can also utilise P2P networks for the trading of energy. EVs with surplus energy

in their batteries can sell energy directly to other EVs that require charging (V2V)

[137], [139], [146], [147]. A double auction was implemented in [139] to allow multiple

EVs to trade with each other through the discharging and charging of their batteries.

Each EV traded to maximise their utility, with charging vehicles attempting to

maximise their energy, and discharging EVs attempting to minimise their cost. Li et

al. [137] also considered a multi-unit double auction approach in a parking lot for EVs

to trade energy between themselves. Rana et al. [146] proposed a cooperative game

to match charging EVs with discharging EVs to maximise social welfare, through a

combination of bid prices and aspiration rates in order to minimise the sharing of

private information. Liu et al. introduced a smart contract based reverse auction

for EVs to trade energy between themselves at charging stations [147]. The energy

stored in EV batteries can also be sold to the grid, for instance in [148], EVs acted

as either buyers or sellers of energy with the grid, with the aim of regulating voltage

deviations. The EVs submitted both bids and asks, with an auctioneer choosing

which offer to accept. Another key implementation of P2P energy trading is for

facilitating EV charging, where EVs can purchase energy to charge their batteries

directly from distributed energy producers. Smart charging of EVs was considered

in [87], where contracts were negotiated between EVs and aggregators to coordinate

EV charging in a way that is beneficial to the grid. The aggregator attempts to

maximise profits and, with the cost set as a function of base load, also resulted in
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flattening of the total grid load. A multi-agent system was proposed in [149], where

a local scheduling agent could optimise control of energy resources in the network,

taking into account grid constraints. If there was an energy deficit, the additional

energy could be procured through P2P trading. Buyers and sellers could negotiate

temporary contracts for the sale and purchase of energy, including the ability to

renegotiate the price.

P2P trading of surplus solar energy was covered in [121], [144], [150], [151]. In

[121] prosumers could sell or buy solar energy depending on their net power. When

purchasing energy, buyers looked to minimise their cost, and when selling energy,

maximise their profit. A bi-level programming model was implemented, with the first

stage determining an internal price for each prosumer depending on whether they are

buying or selling energy in the time slot, and the second stage to maximise the benefit

of all prosumers. The trading price of the surplus solar energy was calculated from

the supply and demand ratio (SDR) in the market. In [150], PV owners submitted

asks as they attempted to sell their surplus energy to flexible load users, such as EVs.

The market mechanism aimed to maximise the PV revenue, taking into account the

revenue from energy sold, positive deviation sold and reducing the costs of negative

deviation. The PV offers were ranked low to high, and loads were matched with PV

owners until there is no unmatched load remaining, with buyers paying the PV ask

price. The uncertainty in solar PV forecasting was considered, with the proposed

P2P system capable of consuming more PV energy locally than traditional market

methods. Doan et al. presented a P2P system for houses with surplus solar energy

production to sell energy to houses requiring energy, rather than selling energy with

the main grid, with a blockchain implementation for preserving participant privacy

[151].

In many energy auction studies, a seller is able to provide energy to multiple buyers,

or a buyer is able to purchase energy from multiple sellers, simultaneously. However,

in certain trading scenarios, the resources available do not cater to this. For instance,

Schürmann et al. considered the limited availability of on-street charging for EVs
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through incentivising cooperative handovers to encourage better utilisation of char-

ging points, for instance in ensuring that charging points were vacated once the EV

is fully charged [152]. The limited availability of parking spaces for EVs was also

considered in [153] and [154]. Both used auction mechanisms with a limitation on the

number of EVs that win in the auction to match the available resources (number of

parking spots and charge points). In [154] and [155] the amount of energy available

to a buyer was also limited. The energy available to each buyer was determined by

the total energy available minus the amount requested by buyers offering a higher bid

price. A blockchain-based auction system was presented in [144], where sellers offer a

block of energy for sale via a blockchain platform. Unlike many other auction based

energy trading studies, this was a forward auction rather than a double auction, as

multiple buyers bid on individual items, in this case a block of energy, and under

the Vickrey model, the highest bidder won the auction but paid the second-highest

bid price, ensuring truthful bidding. In these works, the priority of obtaining the

desired resource was based upon the bid price, with a higher bid price increasing the

likelihood of trading the desired quantity of the resource.

2.4.4 Summary

Peer-to-peer trading is an important technology for the future implementation of

smart grids, allowing greater implementation of distributed generation, less reliance

on upstream parts of the network to provide power and additional financial benefits

for participants. EVs can benefit from P2P energy trading to increase the amount of

renewable energy consumed, to lower their charging costs or to sell surplus energy to

houses or other EVs through V2G for a profit. Double auctions are a popular way to

facilitate trading, giving participants greater autonomy over how much energy they

trade and the price they are willing to pay or receive for it. However, the auction

matching mechanism is an important tool for ensuring that the available resources

are efficiently allocated and that buyers and sellers are not disadvantaged and must

be given special consideration to ensure that the market objectives are achieved.
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However, few existing studies explore the scenario where there is insufficient energy

to meet all buyers demand in detail and the resulting complexity of designing the

mechanism for maximising the benefit of all participants combined, versus prioritising

the highest bidders. A number of existing P2P studies allow many-to-one matching

in order to meet the needs of the highest bidder, but less attention is given to one-to-

one matchings in continuous auctions. One-to-one matchings are an important class

of auction, for example when the trade includes items that are geographically or

time limited, where it is not possible to trade with multiple sellers, or in the energy

market if selling energy produced by one distributed generator to another buyer

through the grid could cause violation of grid limits, the energy could be consumed

by an EV locally without violating the limits. One-to-one matching also introduces a

number of interesting challenges for the matching mechanism that are not present in

many-to-one and many-to-many matchings. The matching mechanism has to make

the optimal choices for buyers and sellers based on the information known in the

auction at the current time, without future knowledge of any new participants that

could join the auction at a future time that would enable a higher utility for the

participants, and to take into consideration that if the matched seller is unable to

provide the quantity demanded by the buyer, then the buyer has no ability to get

their deficit from another seller. The sale of solar energy is a particularly interesting

case in this scenario as the generation is time-sensitive, for instance a seller may

question if it is better to sell a small amount of energy straight away with lower

chance of selling more later, or to wait and waste the solar energy produced until a

consumer arrives looking to purchase a larger quantity of energy.

2.5 Conclusion

This chapter has presented an introduction to the transition toward zero emission

vehicles, electric vehicle charging and the structure of low-voltage distribution net-

works, along with the backward-forward sweep power flow equations for analysing
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the network. Current literature covering a broad range of topics within EV smart

charging and peer-to-peer energy trading was then evaluated.

A significant amount of research on EV charging has focussed on the benefits that

EVs can provide to the grid through smart charging, such as by peak shaving,

valley filling or managing voltage levels. The key motivation behind these smart

charging services is to reduce the impact of EV charging on the network, therefore

increasing the number of EVs that the network can accommodate. Load shifting

manages transformer loading and prevents the network from exceeding any power

limits, however many of these studies do not include network voltage or current

constraints, which are necessary to ensure that the EV charging can be successfully

accommodated by the network. Where considered, the inclusion of voltage and

current limits has typically been implemented either through power flow equations

incorporated into the optimisation problem, or through real-time network monitoring.

However, both approaches have significant drawbacks that limit their real-world

implementation. Power flow based optimisations add significant computational

complexity to the problem, and often require knowledge of all loads and generation

throughout the network in order to compute the problem. This level of knowledge

is unrealistic in a real-world application, as the required sharing of private load

information would be prohibitive. Real-time monitoring requires the deployment of

voltage and current sensors throughout the network in order to communicate the

voltage and current values at all buses and lines in the network to the EV charging

controller.

Increasing deployment of distributed energy resources including solar PV generation,

home battery storage, vehicle-to-load (V2L) and vehicle-to-grid (V2G) can enhance

EV charging by adding additional energy flexibility, offsetting increased charging

load and furthering the decarbonisation of transport by supplying renewable energy

for EV charging. Challenges surround maximising the consumption of generated

renewable energy, dealing with generation intermittency and discrepancy between

predicted and actual generation. By maximising the utilisation of renewable energy,
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the benefit to EV charging can be maximised, and the hosting capacity of EVs

increased.

In addition to ensuring that EV charging can be accommodated by the network

while remaining within permitted voltage, current and power limits, there is a

significant amount of research into calculating the maximum EV penetration that

can be accommodated. This provides an analytical tool for network operators to

assess the readiness of their networks for increasing numbers of EVs, and enables

analysis of potential network upgrades and how the EV hosting capacity is affected.

However, there is very little research on calculating the EV hosting capacity with

the inclusion of DERs, which can be managed in order to increase the number of

EVs that a network can accommodate.

The maximum EV hosting capacity requires optimal usage of all energy resources in

order to be accommodated within the network, which can only be realised through

a centralised control algorithm with control of all DERs. However, this results in a

significant loss of autonomy for each house, who relinquish control over their energy

generation and consumption, requires high levels of communication and privacy

sharing, and leads to vastly increased computational complexity for large networks

or complex optimisation algorithms. Therefore, with the increasing numbers of

prosumers in modern distribution networks, alternative DER management strategies

are required in order to support the network operation while also benefiting the

individual prosumers. Peer-to-peer trading strategies offer a compelling decentralised

option to support the management of DERs between houses in a network by hosting

a market-based platform allowing houses with surplus renewable energy to sell this

energy to other houses who wish to consume power. With a free market, such

as through a double auction, houses can solve a cost-based optimisation problem

in order to determine the optimal usage of their DERs, and whether to consume

or sell generated energy by submitting bids and asks for their energy. However,

a major issue with P2P trading is ensuring that the agreed energy trades do not

violate any of the network voltage, current or power limits, and maximising the
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benefit that can be achieved through the market. While a number of studies have

included these limits into P2P trading, the same issues occur as with the inclusion

into smart charging. There has been very little consideration of unorthodox P2P

trading approaches that can offer the primary benefits of P2P trading to network

operation and prosumer energy management, while providing simpler integration of

network operation constraints.

In conclusion, there are still significant unsolved challenges with regards to the

management of DERs for maximising EV charging, while promoting the autonomy of

individual prosumers, supporting network operation and offering solutions conducive

to real-world implementation.



Chapter 3

Closest Energy Matching

Mechanism

Chapter Summary

The concept of matching EVs with vacant house charge points is introduced in

this chapter to provide visiting EVs with charging solutions while maximising the

consumption of solar energy produced by each house. This problem is presented

through a peer-to-peer trading scenario and five auction matching mechanisms are

compared, including the proposed novel Closest Energy Matching (CEM) to evaluate

their performance in terms of the utilisation of renewable energy for EV charging.

The proposed CEM mechanism is shown to perform better than the alternative

matching mechanisms, facilitating a greater proportion of EV charging from renew-

able energy, reducing charging costs to EVs while increasing the consumption of

generated renewable energy and profits for sellers.

3.1 Introduction

As the uptake of electric vehicles increases, charge point availability and driving

range are still among the top concerns of potential EV buyers. Around 80% of EV
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charging currently takes place at home, typically in the evening and overnight once

EV owners have returned from work, meaning that there are already significant

numbers of under-utilised private charge points, which will only increase as more

people transition from ICEV to EV ownership [24]. Although currently around 90%

of EV owners have access to private charge points at home or work, 43% of current

car owners do not have a driveway or access to a private charger which will cause

challenges for EV charging as the transition concludes [156]. These home charge

points are often vacant during the day, with their house’s EV parked elsewhere, such

as at work. There is an emerging market for houses to allow visiting EVs to utilise

their vacant charge points during the day, which can solve many of the challenges that

EV drivers currently face. Introducing a reservation system for private charge points

would alleviate EV owners’ concerns over charge point availability, especially when

travelling to a new location as public charge points cannot be booked. In addition,

allowing other EVs to use private charge points would provide parking for visiting

EVs, helping to alleviate parking and congestion difficulties. Distributed Energy

Resources (DERs) such as residential solar panels are becoming increasingly popular

as houses attempt to reduce their carbon footprint and energy bills. However, the

times of peak solar generation typically coincide with lower baseload energy demand,

and to maximise the benefit of the PV system, a house would ideally look to sell

the energy to consumers at these times, such as visiting EVs, or store it in on-site

batteries. The development of P2P trading provides a perfect platform for the

implementation of such a charge point and solar energy sharing proposal. This

can help increase self-consumption of its solar energy to avoid the need for battery

storage, wasting renewable energy, or having to sell it through the local grid which

can be problematic in residential distribution networks at times of low demand and

high PV production. Commercial solutions already exist for facilitating the sharing

of private parking spaces, including JustPark [157], YourParkingSpace [158] and

Park on My Drive [159], and the sharing of private EV charge points through Co

Charger [30] and Zapmap [160]. This chapter proposes an extension to these existing
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schemes, combining the sharing of private parking spaces and EV charge points with

surplus renewable energy generation, and providing a competitive, market-based

approach and improved matching mechanisms to determine the optimal pairings of

visiting EV and house charge point.

This study considers a scenario where a house or small-business, etc. (hereafter

just referred to as houses), wishes to sell surplus solar energy produced by solar

PV panels mounted on their building to a visiting EV that requires charging. It is

assumed that the house owns their own EV and has a vacant EV charging point

during the day for the visiting EV to use. A double auction platform is designed to

host the P2P trading system, where houses can submit asks to sell their surplus solar

energy and visiting EVs can submit bids to purchase this energy. In the auction,

the winning houses will provide the winning EVs with a guaranteed parking space,

EV charging point and the agreed amount of solar energy in exchange for the price

determined from the bid and ask prices. Each EV can only trade with a single house

as it is assumed that the EV would not want to relocate during the day, and as

each house only has a single charging point, they can only charge one EV at any

given time. In line with existing work, our auction ensures that participants are no

worse off through participation in the auction, and buyers and sellers are free to

individually determine their own bid and ask prices based on their own preferences.

The primary contributions of this work are as follows:

1. Unlike many existing pieces of literature that assume that there is sufficient

energy to ensure all EVs are able to fully charge, this study examines the

scenario where there may be insufficient energy to complete all EV charging

demands, and explores auction matching mechanisms that aim to maximise

the amount of charge all EVs receive.

2. Electricity produced by house solar panels is fed directly to the house’s charge

point to charge the EV, rather than sold and distributed through the grid. This

reduces system complexity and power issues resulting from the charging of EVs
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or injection of DER-produced energy. Focusing on increasing the EV charge

aids decarbonisation by increasing the amount of solar energy consumed.

3. One-to-one matching of EVs and houses is enforced to explore the effectiveness

of different auction mechanisms for EV energy auctions under the scenario

of limited solar energy and imperfect online information regarding the future

needs of EVs. One-to-one matching is chosen for this paper because most

houses have only a single EV charge point, meaning they can charge only one

EV at a time, and in addition, house PV arrays may not generate sufficient

energy to fully charge one EV, and are unlikely to have sufficient surplus solar

energy to trade with multiple EVs. One-to-one matching is an interesting

scenario to analyse as it increases the importance of the decisions made in a

real-time auction matching mechanism with incomplete information.

4. A novel double auction mechanism, Closest Energy Matching (CEM), is pro-

posed which aims to maximise the amount of charge EVs receive from solar

energy, reduce the grid energy required for charging, reduce the EV’s cost to

charge and increase the profit made by sellers. The proposed CEM mechanism

is described along with four other mechanisms in Section 3.2. Section 3.4 ex-

plains the case study used and the performance results for each of the presented

auction mechanisms, showing that the Closest Energy Matching mechanism

results in higher solar consumption, greater EV charge, increased revenue for

houses, lower costs for EVs and a significant reduction in grid energy required

to fully charge all EVs.

3.2 Double Auction Matching Mechanisms

The auction mechanisms presented in this chapter are based on the double auction

premise: buyers submit a bid consisting of the price in p/kWh (1p = £0.01) that

they are willing to pay for the energy, along with their departure time and amount of
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energy requested in kWh; sellers submit an ask price in p/kWh and a vector of their

predicted surplus energy available to sell throughout the day. The purpose of the

auction matching mechanism is to match bids with asks to determine which buyers

and sellers trade together. The mechanism should satisfy individual rationality

(the participants are no worse off through participation in the auction), achieve a

strong balanced budget (the auctioneer neither gains nor loses money as a result

of a matching), and attempt to satisfy economic efficiency (maximise total social

welfare). A major factor of the auction used in this scenario is that each buyer

wishes to acquire a certain quantity of energy and each seller has a different amount

of finite energy available. In addition, each buyer(seller) is only able to trade with

a single seller(buyer). As a result, the sellers are non-homogeneous - the choice of

seller affects both trade price and energy quantity - so the auction mechanism must

take both price and energy quantity into account during the matching.

The objective of a buyer is to purchase their desired quantity of energy from a seller

at the lowest possible total cost, while a seller aims to maximise the amount of

energy they can sell and the price they receive for it. As the total cost/income is

prioritised rather than the trade price, a house can achieve higher profit by selling a

greater quantity of energy at a lower trade price than selling less energy at a higher

trade price. Similarly, if it is assumed that the buying EVs will have to charge from

the grid at a higher price if they are unable to purchase all their required energy

from their matched house, then an EV that can purchase all of its required energy

at a slightly higher trade price can have a lower total cost than an EV that was

only able to obtain a portion of its required energy, even if it traded at a slightly

lower price. With the purpose of this thesis to evaluate how renewable energy can

improve EV charging, the primary objective that these markets are evaluated by is to

maximise the amount of EV charging completed using solar energy. Therefore, unlike

traditional double auctions that prioritise economic efficiency, where the goods are

won by the buyers that value them the most, mechanisms 3-5 remove the constraint

that only participants to the left of the supply and demand curve intersection can
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trade, allowing any buyer to trade with any seller as long as their bid price is

greater than the seller’s ask price. This enables the market clearing mechanism

to prioritise alternative objectives, with the overall goal of maximising participant

welfare through increased EV charging.

In all of the tested mechanisms, the auction runs every 15 minutes. If the EV owner

requires energy and is not already charging, they will submit their bid price and

quantity of energy required. Similarly, if the house has surplus energy available and is

not currently charging another EV, they can submit an ask price and their predicted

surplus energy profile. Privacy issues are an important consideration with P2P

trading systems for EVs. Buyers and sellers must submit private information relating

to their energy demand and supply profiles, EV energy needs and driving patterns.

The auction mechanisms presented in this chapter utilise a sealed-bid system, where

the private information regarding the EVs and houses (energy profiles, departure

times) is only visible to the auctioneer that conducts the matching mechanism.

In addition, each buyer and seller are identified by a unique ID number which

preserves privacy during the auction process. Once the auction matching process is

complete, the private information of a house’s location or EV information can be

communicated directly with the matched buyer and seller, respectively. Although

not within the scope of this work, the auction mechanism can be combined with

a blockchain implementation, such as in [139], [140], [161]. Public-key encryption

and the blockchain consensus procedure is used in [140] to validate transactions and

discard any transactions created by dishonest partners within the network. Smart

contracts are also used to deal with discrepancies between energy awarded in the

auction and energy actually traded. A consortium blockchain is used in [139] to allow

permitted aggregators to verify the energy trades. Public/private key encryption

is again used to mask real identities and ensure all messages and transactions are

legitimate. The authors of [161] present a privacy-preserving algorithm through the

encryption of bids, with matching taking place over the blockchain through a smart

contract and the masking of the identities of participants.
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PV production and the house’s energy requirement are assumed to be predictable,

and therefore the house is able to broadcast their profile of surplus solar energy

throughout the day to all buyers. A further assumption is that an EV owner would

not wish to move their EV during the day. Therefore, a buyer can only match with

at most one seller, regardless of whether or not that seller is able to provide sufficient

energy to fully charge the EV. Most houses only have a single EV charging point

so, until an EV departs from a seller, no other EVs can be charged. If a seller has

insufficient solar energy production to meet the EV’s demand, grid energy can be

used to make up the shortfall.

3.2.1 One-to-One Matching vs Many-to-Many Matching

This paper proposes a one-to-one auction matching mechanism, where each buyer

is only able to match with a single seller and vice versa. One-to-one matching has

been chosen as the most suitable auction type in our scenario for the following

reasons. Firstly, such a system can be easily implemented with existing hardware

and technology, and is less computationally complex than a many-to-many matching

system, making it more appropriate for use within low-powered hardware as may be

used in an EV charging point. Secondly, it enables the house’s charge point and solar

panels to be isolated from the grid, enabling EV charging and use of DERs without

concerns around transformer load and voltage deviation issues. Thirdly, EV energy

requirements are high in comparison with the energy generated from domestic PV

panels. A single house is unlikely to have sufficient surplus solar energy to charge

multiple EVs and most houses only have a single charge point, so trading amongst

multiple houses and EVs is not greatly beneficial in the scenario considered in this

paper. By enforcing one-to-one matching, the auction mechanism must determine

which house should charge each EV to ensure best consumption of solar energy

and EVs achieving the greatest percentage of their required energy, without any

information about future demand.
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Alternatively, many current studies consider many-to-many matching, where each

house can charge multiple EVs, and each EV can purchase energy from multiple

houses [123], [136], [139], [149]. In certain scenarios, such a system could result in

greater utilisation of renewable energy, or cheaper prices for consumers. Although

this is beyond the scope of this paper, it is possible to adapt the proposed P2P

trading to conduct many-to-many matching auctions. Auctions can be conducted in

two rounds, with the first round matching each EV with a house where the EV can

park and charge. The second round would be an energy-only round where, if an EV

is unable to fulfil its charging requirements from the house that it has been matched

with in the first round, it can make an energy bid to the other houses to supply

its energy shortfall through the grid. If a house has additional surplus energy not

already promised to a charging EV, they can submit an energy ask to sell this energy

to another EV through the grid. This requires another round of communication to

the auction but could result in more EVs achieving a full charge and houses selling

more of their surplus solar energy. However, if a house that is not charging an EV

opts to sell energy in the second round, it could reduce the chance of that house

winning a more profitable future first-round auction, as it has already committed

to sell some of its energy in future timesteps through the energy-only market. A

comparison between the two auction types and EV charging performance is beyond

the scope of this work.

3.2.2 Determining the Bid and Ask Price

Each buyer i and seller j has their own private valuation of the energy, which is

the equivalent of the highest price they are willing to pay per kWh (denoted vi) or

lowest price they are willing to receive (vj), respectively. This valuation is known

only to the individual participant and is determined individually through a variety

of factors. A buyer who requires a large quantity of energy may value it more highly

than a buyer who requires less energy, but the valuation is also a factor of their own

personal and economic situation - if the buyer has other EV charging alternatives
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they would likely the value energy lower than a buyer who relies heavily on the

energy they are bidding for. Likewise, a seller with a large quantity of energy may

value it lower than a seller with less energy to sell. However, if battery storage is

available to them, they may prefer to store the energy rather than sell it and would

therefore value the energy they sell in the auction more highly. It is logical for a

buyer to wish to trade at a price considerably lower than their valuation and a seller

to wish to trade at a price higher than their valuation. The gain that a buyer receives

from the auction matching is defined as the difference between their valuation and

the price they pay for the energy, and the gain a seller receives is the difference

between the price they receive for the energy and their private valuation [137], [162].

If buyer i bids lower than their true valuation they risk not receiving the full amount

of energy they request if the only seller j with sufficient energy has an ask price

πbidi < πaskj < vi. However, because sellers are free to set their own ask price, and

the award of energy through the auction mechanisms considered here is not directly

proportional to the bid price, it is an appropriate assumption for the buyer and seller

to choose their optimal bid and ask prices solely based on their expected gain per

kWh. If buyer i and seller j are matched by the auction mechanism with bid and

ask prices of πbidi and πaskj and trade at price πtradeij = 1
2

(
πbidi + πaskj

)
, then the

gain the buyer receives is given by:

Gi = vi −
1
2 ·
(
πbidi + πaskj

)
(3.2.1)

The maximum gain that a buyer can receive from that trade is:

Gmaxi = vi − vj (3.2.2)

which occurs when vj = πaskj and πbidi = vj, i.e. when the seller asks for their true

value and the buyer’s bid is equal to the seller’s true valuation. If both parties bid

truthfully - πbidi = vi and πaskj = vj - the gain the buyer receives is given by:

Gi = vi −
1
2 · (vi + vj) = 1

2 (vi − vj) (3.2.3)
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The gain received by a seller is the difference between the trade price and their

valuation:

Gj = 1
2 ·
(
πbidi + πaskj

)
− vj (3.2.4)

A seller will maximise their gain if their ask price is equal to the matched buyer’s

true valuation and the buyer bids their own true valuation:

Gmaxj = 1
2 · (vi + vi)− vj = vi − vj (3.2.5)

It can be seen from (3.2.2) and (3.2.5) that the maximum gain that a buyer and

seller can achieve from a trade are equal, but cannot happen simultaneously, as they

rely on opposite bidding strategies - a buyer requires the seller to bid truthfully

while the buyer bids untruthfully, and the seller requires the buyer to bid truthfully

while the seller bids untruthfully. If both parties bid truthfully, the gain of the seller

is equal to the gain received by the buyer:

Gj = 1
2 · (vi + vj)− vj = 1

2 (vi − vj) (3.2.6)

Therefore, if both parties bid truthfully, they will sacrifice half of their maximum

possible gain that would have been achieved if one of the parties had bid untruthfully.

∆G = Gmaxi −Gi = (vi − vj)−
(
vi −

1
2 · (vi + vj)

)
∆G = 1

2 (vi − vj)
(3.2.7)

It can been seen that a buyer will increase their gain from the auction if they bid

untruthfully, however the following constraint must be satisfied to ensure that the

trade price is lower than the trade price derived from truthful bidding:

vi − πbidi > πaskj − vj (3.2.8)

This means that the difference between the buyer’s actual bid price and truthful

valuation must be greater than the difference between the seller’s ask price and

truthful valuation, that is the buyer must act more untruthful than the seller. If this

constraint is not satisfied, then the trade price will be closer to the buyer’s truthful
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valuation, therefore resulting in a lower gain than if both parties bid truthfully.

Similarly, a seller must ensure that they submit a more untruthful ask than the

buyer, otherwise the trade price will be less than the achieved trade price from

truthful bidding, which reduces the seller’s gain:

πaskj − vj > vi − πbidi (3.2.9)

In the case that πaskj − vj = vi − πbidi , the trade price will be equal to the truthful

trade price, and neither party has increased their gain from submitting an untruthful

bid or ask. There is also a limit to how untruthful each participant can act, as the

buyer’s bid price becomes higher than the seller’s ask price and the buyer and seller

are unable to trade if:

vi − (vi − πbidi) > vj +
(
πaskj − vj

)
(3.2.10)

Therefore, a buyer (seller) can increase their gain from the auction by not bidding

truthfully, as long as they bid more untruthfully than the seller (buyer), but not

so untruthfully that their bid price exceeds the seller’s ask (buyer’s bid). Because

neither buyer or seller are aware of the other’s bid price, the incentive to not bid

truthfully exists. If the buyer and seller are aware of each other’s truthful valuation,

then truthful bidding becomes a dominant strategy, as both parties would try to

increase their gain by altering their offers until the point at which πbidi = πaskj and

each party’s gain is equal to that from submitting truthful offers.

However, in the case of the sealed-bid market presented here, where the actions of

other participants are unknown to each other, bidding truthfully is not a dominant

strategy in the auction and, as such, the buyers and sellers must choose their bid and

ask prices in order to try and maximise their gain. The optimal bid price for a buyer

is derived as follows: It could be assumed that the asks are normally distributed as

it is likely that participants will have past knowledge of the average trade price [163].

The majority of bids/asks will be distributed around the average price, with fewer

offers at prices further from the average price. In this paper, the past data has been
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estimated with µ = 11.5 p and σ = 1. The buyer wishes to choose their bid price

to maximise their gain against the expected ask price, but if they bid lower than

the ask price then they will receive 0 gain. The expected gain that a buyer would

expect to achieve based on their bid price, Gexpi , is given by (3.2.11):

Gexpi =
∫ πbidi

0

(
vi −

1
2 (πbidi + x)

)
· f(x) dx (3.2.11)

where f(x) represents the normal distribution probability density function:

N (µ, σ2) PDF: f(x) = 1
σ
√

2π
exp

[
−1

2

(
x− µ
σ

)2
]

(3.2.12)

Figure 3.1 shows the value of the buyer’s expected gain calculated from solving

(3.2.11) for a range of bid prices for three different valuations (vi). It shows that

the buyer can expect to obtain a higher gain by bidding a value lower than their

true valuation, as expected from (3.2.7), but it also shows that their expected gain

decreases if they bid too low as the probability of trading decreases. The optimal bid

price (π∗bidi) to maximise the expected gain for each valuation is shown on the graph

by the dotted lines corresponding to the maximum value. In order to maximise

the expected gain, the buyer must choose a bid price that maximises the value

of equation 3.2.11. To simplify the calculation, this integral is approximated as a

Riemann sum using the midpoint rule, and the optimisation problem is presented

as follows:

arg max
π∗bidi

n∑
k=1

(
vi −

1
2 (mk + πbidi)

)
· f(x) ·∆x (3.2.13)

subject to

∆x = πbidi
n

(3.2.13a)

mk = 1
2 (k∆x− (k − 1) ∆x) + (k − 1) ∆x (3.2.13b)

πbidi ≤ vi (3.2.13c)

where n is the number of intervals, mk is the midpoint of interval k in the integration

and ∆x is the width of each interval. Each buyer can calculate their optimal bid

price π∗bidi by finding the value of πbidi that maximises the objective function (3.2.13).
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Figure 3.1: Effect of bid price on buyer gain for three different values
of buyer valuation vi

The derivation of the optimal ask price for a seller
(
π∗askj

)
is not shown here, but it

can be obtained using the same procedure as above and is given by:

arg max
π∗askj

n∑
k=1

(1
2
(
mk + πaskj − vj

))
· f(x) ·∆x (3.2.14)

subject to

∆x =
πgrid − πaskj

n
(3.2.14a)

mk = 1
2 (k∆x− (k − 1) ∆x) + (k − 1) ∆x (3.2.14b)

πaskj ≥ vj (3.2.14c)
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3.2.3 Auction Matching Mechanisms

Five mechanisms are explored below, each with a different strategy for matching

buyers and sellers. The overall aims of a buyer are to maximise the amount of charge

they receive for their EV and reduce the cost of the energy they buy, while sellers

wish to maximise the amount of their surplus energy sold and increase their profit

from selling energy. In each mechanism, the trade price is calculated as the mean of

the matched bid and ask prices, resulting in buyers always paying the bid price or

less, and sellers always receiving their ask price or greater.

Mechanism 1: Cheapest Ask

This is the classic double auction mechanism, as in [135] and [140]. Once buyers and

sellers have submitted bids and asks, they are ordered according to natural ordering

- bids are sorted from high-to-low, and asks from low-to-high. Each bid is taken in

this order and matched with the lowest available ask. The corresponding house and

EV are then matched and can trade. This mechanism only considers the bid and

ask prices and not the amount of available energy.

Mechanism 2: Sufficient Energy/Cheapest Ask

Mechanism 2 is an adaptation of mechanism 1. Because the first mechanism did

not consider the energy requirement of the EVs during the matching mechanism,

it is possible that an EV will be matched to a house that is unable to provide the

desired quantity of energy, when there may be an alternate house that could supply

sufficient energy with little difference in price. This mechanism makes the following

adjustments to the algorithm used in mechanism 1: Once the bids and asks have been

sorted, each bid is taken in order. However, sellers that have insufficient energy to

meet the EV’s energy need are first removed from the list of asks before the cheapest

ask remaining is matched. If there are no sellers available with sufficient energy,

then the mechanism picks the cheapest ask, as per mechanism 1. Mechanisms 1 and
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2 reward buyers who have bid the most by giving them priority in the matching, as

in [154] and [155].

Mechanism 3: Minimise Cost

This mechanism attempts to minimise the total cost to buyers through solving the

following optimisation problem. Similar cost minimisation strategies are popular in

energy auctions, and can be found in [121], [145], [148], [164].

min
X

J∑
j=1

I∑
i=1

(
πtradeijEtradeij + πgridEgridij

)
· xij (3.2.15)

s.t. Etradeij = min


TDi∑
t

Et
avj , Ereqi

 (3.2.15a)

Egridij = Ereqi − Etradeij (3.2.15b)

πtradeij = 1
2
(
πbidi + πaskj

)
(3.2.15c)

πbidi > πaskj (3.2.15d)

xij ∈ 0, 1 ∀i ∈ {1 . . . I},∀j ∈ {1 . . . J} (3.2.15e)
∑

xi ≤ 1 ∀i ∈ {1 . . . I} (3.2.15f)
∑

xj ≤ 1 ∀j ∈ {1 . . . J} (3.2.15g)

where I, J are the number of buyers and sellers, respectively, πtradeij is the agreed

trade price, Etradeij is the amount of solar energy traded, πgrid is the price to purchase

energy from the grid, Egridij is the amount of energy that must be purchased from

the grid to ensure EV i receives a full charge if trading with seller j. TDi and Ereqi

are the departure time of, and amount of energy required by EV i, respectively. Et
avj

is the amount of surplus energy seller j has available at time t, and πbidi , πaskj are

the bid and ask prices of buyer i and seller j, respectively. The decision variable

is X - a matrix with I rows and J columns, and xij is the value of X at position

(i, j), where xij = 1 if buyer i trades with seller j, or else equals 0, I is the total



78 Chapter 3. Closest Energy Matching Mechanism

number of buyers, and J is the total number of sellers. If buyer i’s bid price is not

greater than seller j’s ask price, they are unable to trade and xij = 0. Constraints

(3.2.15e), (3.2.15f) and (3.2.15g) ensure that matrix X contains only 0s and 1s and

has at most a single 1 in every row and column, to enforce one-to-one matching.

The problem considers both the cost to a buyer of purchasing solar energy from

a seller and also the the cost of any additional energy that would be needed from

the grid to enable the EV to depart with its required energy. By attempting to

minimise the total cost, the mechanism encourages matching which will maximise the

amount of renewable energy each EV purchases, as it is assumed that πtradeij < πgrid.

Therefore a matching which increases the amount of EV charging completed with

solar energy will be sought, as this reduces the total cost of energy required to fully

charge the EVs. This increases the quantity of surplus solar energy sold, and thus the

amount of charge received by the EVs, whilst also reducing the cost to the consumer.

Mechanism 4: Buyer/Seller Utility

To ensure that the auction mechanism is beneficial to both buyers and sellers,

mechanism 4 considers the satisfaction of both buyers and sellers through a quantity

known as the buyer’s or seller’s utility, which has been based on the work in [139].

A good matching for a buyer meets the following criteria:

• Low Cost - a buyer wishes to pay as little as possible for the energy

• High Charge - a buyer wishes to receive all of their required energy

Whereas sellers aim for:

• Maximised Income - a seller prefers to sell surplus energy at a higher price, as

this increases their income

• High Energy Utilisation - a seller aims to sell all surplus solar energy
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Despite each buyer and seller having two objectives, there is inherent equivalence,

allowing them to be expressed as a single aim for a buyer and for a seller. Buyers

wish to increase the amount of charge received and by doing so will also help the

seller’s aim of increasing the amount of solar energy sold. The utility that a buyer

receives from a trade corresponding to their EV charging objective is given by:

Ubij =
Etradeij

Ereqi
(3.2.16)

The term "cost benefit" allows the second point for each participant to also be met

[137], [154], [155]. The cost benefit for buyer i and seller j trading are defined as the

difference between the trade price and the bid or ask price, respectively, as given in

(3.2.17) and (3.2.18):

βbuyij = πbidi − πtradeij (3.2.17)

βsellji = πtradeij − πaskj (3.2.18)

where βbuyij is the buyer’s cost benefit and βsellji is the seller’s cost benefit. The

use of subscript ij denotes the value from buyer i’s point of view, and subscript ji

is a value from seller j’s view. For instance, βbuyij is the benefit buyer i receives if

trading with seller j, whereas βsellji is the benefit seller j receives if trading with

buyer i. Based on the definition of πtradeij , the buyer and seller cost benefits can be

expressed as:

βbuyij = πbidi −
1
2
(
πbidi + πaskj

)
= 1

2
(
πbidi − πaskj

)
(3.2.19)

βsellji = 1
2
(
πbidi + πaskj

)
− πaskj = 1

2
(
πbidi − πaskj

)
(3.2.20)

From (3.2.19) and (3.2.20) it can be seen that the buyer cost benefit is equal to

the seller cost benefit. Therefore, increasing either the buyer or seller cost benefit

also results in an increase to the other. This allows the financial objectives of both
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buyers and sellers to be expressed through the seller utility, given in (3.2.21):

Usji =
∣∣∣πtradeji − πaskj ∣∣∣ = βbuyij = βsellji (3.2.21)

The total utility of buyer i trading with seller j is the sum of both buyer and seller

utilities:

UTij = w · Ubij + Usji (3.2.22)

where UTij is the total utility resulting from a trade between buyer i and seller j,

Ubij is the buyer utility, Usji is the seller utility and w is a unitless constant to adjust

the relative importance of EV charging against cost benefit.

The utility that would be achieved for every combination of buyer and seller trading

can be calculated at every time step using the submitted bids and asks. If a buyer

and seller cannot trade, i.e. they are already partaking in a different trade, or the

buyer’s bid does not exceed the seller’s ask, the total utility for that combination

can be set to −∞. Mechanism 4 matches buyers and sellers by solving optimisation

problem (3.2.23) to maximise the total utility. The optimisation outputs matrix

X which contains a 1 at position (i, j) if buyer and seller i and j should trade, or

0 otherwise. This is very similar to the approach used in [146], however, there it

is assumed that the EVs will reach a full charge so the matching mechanism only

includes (3.2.21) and not (3.2.16).

max
X

J∑
j=1

I∑
i=1

UTij · xij (3.2.23)

s.t. eqs. (3.2.15d)to (3.2.15g) (3.2.23a)

xij · UTij ≥ 0 ∀i, j (3.2.23b)

Mechanism 5: Closest Energy Matching

Whilst previous mechanisms can make optimal decisions based on the information

known at the time each auction is run, they may not make the best matchings with
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respect to unknown future EV arrivals. This disadvantage of mechanisms 3 and 4

can be demonstrated through the following simple example: There are two houses

selling energy and two EVs wishing to charge, arriving at different times: House

A has a total of 20 kWh of energy available to trade and asks for 11 p/kWh, and

House B can offer a total of 50 kWh at a price of 10 p/kWh. EV 1 arrives at 11am,

requiring 15 kWh with a bid price of 12 p/kWh. Under mechanisms 3 and 4, EV

1 would trade with House B. However, if EV 2 then arrives an hour later at 12pm,

requiring 30 kWh and bidding the same price, House A is its only option to trade,

resulting in EV 2 not receiving a full charge. It should be apparent that if EV 1

had instead matched with House A, then EV 2 would be able to trade with House

B, resulting in both EVs receiving a full charge.

The concept of Closest Energy Matching attempts to rectify this problem by matching

each buyer with the seller whose available surplus energy is closest to the amount

requested by the buyer. In this context, the seller j with the closest available

energy to buyer i is the seller whose total available surplus energy minus the buyer’s

requested energy results in a positive value closest to zero as in (3.2.24). As with

the other mechanisms, a buyer can only be matched with a seller if the bid price is

higher than the seller’s ask.

arg min
j

TDi∑
t

Et
avj − Ereqi

 ∀j (3.2.24)

If there are no sellers for which this calculation results in a positive value, the seller

with the closest energy is the one which has the highest negative value:

arg max
j

TDi∑
t

Et
avj − Ereqi

 (3.2.25)

The Closest Energy Matching mechanism matches buyers and sellers so that their

energy difference is minimised, and the energy purchased/sold and cost benefit are

maximised. Matching buyers and sellers by minimising the difference between the

buyer’s need and seller’s surplus energy should result in a matching that not only
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meets the buyer’s energy needs but also considers potential future EV charging

requests as it keeps houses with greater available surplus energy in reserve for the

event that an EV with a greater energy requirement arrives. The optimisation

problem includes both the energy difference and the total utility from mechanism 4,

which incorporates the cost benefit and EV charge success into the problem.

The optimisation problem solved at time t by mechanism 5 is

max
X

I∑
i=1

J∑
j=1

(
EDij + UTij

)
· xij (3.2.26)

s.t. eqs. (3.2.15d)to (3.2.15g)

where

EDij =


w · 1

Ediffij
∀Ediffij > 0

w
a
· Ediffij ∀Ediffij ≤ 0

(3.2.26a)

Ediffij =
TDi∑
t

Et
avj − Ereqi (3.2.26b)

The two terms in the optimisation problem are EDij , which is a function of Ediffij :

the difference between seller j’s available energy and buyer i’s required energy, UTij

is the total utility from mechanism 4, which incorporates the cost benefit and EV

charging success, and w and a are unitless constants to adjust the importance of

closest energy matching against energy provided and cost benefit. For this study,

values of w = 5 and a = 100 were found to maximise the amount of EV charge

received from the solar energy, which is the purpose of this chapter.
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3.3 Solving the Mechanism Optimisation

Problems

3.3.1 MARMES

The optimisation problems in mechanisms 3-5 are from the class of integer linear

programming problems, as the optimisation variable, X, only contains zeros and

ones. The problem being solved is to place ones in the matrix X to maximise the

sum of the elements in U∗ = X · U , where U is a matrix containing the utility

values from mechanism 4, the inverse of the cost function in (3.2.15), or the energy

difference function from (3.2.26), calculated for each combination of buyer i and

seller j. U∗ is a matrix containing the chosen elements from U . The constraints

(3.2.15f) and (3.2.15g) enforce that matrix X can contain at most one 1 in any row

or column as each EV is only able to trade with a single house and each house can

only trade with a single EV, all other values must be 0.

The problem can be generalised as follows:

max
X

M∑
m=1

N∑
n=1

Amn · xmn (3.3.1)

s.t. Amn ∈ R ∀m ∈ {1 . . .M},∀n ∈ {1 . . . N} (3.3.1a)

xmn ∈ 0, 1 ∀m ∈ {1 . . .M},∀n ∈ {1 . . . N} (3.3.1b)
∑

xm ≤ 1 ∀m ∈ {1 . . .M} (3.3.1c)
∑

xn ≤ 1 ∀n ∈ {1 . . . N} (3.3.1d)

where A is a M × N matrix containing a set of real numbers and X is a matrix

of equal size to A containing the output from the maximisation. Matlab supports

the solving of this type of problem through its ‘intlinprog’ solver, however a new

algorithm named MARMES (MAtrix Ranking for Maximising Element Selection)

specifically designed for solving this problem is proposed here. MARMES solves
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the problem faster than Matlab’s solver and does not rely on Matlab functionality,

making it more appropriate for use in a real-world application.

Algorithm 1 MARMES Algorithm for maximising the sum of chosen elements in
a matrix
Input: A
1: Initialisation : iter ← 1, Aranked ← A, X(iter) ← 0M,N

2: for m = 1 to M do
3: Replace numbers in row m of Aranked with their rank, where highest number

= 1, lowest number = N
4: Find location n of number with rank = 1 in rowm and put a 1 in corresponding

location m,n in X(iter)

5: end for
6: while there exists a column n where ∑x(iter)

n > 1 do
7: iter ← iter + 1,X(iter) = X(iter−1)

8: Ωn ← n where ∑x(iter)
n > 1

9: for n ∈ Ωn do
10: Ωm ← m where x(iter)

m,n = 1
11: for m ∈ Ωm do
12: R← rank value from location m,n in Aranked
13: if Arankedmn > 1 (Current rank > 1) then
14: if columns containing higher ranked values in row m are empty in

matrix X(iter) then
15: Move 1 in x(iter)

m from current position to higher ranked position,
replace current position with 0

16: end if
17: end if
18: Calculate Adiffm = Amn − Amn∗ where n∗ is the column containing rank

R + 1 in row m of Aranked
19: end for
20: Adiffmax ← row index in Ωm corresponding to the greatest Adiff
21: for Each row in Ωm, except Adiffmax do
22: if Higher rank value not allocated in line 15 then
23: Move 1 in X(iter) from current position in row to position corresponding

to next highest rank - column n∗
24: end if
25: end for
26: end for
27: end while
28: return X(iter)

The MARMES algorithm begins by ranking numbers in each row of the matrix A,

with the highest number given the rank 1, second highest rank 2, etc. Once all

numbers have been ranked, it begins by selecting the highest number (rank = 1) in

each row, by placing a 1 in the corresponding field in matrix X. Given that there
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can be, at most, one 1 in each column, the columns that contain more than one

1 are found. While there are any columns that contain more than a single 1, the

following is repeated: for each of these columns (denoted by set Ωn), the rows that

contain the 1s are found (set Ωm). In each of these rows the algorithm looks to see

if the location of the 1 in that row of X corresponds to the highest rank (1). If not,

it then checks to see if the higher ranked values in that row fall in columns of X

that contain all zeros. If so, the location of the 1 in that row of X is moved from

the current column to the empty column corresponding to the highest rank. If this

is not possible, the difference between the values of the number in A in the current

rank (position currently selected by 1), and the number in the next highest rank

is calculated (Adiffm∈Ωm
). The row from set Ωm containing the greatest difference is

left unchanged, and in all other rows from this set, the location of the 1 in matrix

X is moved to the position corresponding to the next highest rank. If there are still

columns containing more than a single 1, then the iteration number increases and the

algorithm repeats. Once a solution has been found that results in at most a single

1 in each row and column, the algorithm stops and outputs the current iteration of

X. The locations of 1s in this matrix show the chosen values that maximise the

sum of A, subject to the imposed constraints. The algorithm does not place a 1 in

every row if there is no feasible solution - if there is no next highest rank available

in line 23 of the algorithm, then this row would be left blank instead. If A contains

negative numbers or other unwanted values, then these can be ignored by adjusting

the ranking criteria in line 3, for example by only ranking positive numbers.

The performance of this algorithm is measured against that of the intlinprog solver

in Matlab, which is assumed to be reliable in providing the optimum selection of

values resulting in the highest possible total sum. The algorithm is compared with

Matlab’s solver through computation time - the time taken to find the optimum

selection of values, and the solution accuracy - the ratio of the sum of values selected

by the proposed algorithm, to the true maximum value computed by Matlab. To

evaluate the performance, 1000 repeats are taken using a 50x50 matrix filled with a
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random selection of numbers between 1 and 20 for input A. The accuracy and the

average time (ms) to compute the solution with each algorithm is shown in table

3.1.

The proposed algorithm solves the problem on average 93.5% faster than Matlab’s

intlinprog solver, whilst maintaining an average accuracy of 99.4%. For reference,

an average accuracy of 100% would mean that the proposed algorithm reaches the

exact same solution as Matlab’s solver on every repeat. As it is assumed that

Matlab’s solver is the optimum solution, it is not possible to exceed an accuracy

of 100%. Because of the success of this algorithm in reducing computation time

without sacrificing result, this algorithm is used in the Closest Energy Matching

mechanism to compute the optimal matching of buyers and sellers.

3.4 Results and Discussion

3.4.1 Case Study

The case study centres around the simulation of a 24-hour period, beginning and

ending at midnight, using the parameters in table 3.2. Eighty EVs randomly arrive

between 6am and 2pm and will make a request for the energy they require to fully

recharge, a randomly selected value between 3 and 30 kWh. The EV will also

announce its planned departure time, which will be no sooner than the soonest time

that the EV could receive all of its required energy at the standard home charging

rate of 7 kW. There are eighty houses equipped with EV charging points and rooftop

solar PV panels ranging between 5 and 20 kWp capacity, with the percentage of

Intlinprog MARMES

Computation Time (ms) 22.73 1.46

Avg. Accuracy 100% 99.4%

Table 3.1: ILP solver algorithm comparison
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No. EVs / houses 80 / 80

EV Energy Required 3 – 30 kWh (random uniform distribution)

Arrival Times 6am - 2pm (random uniform distribution)

Departure Times Sufficient to fully charge EV at 7 kW

Solar PV Size (kWp) 5 (40%), 7 (20%), 10 (30%), 20 (10%)

Available Solar Energy Expected PV data for 1st May [165]

Grid Energy Cost 14.37 p/kWh [166]

Charging Efficiency 90%

Table 3.2: Simulation Parameters

houses allocated each PV array capacity given in Table 3.2. Houses can sell their

surplus solar energy (the difference between generation and the house’s baseload

consumption) to visiting EV drivers who require charging. The EVs can park at the

house and use their charging point to recharge with the surplus solar energy. The

information about EV arrivals/departures and energy needs are considered ‘online’

information, and are therefore not known ahead of their arrival.

If there are EVs that need to charge, prior to the auction each EV will each submit a

bid consisting of their energy requirement, departure time and bid price. If a house

is not currently charging an EV and has surplus solar energy available to trade, they

can broadcast their available surplus energy profile for the day with an ask price they

want to receive for their energy. It is assumed that a house can predict their solar

energy generation and baseload consumption on a daily basis, but the procedure

for this prediction is beyond the scope of this paper. The amount of energy that a

house has available for trading is the minimum of either the available surplus solar

energy, or the amount of energy that can be charged at a rate of 7 kW (maximum

EV charge rate).

The energy trading auction takes place every 15 minutes using the bids and asks

submitted in the prior quarter hour. The auction mechanism under study is used

to match the bids and asks to determine which EVs and houses trade, and therefore
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Figure 3.2: Schematic representation of the case study

where the EVs will go to park and charge. Once a house and EV have matched, the

house will feed its surplus solar energy generated by its PV panels directly to its EV

charge point, allowing the visiting EV to charge.

It is assumed that EVs will account for the charging efficiency during the trade – for

instance if they require 18 kWh to fully recharge and the charging efficiency is 90%,

then the EV will request 20 kWh.

As there is significant inherent variation in the selection of the random parameters,

the simulation is repeated 1000 times for each of the five auction mechanisms studied

in this paper. This ensures accuracy and reliability in the results and enables

comparisons between the five mechanisms to be made unaffected by the randomness

of the simulation parameters.

The described case study is shown schematically in Figure 3.2. It displays the

process of houses submitting asks containing their surplus solar energy profile and

EVs submitting their bid prices and energy requirements to the auction system,

and the outcome of the matching algorithm confirming which house and EVs are

matched.
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3.4.2 Results

EV Charging Success

Of primary importance in an EV charging scenario is the amount of charge received by

the EVs, as it is necessary to ensure that EVs receive sufficient charge for subsequent

journeys. Increasing the amount of charge EVs receive from the solar energy can

reduce the cost to the buyer, increase seller profits, assist with decarbonisation

objectives and reduce the load on the grid, enabling a higher penetration of EVs to

charge. It also enables communities to become more self-reliant, as is necessary in

the case of islanded microgrids, by reducing the amount of additional energy that

must be imported. Increasing consumption of solar energy is an incentive for further

investment in new renewable energy sources and expands capacity for further DER

integration and decarbonisation in the grid. However, it should be acknowledged

that given the relative size of EV batteries to domestic PV installations, there is

unlikely to be sufficient surplus energy produced by a single house to fully meet the

needs of an EV. Therefore, it is important that the auction matching mechanism can

make optimal usage of the available solar energy to ensure that EVs are allocated

to charge in the most efficient way.

The SoC gained by the EV by its departure time resulting from the P2P trading

matching is defined in (3.4.1). It gives the percentage of the EV’s required energy

that was successfully charged. For example, an EV with SoCgain = 100% has

successfully charged all of its required energy, while an EV with SoCgain = 50% was

only able to obtain half of the energy it needed. Therefore, the SoCgain of an EV is

given by:

SoCgain
i =

Etradeij

Ereqi
(3.4.1)

Figure 3.3 shows the distribution of the percentage of the EV’s requested charge that

has been fulfilled from solar energy by their departure, for all five auction mechanisms.

Each bar in a group of 6 represents a range of EV SoC gain at departure, and the

height of the bar signifies the percentage of EVs that depart with SoC gain in that



90 Chapter 3. Closest Energy Matching Mechanism

Figure 3.3: Distribution of departure SoC gain showing the percent-
age of EVs departing with SoC gain in different ranges
for each of the 5 mechanisms based on charging from
the available solar energy. It is clear from the light
blue bars that the majority of EVs will depart with all
required energy for all mechanisms

range. It is clear from the light blue bars that the majority of EVs will depart with

100% SoC gain, showing that the solar energy from the house the EV is trading with

was able to completely satisfy the EV’s charging requirement.

Table 3.3 displays the average charge achieved by EVs with each mechanism and the

final 3 columns display the percentage of EVs departing with SoC gain specified by

the three criteria. The mechanisms based on the standard double auction mechanism

(1 & 2) result in lower SoC gain than are achieved through other mechanisms: 15.2%

of EVs depart with 50% or less of their requested energy with mechanism 1, whereas

mechanisms 3-5 see a significant improvement, with 7.5% of EVs departing with 50%

or less with mechanism 3, and just 3.7% with Closest Energy Matching (mechanism
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5). Mechanisms 3 and 4 both perform similarly, however there are clear improvements

with the proposed Closest Energy Matching mechanism. There is a 16% improvement

in the number of EVs that depart with full charge compared with mechanisms 2-4,

with all other departure charge ranges seeing a decrease in the percentage of EVs

departing with that range of charge. Only 13.4% of EVs depart with less than 90%

of their requested charge, compared with over 20% of EVs using any of the other four

mechanisms. The Closest Energy Matching mechanism also results in the highest

average SoC gain at departure, with EVs departing with on average 94.8% of their

requested energy, with mechanism 4 achieving the next highest average charge of

91.4%.

EV SoC gain EV SoC gain EV SoC gain

Mechanism Mean SoC Gain <50% <90% 100%

1 81.7% 15.2% 42.9% 50.0%

2 85.8% 17.2% 27.4% 72.6%

3 91.0% 7.5% 21.6% 71.4%

4 91.4% 7.0% 20.7% 72.4%

5 94.8% 3.7% 13.4% 84.0%

Table 3.3: EV charge gained by departure. For each mechanism,
the mean charge of all EVs on departure is shown, along
with the percentage of EVs that depart with SoC gain
in three specified ranges

Figure 3.4 quantifies the amount of grid energy that is required to fully charge all

EVs in each mechanism. Despite there only being a 3% difference between the mean

charge from solar energy of mechanisms 3, 4 and 5, this equates to a 36% reduction

in required grid energy between mechanisms 4 and 5, and a 71.4% reduction in

grid energy between mechanism 1 and the CEM mechanism. This means that the

proposed Closest Energy Matching mechanism can reduce the load on the grid by

over one-third, essential to increasing the penetration of EVs within existing grid

limits.
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Figure 3.4: Grid energy required at each repeat to satisfy all EV
charging requests

Figure 3.5 shows the results of a sensitivity analysis exploring the impact of incorrect

solar prediction and a varying ratio of EVs to houses on the mean solar energy charge

(mean SoC gain) of EVs. Whereas the previous results have used equal numbers of

EVs and houses, this figure shows how varying the ratio of the number of EVs to

houses from 1:4 (20 EVs, 80 houses) to 4:1 (80 EVs, 20 houses) affects the mean SoC

gain at departure. In addition, the percentage error in solar energy prediction is also

varied to evaluate the robustness of the CEM mechanism and its reliance on accurate

solar predictions. The solar energy is predicted by the houses and this prediction

is used in the auction matching, however the actual solar energy that can be sold

to the EV is varied between 20% greater (+20%) and 20% lower (-20%) than the

prediction. Under-predicting solar energy (percentage error +5% – +20%) results

in a very slight increase in the mean departure charge (0.8 – 4%) as although the
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Figure 3.5: Sensitivity analysis showing the effect of incorrect solar
energy prediction and varying the ratio of EVs to houses
on the average solar charge gained by EVs

additional solar energy theoretically enables the EVs to depart with greater charge,

the charge they receive is limited by the availability of houses with sufficient energy

to meet every EV’s requirement. If the solar energy is over-predicted by the house,

and the actual solar energy that is traded is less than declared by the house during

the auction process (percentage error -5% – -20%), there is a greater decrease in

average charge. Over-predicting solar energy by 20% results in a decrease in SoC

gain of between 8 and 9% compared with accurate solar predictions. This is not a

huge decrease however, and shows the Closest Energy Matching auction mechanism

to be fairly robust against deviations between predicted and actual solar energy

production. Decreasing the ratio of EVs to houses also results in slight increases in

mean SoC gain as there are more options for each EV, however, similarly to under-

prediction of solar energy, there is a limit to the increase in mean SoC gain as there

are inevitably EVs with energy requirements greater than can be fulfilled by house
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solar energy. Increasing the number of EVs relative to the number of houses shows a

more significant drop in the mean SoC gain. A ratio of 4 EVs to 3 houses still results

in a relatively high SoC gain (89.2% compared with 94.8%), likely because there will

be enough EVs departing fully charged early enough in the day to enable another

EV to charge at the same house after it leaves. However, with double the number

of EVs as houses or above, there is a significant reduction in the mean charge as

there are increasing numbers of EVs that are unable to trade with any house as the

demand greatly exceeds supply, and depart with a SoC gain of 0%.

Solar Energy Utilised

Figure 3.6 shows the amount of available surplus solar energy from all houses that

is sold EVs through the P2P trading system for each auction matching mechanism.

It can be seen that the proposed Closest Energy Matching mechanism results in the

greatest utilisation of the available renewable energy, and whilst only around 45-50%

of the solar energy is utilised in energy trades, over 90% of the total EV charging

demand has been met through the proposed CEM mechanism.

To ensure fairness amongst sellers, the percentage of the 80 sellers that successfully

sell energy in the P2P market under each mechanism must also be considered.

Despite there being the same number of sellers as buyers, and every buyer receiving

charge, it is possible for a single seller to sell to more than one buyer during the day:

if the first buyer can arrives and departs early, a second EV can charge after. As a

result, not every seller is guaranteed to sell energy through the auction. Mechanism 1

results in the highest percentage of sellers trading, with a median value of 73 sellers,

mechanisms 2 and 5 have almost identical results with a median of 71 sellers, and

mechanisms 3 and 4 are similar, with a median of 70 sellers trading. The differences

between these results are too small for a conclusion that the choice of mechanism

significantly affects the likelihood of a seller trading.
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Figure 3.6: Percentage of the total surplus solar energy available
from houses traded through the auction using each
mechanism

Economic Analysis

Figure 3.7 displays the average trade price πtradeij from each of the five auction

mechanisms. It can be seen that mechanism 1 produces the lowest average trade price

and mechanisms 2-4 result in very similar trade prices. Mechanism 5 is designed to

prioritise charge received over cost benefit, and it does therefore result in higher trade

prices, and therefore lower buyer/seller cost benefit. A higher trade price is closer

to the upper end of the range of possible bid and ask prices, and therefore results

in buyers receiving less of a discount and sellers receiving less of a bonus compared

with their bid and ask prices than they would under other mechanisms. However,

the median trade price from mechanism 5 is only 2% higher than mechanism 1, and

1% higher than mechanisms 3 and 4, so there is only a minor difference between the
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Figure 3.7: Average trade price agreed under each mechanism

mechanisms.

A higher trade price would appear to be more advantageous to sellers as selling

surplus energy at a higher price will increase their profit, but would be detrimental

to buyers as it means that they pay more per kWh than under a different mechanism.

However, if it is assumed that the buyers would purchase the additional energy they

require to ensure full EV charge by departure at standard grid energy prices, then the

total cost incurred to buyers is not just the cost of buying the solar energy from the

house but also the additional cost of the grid energy. Figure 3.8 shows the average

cost per buyer and average profit per seller for each of the auction mechanisms.

Mechanisms 3–5 result in a very similar average cost per buyer, however despite the

highest trade price, the Closest Energy Matching mechanism results in the lowest

cost per buyer because of the increased amount of EV charging that is completed

using solar energy, resulting in a greater reduction in the more expensive grid energy
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Figure 3.8: Average cost per buyer to fully charge EV, and average
profit per seller with each auction mechanism

required to complete charging, equating to total costs 0.6% and 0.5% lower than

mechanisms 3 and 4, respectively, and 4.3% lower than the most expensive mechanism

(mechanism 1). Mechanism 1 provides the lowest trade price, and greatest cost

benefit, but results in higher costs to buyers and lower seller profits because of the

lower solar energy consumption and subsequent increase in grid energy required to

fulfil all EV charging demand. Mechanisms 3 and 4 are a clear improvement over the

first two mechanisms for seller profit, both averaging around 21 pence greater profit

than mechanism 1. However, the Closest Energy Matching mechanism provides the

greatest profit for sellers, with a 31.6 pence (24.4%) improvement over mechanism 1,

and a 10.2 pence improvement over mechanisms 3 and 4 on account of the highest

utilisation of solar energy.

The average buyer cost and seller profit using Closest Energy Matching (mechanism
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5) are compared with a house that does not partake in P2P trading in table 3.4.

Instead of selling energy to other EVs, the house instead sells all produced solar

energy to the grid at Smart Export Guarantee (SEG) price of 3p/kWh [119], and the

EV must purchase all required energy at grid price. To make this a fair comparison,

the house partaking in P2P trading is also able to sell its un-traded solar energy

to the grid at the SEG price, resulting in a seller profit greater than displayed in

Figure 3.8.

Trade w/ Grid Mechanism 5 % Improvement

Avg. Cost per Buyer 233 p 177 p 24.0%

Avg. Seller Profit 101.9 p 237 p 132.6%

Table 3.4: Financial benefit of P2P trading

As the trade price is much lower than the standard grid electricity rate, the cost to a

buyer using P2P trading with the CEM mechanism is around 24% lower on average

than if purchasing energy directly from the grid. In addition, the price received

through exporting energy to the grid through the SEG is significantly lower than

can be obtained through P2P trading, with sellers able to achieve a 132% increase

in income if using the CEM mechanism and P2P trading.

3.5 Conclusion

This chapter has presented and compared five different auction mechanisms for

matching buyers and sellers in a P2P energy double auction. The specific scenario

considered was where houses were able to utilise their vacant EV charge points

during the day to sell surplus solar energy produced by the house’s PV panels to

visiting EV owners. It is in the interests of the EV owners to receive as much energy

from the surplus solar energy sold as possible and reduce their costs to charge,

and it is in the interests of the sellers to sell as much surplus solar energy as they
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can, and to receive the maximum amount of income for doing so. The proposed

Closest Energy Matching algorithm (mechanism 5) can be seen to offer the best

performance of all considered auction mechanisms in relation to these objectives of

buyers and sellers. It increases the percentage of EV charging completed using solar

energy by matching EVs and houses from the P2P auction in a way that increases

the satisfaction of participants in the current timestep, but also retains greatest

flexibility for future timesteps with unknown EV charging demand, maximising EV

charging performance across all timesteps. It therefore reduces the amount of grid

energy required to fully charge EVs, facilitating the accommodation of higher EV

penetrations and reducing CO2 emissions. The total cost to buyers is decreased

as more of the required charging is completed using cheaper solar energy from the

P2P market, and the profit of sellers is increased through the greater solar energy

utilisation.





Chapter 4

Peer-to-Peer Trading of Impact

Tokens for Managing Network

Capacity

Chapter Summary

This chapter presents a novel peer-to-peer trading approach for the trading of Net-

work and Phase Impact Tokens, which correspond to use of the network’s load

capacity. Through the trading of these tokens, houses are able to secure the use of a

portion of the network’s capacity, allowing each house to add load or generation to

the network without exceeding any of the transformer power, line current or node

voltage limits. The proposed approach provides a real-time, decentralised method for

managing EV charging, baseload and renewable energy generation without requiring

any network monitoring. In addition, houses have the potential to reduce their

energy cost or even profit from the P2P market, and efficient use of the network is

encouraged.
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4.1 Introduction

As discussed in Chapter 2, increasing penetrations of electric vehicle chargers are

adding significant new loads to distribution networks, while distributed renewable

energy generation, battery storage and V2G is adding generation into new parts of the

networks. In particular, EV charging can push low-voltage networks to their limits,

with significantly higher power usage than the networks were originally designed for.

If left uncontrolled, the impact of these can lead to unsafe operation of the network

with node voltage, line current and transformer power limits being exceeded [69].

Therefore, there has been significant research on suitable strategies for mitigating

these risks while maximising the use of the network and ensuring that all houses are

able to meet their required loads.

Ensuring that P2P trading does not exceed any of the network limits is becoming an

increasingly researched problem [128]–[131]. However, these previous works focus on

the trading of energy and require real time monitoring of the networks and complex

integration of the network limits into the market clearing mechanism or intervention

from the network operator to ensure that no limits are exceeded.

This chapter presents an approach to peer-to-peer trading with the objective of

managing EV charging, baseload usage and renewable energy generation in real-

time. Unlike other P2P trading studies that focus on the trading of energy, this

chapter introduces the novel concept of trading tokens which correspond to the

utilisation of network capacity. Houses are able to buy and sell the usage of portions

of the network capacity, which ensures that load and generation can be managed

without exceeding any network limits, while retaining each house’s autonomy over

the use of its loads and privacy, and without requiring real-time monitoring or sensors

to be installed in the network. A three-phase LV distribution network is analysed

here, with each house connected to one of the three phases. P2P trading is modelled

for a 24 hour period, with trading taking place every 10 minutes.

The capacity of the network to accommodate load without exceeding any limits is
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calculated through an optimisation problem, and is expressed in terms of Network

Impact Tokens (NITs) and Phase Impact Tokens (PITs), which are tradeable tokens

representing the utilisation of the total capacity of the network, and the capacity of

the individual three phases of the network, respectively. If a house wishes to add a

load to the network, they must possess the number of NITs or PITs equivalent to

the magnitude of the load to compensate for its utilisation of the network’s capacity.

Similarly, if a house injects power to the network from renewable energy generation or

battery discharging, the house will create additional NITs and PITs for the network

which can be used for further loads, offset by the power generation.

During a one-time initialisation stage, the DSO calculates the total number of NITs

and PITs that correspond to the overall capacity of the network. The total network

capacity is assumed to be time-invariant, and is only determined by the network

topology and hardware. Timesteps of 10 minutes are considered here, with all loads

assumed to be constant during the timestep. This means that at any timestep, the

network can accommodate the same total load. Because of this nature, the network

capacity only needs to be calculated one time, unless changes to network hardware

or topology occur. The number of NITs and PITs corresponding to the capacity of

the network and each phase are allocated equally to all houses by the DSO, with

the same number of tokens allocated in every timestep. If a house wishes to add a

load to the network that corresponds to a greater number of NITs than they were

allocated, then the house can attempt to purchase the additional tokens on the P2P

market. If a house does not require all of their allocated tokens for their planned

load, or will generate additional tokens through power injection, the house can sell

their surplus tokens on the P2P market to increase their revenue.

This Chapter first presents the network model and key parameters of the P2P imple-

mentation. Fundamental concepts required for the understanding of the proposed

Impact Token P2P approach are then introduced, in addition to the initialisation

stage that must be completed by the DSO, including power flow studies to analyse

the behaviour of the network, the calculation of a house’s impact on the network,
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the determination of the network’s load capacity and the Network and Phase Impact

Tokens. Subsequently the P2P trading approach for the Impact Tokens is then

presented, and the chapter concludes with full analysis of the proposed approach.

4.2 Network Models, Load Profiles and Study

Parameters

4.2.1 Distribution Network Models

A real, three-phase low-voltage distribution network from North West England,

UK has been selected for this study. While the proposed P2P trading approach is

tested on this specific network, the methodology can be applied to any distribution

network, consisting of a single or multiple feeders, providing a power flow study can

be completed. This network consists of a single feeder serving 159 houses connected

across three unbalanced phases. The network has a radial topology and a three-phase

transformer reduces the voltage at the head of the feeder from 11 kV to the network’s

nominal phase-to-phase voltage of 416 V.

The chosen distribution feeder is shown in Figure 4.1, with the locations of the houses

and the phase of the network that they are connected to shown by the coloured

circles, and the transformer location marked with a black square.

Constraints on the node voltages, line currents and transformer loading are imposed

on power networks to guarantee safe and reliable operation. Table 4.1 gives the

values of these constraints. An additional 5% safety margin is further added to

ensure the network does not operate right at its limit to avoid any risk of violations

and unnecessary component aging.
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Figure 4.1: Line diagram of the low-voltage distribution network
used in this study

Table 4.1: Network Constraints

Constraint Lower Limit Upper Limit

Node Voltage 216.2 V 253 V

Feeder Head Current N/A 300 A

Transformer Loading N/A 180 kVA

4.2.2 Load Profiles

A set of real load data consisting of baseload power consumption for 100 houses over

a 24 hour period was provided by Electricity North West along with the distribu-

tion network model. However, considering 159 houses are present in the network,

additional load data has to be created. A larger set of 1000 baseload, solar power

generation and EV data profiles have been generated, see Chapter 5 for more details

on the creation of these profiles. Additionally, each EV is allocated a SoC goal at

its departure time, which is its desired SoC when it departs to enable it to complete

the journeys it has planned for the following day.

For this P2P trading study, each house in the network has been allocated a random
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baseload profile, 50% of the houses have been allocated solar PV panels and battery

storage, and 50% are allocated an EV. It is not necessarily the case that every house

with an EV is also equipped with solar PV panels. Solar energy generation is based

on irradiance data for June, which has been chosen so that there is sufficient available

solar power generated to highlight the generation and subsequent trading of NITs

from this energy.

4.2.3 Study Design

This study designs a P2P trading system that operates continuously over timesteps

of 10 minutes with the objective of managing load and generation on the network

from baseload, EV charging and renewable energy generation, to ensure that no

network power, current or voltage limits are exceeded.

A 24-hour period is modelled here, from 8:00am to 7:59am the following day, divided

into 144 timesteps, each with a duration of 10 minutes, with loads assumed to be

constant within each ten-minute period. The total number of timesteps is given by

T , while t refers to any one of the individual timesteps, which have duration ∆T .

The total number of houses in the network is K, with the set of all houses denoted

as K, and an individual house within that set, k.

It is assumed that each house is able to accurately predict its baseload power, solar

PV generation and EV usage for the 24 hour period, however one advantage of the

sliding window implementation is that if a house’s requirements change during the

day, these changes can be accommodated into the planning problem at the next

timestep.

To begin with, a network initialisation stage is completed by the DSO, described in

Section 4.3. This is a one-time process that involves computing power flow studies

on the network, which are used to determine the network’s capacity and the number

of NITs and PITs each house is allocated for use and each house’s Impact Value

on the network. The DSO then communicates the Network and Phase Impact
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Values and allocated numbers of Network and Phase Impact Tokens to each house.

This stage only needs to be repeated if the power flow results would differ, for

instance if the network topology or hardware changes. Once houses have received

the information from the DSO, they can begin participating in P2P trading. A

sliding window strategy is implemented: at every ten minute period, each house will

solve a planning problem to determine its usage of the available energy resources

for all timesteps from the following timestep until the end of the 24 hour period. If

the house plans to purchase or sell NITs or PITs for the next timestep, it will enter

the P2P market to conduct these trades. Multiple markets are completed for the

trading of tokens, and the trading concludes with the house re-calculating its actual

energy use for the next timestep based on the completed trading. This P2P trading

process is explained in Section 4.4. Figure 4.2 represents the entire proposed process

from initialisation to trading stages.

4.3 Fundamental Concepts

Before the P2P trading approach can be presented, the fundamental concepts that

underpin the methodology must be introduced. This section describes the initialisa-

tion stage, which must be completed by the DSO to determine key parameters used

by the houses during the P2P trading. Firstly, power flow studies are conducted

to calculate the voltage and current sensitivity matrices, which are subsequently

used in the calculation of the load capacity of the network. Each house’s Network

and Phase Impact Values are then calculated, which represent the change in load

capacity of the other houses on the network or individual phase of the network as a

result of a change in load at the original house, respectively. The Network Impact

Tokens and Phase Impact Tokens are also introduced, corresponding to the capacity

of the network and the individual three phases, and the relationship between power

demand or generation and the equivalent number of tokens is explained.

It is important to note that the following initialisation procedure for determining the
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Figure 4.2: The proposed P2P trading approach of Network and
Phase Impact Tokens is presented schematically, includ-
ing the DSO initialisation stage and P2P trading stages

network’s load capacity and subsequently the number of NITs and PITs allocated

to each house and each house’s Network and Phase Impact Values is time-invariant,

and needs only to be completed by the DSO once, unless changes are made to the

network infrastructure or topology. If no such changes are made to the network,

P2P trading can occur within an unlimited time frame without having to recalculate

the network capacity or Impact Values.

4.3.1 Network Initialisation and Power Flow Studies

A series of power flow studies are first performed on the network to determine a set

of behaviour parameters that are subsequently used in the calculation of the load

capacity of the network for determining the available PITs and NITs. No Distributed
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Generation (DG - solar PV panels and battery storage) or EVs are present in the

network for these studies, and the same generic baseload profile of 0.5 kW is allocated

to each house at every 10-minute timestep during the day. The generic profile is

arbitrarily selected to enable a power flow study to be conducted, to evaluate how

the network behaves under a certain loading condition. The results of the power

flow can subsequently be applied to any sets of loads and generation afterwards.

This means that the power flow is time-invariant and only has to be run once for a

given network topology, with the results used to estimate the effect of any load or

generation in the network. The power flow studies only have to be re-run if there

are changes to the network topology or hardware (e.g. line impedances or phase

connections).

Sensitivity matrices are a popular way of analysing the impact of loads on a network,

and are defined as the change in a network value, e.g. voltage, current or power

loss, resulting from a change in power at a different node [44], [167]. Here, voltage

and current sensitivity matrices are defined and the same concept is later used to

calculate each house’s Network and Phase Impact Values by analysing the change in

load capacity. Firstly, a power flow study is run to calculate values for node voltages

and line currents throughout the network based on the generic load profile. Then,

for each house in turn, the generic baseload value is increased by a set margin ∆P+

and the power flow study is repeated, before returning the load to the original value.

This step is then repeated again, but instead reducing the load at each house in

turn by ∆P−. From the results of each of the new power flow studies, voltage and

current sensitivity matrices are calculated, which are defined as the change in node

voltage at each node or change in line current in each line, as a result of a change in

load at a different node [44]. The positive (increased load) and negative (decreased

load) voltage sensitivity matrices are given in (4.3.1) and (4.3.2), respectively:

W+
j,k+ =

(
|V̂ 3φ
j,k+| − |Ṽ

3φ
j |
)
· 1

∆P+ ∀k, j ∈ K (4.3.1)

W−
j,k− =

(
|V̂ 3φ
j,k−| − |Ṽ

3φ
j |
)
· 1

∆P− ∀k, j ∈ K (4.3.2)
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where W+
j,k+ is the positive voltage sensitivity matrix showing the value of the

change in voltage at house j as a result of the load at house k being increased by

∆P+, which is 1 kW for this study, and K is the set of all houses. The values of

the three phase node voltages calculated in the initial power flow at house j are

Ṽ 3φ
j and the voltages calculated in the power flow when the load at house k has

been increased are V̂ 3φ
j,k+. The nomenclature can be easily followed for the negative

sensitivity matrix where the load has been decreased at house k in (4.3.2). While the

power flow calculates complex values for the voltages and currents, absolute values

are taken here to provide compatibility with Matlab’s optimisation solvers. In the

case of the line current, which can take either a positive or negative value depending

on the direction of power flow in the network, care is taken to consider the phase

angle of the complex values to ensure the absolute value is correctly signed.

Similarly, the current sensitivity matrices for increased loads L+
l,k+ and decreased

loads L−l,k− are calculated as follows:

L+
l,k+ =

(
|Î3φ
l,k+| − |Ĩ

3φ
l |
)
· 1

∆P+ ∀k ∈ K,∀l ∈ L (4.3.3)

L−l,k− =
(
|Î3φ
l,k−| − |Ĩ

3φ
l |
)
· 1

∆P− ∀k ∈ K,∀l ∈ L (4.3.4)

where Ĩ3φ
l are line currents for each line l in the set of all lines in the network, L,

calculated in the original load flow and Î3φ
l,k+ is the line current in line l calculated

resulting from an increased load at house k.

To simplify the problem, it is assumed that the network load capacity and sensitivity

matrices are time-invariant, and that the calculated values are independent of the

current load in the network. As a result, it is therefore assumed that the Network

Impact Values and capacity of Network Impact Tokens in the network are also time-

invariant. Further research could also consider the dynamic capacity of the network

and how a house’s impact on the network can alter with different load levels.
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4.3.2 Network Load Capacity

To calculate the total load capacity of the network, the extra load capacity is first

calculated based on the results of the power flow study using the generic load profile.

The extra load capacity of the network is defined as the amount of additional load

the network can accommodate at each node, in addition to the generic load profile,

before any of the network constraints (voltage, current or power) are violated, at

each timestep. The total load capacity of the network is then defined as the sum of

the generic load profile and calculated extra load capacity.

The calculation of the extra load capacity is formulated as an optimisation problem

to maximise the load that can be accommodated without violating the network’s

transformer power loading, line current and node voltage limits. Constraining this

problem by these limits moves the complexity of ensuring that the network is operat-

ing within its limits from within the real-time P2P trading and network operation to

this separate initialisation phase. The optimisation objective to calculate the extra

load capacity at each house is given as:

max
EL

T∑
t=1

K∑
k=1

ELk (4.3.5)

where ELk is the extra load capacity available in the network for house k. As the

load capacity is assumed to be time-invariant, the value of ELk is the same at all

timesteps. A lower bound of EL is given such that ELk > 0.

The voltage at house k in the network resulting from the extra load allocation is

calculated by (4.3.6), and is constrained in the optimisation problem by (4.3.7).

V 3φ
k = |Ṽ 3φ

k |+ W+
k,j × ELj ∀j ∈ K (4.3.6)

V
¯
≤ |V φ

k | ≤ V̄ ∀k, φ (4.3.7)

Similarly, the current in all three phases of line l is calculated by:

I3φ
l = |Ĩ3φ

l |+ L+
l,j × ELj ∀j ∈ K (4.3.8)
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The line currents are implemented as a constraint in the optimisation problem

through the following:

|Iφl | ≤ Imaxl,φ ∀l, φ (4.3.9)

The transformer constraints are implemented here to ensure that the transformer

loading does not exceed the specified limits.

Strans =
3∑

φ=1
|Vtransφ| · I

φ
1 (4.3.10)

Strans ≤ Stransmax (4.3.11)

where Iφ1 is the current through the primary feeder line between the transformer and

low-voltage network in phase φ.

A final constraint is added that sets the variance between the extra load value

allocated to each house to be zero - this means that every house is allocated an equal

extra load capacity for fairness. Because every house is assigned the same generic

load profile, the total network capacity assigned to each house is identical.

ELk −
1
K
·
K∑
k=1

ELk = 0 (4.3.12)

where ELk is the load capacity assigned to house k and K is the total number of

houses.

The optimisation problem is then solved to calculate the values of EL at each house,

referred to as ELvar=0,k. An accurate calculation of the actual extra load capacity of

the network is extremely difficult, as the additional load that can be accommodated

depends on the power consumption at different locations in the network. If the

extra load capacity is calculated without (4.3.12), it will overestimate the extra

load capacity by exploiting the strongest points of the network and allocating high

extra load capacity to the one or two strongest houses and no extra load capacity

to the others, while the value calculated with constraint (4.3.12) will result in an

underestimation as it neither accurately represents real-world conditions, as not

every house will have equal load simultaneously, nor considers that some houses
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could also accommodate additional load on top of the equal amount assigned to each

house without exceeding network limits.

Therefore, the optimisation problem described in equations (4.3.5) to (4.3.11) is run

for a second time, but with the following lower bound on the value of the extra load.

ELk ≥
1
K

K∑
k=1

ELvar=0,k (4.3.13)

This ensures that every house is at least allocated the extra load capacity calculated

when all houses are allocated an equal amount of extra load capacity, but also enables

some houses to accommodate a higher extra load if the network permits, which can

give a better value of the total load capacity of the network.

4.3.3 Impact Values and Impact Tokens

This section introduces the concepts of Network Impact Values (NIVs), Phase Impact

Values (PIVs), Network Impact Tokens (NITs) and Phase Impact Tokens (PITs).

These are calculated by the network operator using the results of the extra load

capacity calculations, and again are independent of any load or generation in the

network, meaning that these values only have to be calculated once unless changes

are made to the network topology or hardware.

Network Impact Values

Power consumption or generation at each house, depending on its location within

the network, has a unique impact on the amount of extra load capacity available to

the other houses in the network. The Network Impact Values quantify the impact

of power consumption or generation at a house on the load capacity available to

the other houses (expressed in terms of NITs), taking into account the transformer

power loading and inter-phase bus voltages, i.e. how a load on one phase impacts

the voltages on a different phase. For example, a large load at one house may mean

that less total load could be accommodated by the network than if the load was
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located elsewhere. As the load capacity of the network is constant, these different

impacts are quantified using the Impact Values. The NIV for house k shows how

much the available extra load capacity to the other houses is decreased or increased

by resulting from a 1 kW increase in load or reduction in load at house k, respectively.

Therefore, out of the total capacity of the network in terms of NITs, the house’s

NIV defines how many NITs each kW of load requires from the network’s capacity,

and how many NITs each kW of generation will add to the network. The units of

NIVs are tokens/kW. A house with a higher Impact Value has greater impact on the

network if adding a load, and is subsequently required to purchase a larger number

of NITs to take into account this greater impact on the network.

The Network Impact Values are calculated in a similar method as the voltage and

current sensitivity matrices described in Section 4.3.1. A single timestep is chosen

and the following procedure is carried out to calculate the NIVs at each house:

For house k = 1 to K:

1. Assign generic baseload profile to all houses

2. Set upper bound of ELk = 0, so that house k is not allocated any extra load

capacity, and calculate the extra load capacity in network at all other houses

using (4.3.5)-(4.3.13). The total extra load capacity of the network is given by:

ELtotal =
K∑
j=1
j 6=k

ELj (4.3.14)

3. Increase load at house k by 1 kW and recalculate extra load capacity at all

other houses to give:

ELk+ =
K∑
j=1
j 6=k

ELk+,j (4.3.15)

4. Calculate the change in extra load available to the other houses as a result of

house k increasing its load by 1 kW

EL+
∆,k = |ELtotal − ELk+| (4.3.16)
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5. Repeat steps 3 and 4, but instead decreasing the load at house k by 1 kW to

calculate ELk− and EL−∆,k

6. The NIVs of house k are then defined as:

NIV +
k = EL+

∆,k (4.3.17)

NIV −k = EL−∆,k (4.3.18)

where NIV +
k is house k’s Network Impact Value for an increased load of 1 kW

and NIV −k is its NIV for a decreased load (or generation) or 1 kW.

The DSO will communicate to each house its two NIVs, along with the generic load

profile used in the calculation of the network load capacity for the house to use in

its own calculations. Because the initialisation phase only has to be completed once,

the house’s NIVs do not change unless the DSO has to recalculate them following a

substantial change to the network topology or infrastructure.

Network Impact Tokens

Instead of expressing the network load capacity in kW, it is instead defined in terms

of a quantity of Network Impact Tokens. Instead of analysing the network operation

in terms of the load and generation powers through a power flow study, Network

Impact Tokens (NITs) and NIVs enable the network to be analysed in terms of the

impact that the loads cause on the network.

The calculated extra load capacity of the network can be equated in terms of Network

Impact Tokens (NITs), which are henceforth used in all calculations instead of the

extra load capacity. The extra load capacity at each house as calculated by the

network operator in Section 4.3.2, is equated to a number of NITs for each house

as follows. Each house is able to add loads to the network corresponding to a total

number of NITs given by NIT alloctk without exceeding any network limits:

NIT alloctk = (ELk + P generic) ·NIV +
k ∀t (4.3.19)
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where NIT alloctk is the number of NITs representing the network capacity allocated

to house k at time t, ELk is the extra load capacity as calculated by the DSO,

P generic is the load allocated in the generic baseload profile and NIV +
k is the house’s

Network Impact Value for increasing load. The sum of ELk + P generic equals the

total load capacity of the network at house k. Because the load capacity is calculated

in terms of the additional power that can be accommodated by the network, it must

be multiplied by the NIV in order to convert it to Network Impact Tokens.

Every load that is added to the network will use up some of the network’s available

capacity, and therefore each load is equated to a number of NITs in order to evaluate

how much of the network’s capacity it will occupy. The relationship between a load

power (kW) at house k and the reduction in network capacity in NITs is defined

through (4.3.20). To add the load to the network, the house is required to acquire

the corresponding number of Network Impact Tokens, which will ensure that the

load cannot cause the network to exceed any of its limits. The link between power

usage at a house and the number of NITs required is given by:

NITload,k = Pload,k ·NIV +
k (4.3.20)

where NITload,k is the number of NITs utilised in the network as a result of a load

of Pload,k kW.

If a house discharges power from its battery or EV to the network or sells power

directly from its solar panels, this will generate a number of NITs that can be used

by other houses to increase their load on account of the additional power that has

been injected into the network. The number of NITs added to the network by power

injection into the network is given by (4.3.21).

NITgen,k = Pgen,k ·NIV −k (4.3.21)

where NITgen,k is the number of NITs generated for the network as a result of

generation of Pgen,k kW at house k.
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Phase Impact Values

While the Network Impact Values consider the effect of a load across the entire

network, they do not take into account the behaviour and capacity of the three

individual phases of the network. As each of the three phases has its own maximum

line current limit, NITs alone will not ensure that each individual phase does not

exceed its limit, as the NITs are generic across all phases of the network. The total

quantity of NITs available will prevent the sum of the line currents of the three

phases from exceeding the sum of the maximum per-phase current ratings, but if

all NITs are consumed by the houses on a single phase, then the current through

that particular phase will exceed the line’s per-phase current rating. Therefore,

Phase Impact Values and Tokens are introduced to ensure each phase of the network

operates within its own limits.

Similarly to the NIVs above, the Phase Impact Values are determined for each house

through the calculation of the change in extra load capacity. However, instead of

analysing all houses across the network, each phase is analysed individually, and

only houses connected to that phase are included in the calculation of the extra

load capacity. In addition, the constraint on the transformer power (4.3.11) is not

included during the PIV calculation, as the NITs ensure that this is not violated.

PIV +
k = |

Kφ∑
j=1
j 6=k

ELφj −
Kφ∑
j=1
j 6=k

ELφk+,j| ∀φ (4.3.22)

PIV −k = |
Kφ∑
j=1
j 6=k

ELφj −
Kφ∑
j=1
j 6=k

ELφk−,j| ∀φ (4.3.23)

where Kφ is the number of houses connected to phase φ and ELφj is the extra load

capacity of house j on phase φ.
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Phase Impact Tokens

Phase Impact Tokens are specific to each phase of the network, therefore the number

of PITs allocated to each house are determined from the load capacities of the phase

of the network to which the house is connected:

PIT allocφ,tk =
(
ELφk + P generic

)
· PIV +

k ∀φ, t (4.3.24)

where ELφk is the load capacity of the phase φ of the network to which house k is

connected. Because PITs are specific to each phase, denoted by superscript φ, PITs

for phase A can only bought, sold, used or generated by houses connected to phase

A, and equivalently for the other two phases.

4.3.4 NITs and PITs Used in P2P Trading

The DSO uses the above method to determine the allocation of NITs and PITs to

each house, with the modification that the extra load capacity used in (4.3.19) and

(4.3.24) is only calculated with the variance constraint in (4.3.12) to ensure that every

house is allocated equal load capacity for fairness. Because the load capacity of the

network and each house’s Impact Values are treated as time-invariant, the number of

NITs and PITs allocated to each house is also time-invariant, and is a constant value.

Therefore, once this number of NITs and PITs has been communicated to each house

by the DSO, the house is able to use this number of tokens at each timestep until

there is a change to the network topology or hardware requiring the initialisation

stage to be recalculated.

For any load that a house wishes to add to the network, the house must possess

the corresponding number of both NITs and PITs to ensure that no network or

phase limit will be violated by the load. Therefore, if a house requires more NITs

or PITs for their desired power consumption than they have been allocated, they

must purchase additional tokens over the P2P market from other houses which are

either not using all of their allocated NITs/PITs or are creating new NITs and PITs
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through power injection into the network, such as discharging their battery/EV, or

selling generated solar energy.

The Network and Phase Impact Tokens are subsequently divided into two categories -

for baseload usage (NITBLt/PITBLφ,t) and for EV usage (NITEVt/PITEVφ,t), with

the baseload and EV tokens traded in separate auctions. This is to ensure that

houses have the opportunity to purchase the tokens required for their baseload usage

before additional network capacity is used for EV charging. Baseload is treated as a

non-flexible critical load, and it is essential that a house is able to use its required

baseload. Therefore, the two categories of token are kept separate to ensure buyers

do not try to cheat by purchasing tokens to be used for EV charging from the

baseload auction, which could prohibit other houses purchasing sufficient tokens to

meet their baseload requirement.

4.4 Peer-to-Peer Trading Methodology

In this section, the procedure that houses follow to determine whether to buy or

sell Impact Tokens (ITs, referring to either NITs or PITs) on the P2P market and

the functioning of the market itself is presented. The P2P market takes place every

10 minutes, with houses trading for ITs that are used in the following 10 minute

period. For example, in the P2P market running between 10:00 - 10:10, houses will

be competing to buy and sell ITs for use between 10:10 and 10:20. Each subsection

describes a stage of the P2P trading process that occurs at each timestep.

Firstly, the planning problem is presented where each house must determine its

optimal energy resource usage and the number of ITs that it should buy and sell

at each timestep from the following 10 minute period until the end of the 24 hours.

Secondly, the P2P markets are presented where houses are able to purchase ITs

to enable them to use their baseload power or EV charging, with the process of

submitting bids and asks through to the determination of the winning houses in

the auction described. Between the P2P auctions for trading baseload ITs and EV
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ITs, the market operator steps in to help ensure that all houses have sufficient ITs

to permit their planned baseload, before allowing the purchase of remaining ITs

for EV charging. Following the two auctions, there is a final opportunity for the

sale of any remaining tokens by houses, who can offer their remaining ITs that

were not sold in the previous two P2P auctions at a lower price on the seller-led

market, to try to maximise their income and the utilisation of the network. This

can incentivise other houses to adjust their planned energy resource usage to take

advantage of these cheaper ITs, for example by increasing the EV charging that they

do in the next timestep, as the cost of ITs might be lower than when they originally

had planned to charge. Similarly, a buyer-led market then also takes place, where

any buyers who have not been able to purchase sufficient tokens to meet baseload

or EV charging requirements can incentivise sellers through higher prices to alter

their planned energy usage to provide the additional ITs the buyer requires. Upon

completion of all P2P trading, houses calculate their actual energy resource usage

for the following timestep by again solving the original planning problem with the

inclusion of all traded ITs as constraints on their resource usage. For example, if a

house does not sell as many ITs as it was originally planning, then the actual battery

discharging may be lower than originally planned, or more solar power will be used

for EV charging so that fewer ITs are generated for sale. Similarly, if the house is

not able to buy as many EV ITs as it originally bid for, then the EV charging that

can no longer occur in the next timestep must be rescheduled to ensure the EV still

reaches its SoC goal by departure.

4.4.1 Energy Resource Planning

To determine what ITs to buy or sell in the P2P markets, each house must first plan

its optimal energy resource usage strategy for the day. This is formulated as a cost

minimisation problem, and if equipped with solar PV panels, battery storage or an

electric vehicle, it must determine when to charge the EV, when to store, consume

or sell solar energy generation and when to discharge the EV or battery storage for
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either the consumption or sale of energy. Additionally, decisions must be made on

how to utilise or sell the allocated ITs and whether any additional baseload or EV

ITs must be purchased. Figure 4.3 shows a flow diagram of the sources of power

generation and ITs in the network along with the optimisation variables from this

planning problem (middle column) and how the power/IT will be used within the

network (right column). For example, power generated by a house’s solar panels can

be allocated to one of the following uses: to be used for the house’s baseload, for

charging the house’s EV, to be stored in the house’s battery, sold on the P2P market

for other houses to use or to be curtailed if none of the above options are possible.

Any generated or stored power that is sold to the grid generates additional ITs that

will be sold to the other houses on the P2P market. The ITs initially allocated

to the house by the network operator can be used for permitting baseload or EV

consumption at that house, they could be sold on the P2P market to permit the

usage of a load at another house, or may just be left unused if not all allocated ITs

were either required for loads at the house or sold. This figure assumes that a house

is equipped with both an EV and solar PV panels with battery storage, if a house

is not equipped with one or both of these technologies, the options for generating

and consuming energy and ITs will be reduced.

Resource Planning Optimisation Problem

Each house solves their own optimisation problem to determine the optimal usage of

their available energy resources in the following 10 minute timestep. The optimisation

objective that each house attempts to minimise is the total daily net cost of their

energy, NIT and PIT usage. The results of the optimisation problem enable the

house to determine their bid and asks to submit to the P2P market in the next

step. Because each house is solving its own optimisation problem, the computational

complexity is not affected by the number of houses in the network.

The set of optimisation variables corresponding to the usage of energy resources that

the house can control, referred to as χP2P, are given along with their definitions in
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Figure 4.3: Flow diagram showing the sources and usage of each of
the optimisation variables used in the energy resource
planning stage. Pink lines identify variables represent-
ing power (kW), blue lines identify NITs and green lines
identify PITs



4.4. Peer-to-Peer Trading Methodology 123

Table 4.2

Each variable is of size (T − t)×1, with a value for each timestep between the current

timestep t and the end of the 24 hour period when the system resets. Because the

planning problem is solved a timestep ahead of the actual usage, it is assumed that

to begin with the house first calculates the initial planning optimisation problem

at t = 0 for the 144 timesteps that make up the 24 hour period. All variables are

constrained with a lower bound of 0. The upper bounds of the EV charging and

discharging are set to 7 kW and 3 kW, respectively, when the EV is present, and 0

otherwise, so that the EV cannot charge whilst not at home. If the house has no EV,

the upper bounds of all variables relating to EVs are set to 0. The upper bounds for

variables relating to solar power usage and energy storage power or NITs are set to

+∞ if the house is equipped with these systems or is otherwise set to 0.

The house will calculate the number of NITs and PITs required to fulfil its baseload

and EV charging requirements as given in (4.4.1) - (4.4.4).

NITREQtBL =
(
PBLt −

(
P solartBL + PbatDistBL

))
·NIV + ∀t (4.4.1)

NITREQtEV =
(
PEVtch −

(
P solartEV + PbatDistEV

))
·NIV + ∀t (4.4.2)

PITREQ
φ,t
BL =

(
PBLt −

(
P solartBL + PbatDisBL

))
· PIV + ∀t (4.4.3)

PITREQ
φ,t
EV =

(
PEVtch −

(
P solartEV + PbatDistEV

))
· PIV + ∀t (4.4.4)

where PBLt is the house’s baseload power usage at time t and NIV + and PIV +

are the house’s Network Impact Value and Phase Impact Value, respectively, for

increasing load on the network. Similarly, the house can calculate the number of

NITs and PITs that it can offer for sale as follows:

NIT SELLt = NIT alloctsell +
(
PEVDistsell + P solartsell + PbatDistsell

)
·NIV − ∀t (4.4.5)

PIT SELLφ,t = PIT allocφ,tsell+
(
PEVDistsell + P solartsell + PbatDistsell

)
·PIV − ∀t (4.4.6)

where NIV − and PIV − are the house’s Network and Phase Impact Values for

generation and injecting power into the network. The actual values of NITREQBL,
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Table 4.2: P2P planning optimisation variables - χP2P

Variable Definition

PEVch EV charging power

PEVdis EV discharging power for V2G

P solarBL Solar power generation used for baseload

P solarEV Solar power generation used for EV charging

P solarbatCh Solar power generation used for battery charging

P solarsell Solar power generation to generate NITs to be sold
to other houses

P solarunused Solar power generated that is not sold to other
houses or used for loads

PbatDisBL Battery discharging power used for baseload

PbatDisEV Battery discharge power used for EV charging

PbatDissell Battery discharging power to generate NITs to be
sold to other houses

NIT allocBL Allocated NITs used to permit baseload power

NIT allocEV Allocated NITs used to permit EV charging power

NIT allocsell Allocated NITs sold to other houses on P2P
market

PIT allocBL Allocated PITs used to permit baseload power

PIT allocEV Allocated PITs used to permit EV charging

PIT allocsell Allocated PITs sold to other houses on P2P
market

NITBLbuy NITs purchased from P2P market to permit
baseload usage

NITEVbuy NITs purchased from P2P market to permit EV
charging

PITBLbuy PITs purchased from P2P market to permit
baseload usage

PITEVbuy PITs purchased from P2P market to permit EV
charging
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NITREQEV and NIT SELL corresponding to the number of NITs to buy for baseload,

EV charging and to sell on the P2P market are determined through the results of

the optimisation problem, along with the equivalent values of PITs.

The number of NITs required for baseload and EV charging must be met from using

allocated NITs or purchasing additional baseload NITs on the P2P market as given

in constraints (4.4.7) and (4.4.8). In addition, the number of allocated NITs from the

network operators calculation of the network load capacity must also be consumed,

sold or not used in order to balance the system and is constrained through (4.4.9).

NIT alloctBL +NITBLtbuy = NITREQtBL ∀t (4.4.7)

NIT alloctEV +NITEVtbuy = NITREQtEV ∀t (4.4.8)

NIT alloctBL +NIT alloctEV +NIT alloctsell +NIT alloctunused = NIT alloct ∀t (4.4.9)

Similarly, the usage of PITs is constrained as:

PIT allocφ,tBL + PITBL
φ,t
buy = PITREQ

φ,t
BL ∀t (4.4.10)

PIT allocφ,tEV + PITEV
φ,t
buy = PITREQ

φ,t
EV ∀t (4.4.11)

PIT allocφ,tBL + PIT allocφ,tEV + PIT allocφ,tsell + PIT allocφ,tunused = PIT allocφ,t ∀t (4.4.12)

If the house is equipped with solar PV panels and battery storage, the amount of

energy stored in the house’s battery at time t is given by:

Bt
store = Bin

store +
t∑

τ=1
(P solarτbatCh − (PbatDisτBL+

PbatDisτEV + PbatDisτsell)) ·∆T · η
(4.4.13)

where Bin
store is the initial energy stored in the house’s battery at time t = 0.

The EV’s SoC at time t is given by:

SoCt = SoCin − SoCt
travel +

t∑
τ=1

(PEVChτ − PEVDisτsell) ·
∆T · η
BEVcap

(4.4.14)

where SoCin is the EV’s initial state of charge, SoCt
travel is the SoC consumed on any
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journeys between timesteps τ = 1 and t, η is the EV charging efficiency and BEVcap

is the EV’s battery capacity in kWh.

The EV is allocated a target SoC at their departure time that should be reached in

order to satisfy the owner’s needs. If the SoC of the EV at departure is lower than

this target value, a virtual cost penalty is incurred. While not meeting the target

SoC does not actually incur the owner a real cost, this virtual penalty is included in

the cost based objective function to ensure that sufficient EV charging is prioritised.

ΠpenaltyEV =
∣∣∣SoCtarget − SoCTdep

∣∣∣ · πEVpenalty (4.4.15)

where ΠEVpenalty is the virtual penalty cost arising from departing with SoC SoCTdep

instead of target SoC SoCtarget. The SoC deficit is penalised at a cost of πEVpenalty

£/SoC%.

The house is subject to a cost for any NITs and PITs purchased on the P2P market

as well as the cost of any electricity the house uses, but can receive income for

selling NITs, PITs and energy generated from discharging of batteries or solar PV

on the P2P market. Although energy is not purchased or sold specifically on the

P2P market, in order to sell NITs or PITs, a house may have to inject power into the

network. Rather than additional energy being sourced from the upstream grid, this

injected energy is consumed locally instead, with the house that purchases the ITs

generated through this power injection paying the selling house for the electricity.

Therefore, while energy is effectively traded on the P2P market, it is a by-product of

the trading of NITs and PITs, rather than its own specific market - a house cannot

purchase energy without the purchase of NITs or PITs. Because this study focuses

on the P2P trading of the NITs rather than energy, it is assumed that the cost of

energy if bought via the P2P market is equivalent to the cost of energy purchased

from the network operator. Therefore, the cost of baseload energy for the house is

given by:

ΠBLenergy =
T∑
t=1

(
PBLt −

(
P solartBL + PbatDistBL

))
·∆T · πenergy (4.4.16)



4.4. Peer-to-Peer Trading Methodology 127

where ΠBLenergy is the total cost of electricity consumed for baseload, PBLt is the

baseload power at time t and πenergy is the cost of electricity (£/kWh). Similarly,

the total cost of energy for EV charging is given by:

ΠEVenergy =
T∑
t=1

(
PEVtch −

(
P solartEV + PbatDistEV

))
·∆T · πenergy (4.4.17)

and therefore the house’s total energy cost is:

ΠEnergy = ΠBLenergy + ΠEVenergy (4.4.18)

As all loads that are not fulfilled using self-generated energy (i.e. battery charging

or solar generation, which bypass the main grid) require the corresponding number

of NITs and PITs to enable their use, the house also encounters cost for purchasing

any required tokens. The cost of purchasing NITs and PITs to meet the baseload

requirement is given by (4.4.19) and (4.4.20),respectively.

ΠBLNIT =
t∑

τ=1

M∑
m=1

NITBL
τ,m
bought · Πtradem +

T∑
τ=t+1

NITBLτbuy · πNITτexp (4.4.19)

ΠBLPIT =
t∑

τ=1

M∑
m=1

PITBL
φ,τ,m
bought · Πtradem +

T∑
τ=t+1

PITBL
φ,τ
buy · πPITτexp (4.4.20)

where ΠBLNIT is the total cost of purchasing NITs to fulfil baseload power for the 24

hour period, consisting of the cost of any baseload NITs purchased in P2P auctions

during previous timesteps and the expected cost of purchasing any NITs in future

timesteps. For each timestep τ between the initial timestep and the current timestep

t, the number of baseload NITs purchased in each of the M trades the house has

made at each timestep is given by NITBL
τ,m
bought, and the trade price of each of the M

trades is given by Πtradem. The number of baseload NITs planned to be purchased in

future timesteps is given by NITBLτbuy and πNITτexp is the expected cost of purchasing

a single NIT in a later timeslot. Because the price is set by the P2P auction, this

expected cost cannot be known for certain in advance, and will depend on levels of

supply and demand within the market. Testing found that implementing a time-of-

use multiplier tariff resulted in EVs charging earlier in the day, and subsequently
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more EVs departing with their desired SoC. The multipliers used were one-times

between 8am and 6pm, three-times between 6pm and 10:30pm and six-times from

10:30pm until 8am. Similarly, the cost of NITs and PITs that are purchased to

facilitate EV charging is given by:

ΠEVNIT =
t∑

τ=1

M∑
m=1

NITEV
τ,m
bought · Πtradem +

T∑
τ=t+1

NITEVτbuy · πNITτexp (4.4.21)

ΠEVPIT =
t∑

τ=1

M∑
m=1

PITEV
φ,τ,m
bought · Πtradem +

T∑
τ=t+1

PITEV
φ,τ
buy · πPITτexp (4.4.22)

The total cost of purchasing all required NITs and PITs on the P2P market is:

ΠNIT = ΠBLNIT + ΠEVNIT (4.4.23)

ΠPIT = ΠBLPIT + ΠEVPIT (4.4.24)

The house’s energy income, NIT income and PIT income are given by (4.4.25),

(4.4.26) and (4.4.27), respectively.

ΠIncomeEnergy =
T∑
τ=1

(P solarτsell + PbatDisτsell + PEVτdis) · πenergy (4.4.25)

ΠIncomeNIT =
t∑

τ=1

M∑
m=1

NIT τ,msold · Πtradem +
T∑

τ=t+1
NIT SELLτ · πNITτexp (4.4.26)

ΠIncomePIT =
t∑

τ=1

M∑
m=1

PIT τ,msold · Πtradem +
T∑

τ=t+1
PIT SELLτ · πPITτexp (4.4.27)

The total net cost of energy, NITs and PITs for the 24 hour period is therefore given

by:

Πtotal =ΠEnergy + ΠNIT + ΠPIT

− (ΠIncomeEnergy + ΠIncomeNIT + ΠIncomePIT)
(4.4.28)

In addition, a virtual cost penalty is imposed to ensure that baseload usage and

EV charging is prioritised in the optimisation problem, and the wasting of ITs or

generated solar energy is avoided. This penalty cost does not add to the house’s

total real cost that it pays for energy, NITs and PITs for the 24 hour period, but is
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included in the objective function of the optimisation problem.

Πpenalty = ΠpenaltyEV + ΠpenaltyBL + ΠpenaltyV2G + Πpenaltysolar + ΠpenaltyITs (4.4.29)

where ΠpenaltyEV is the penalty cost associated with the house’s EV not achieving its

SoC goal at departure given by (4.4.15), ΠpenaltyBL is a penalty imposed if the planned

baseload is less than the house’s actual baseload requirement, ΠpenaltyV2G is a small

cost imposed on EV discharging to account for battery degradation, Πpenaltysolar is

equal to a penalty fee multiplied by P solarunused which accounts for any solar power

generated that is neither consumed, stored or sold, and ΠpenaltyITs is a penalty for

any allocated NITs and PITs which are neither utilised or sold.

Finally, the optimisation objective can be defined as:

min
χP2P

Πtotal + Πpenalty (4.4.30)

where χP2P is the house’s controllable energy resources, and is subject to the following

constraints on EV charging and battery storage:

0 ≤ SoCt ≤ 1 ∀t (4.4.31)

0 ≤ PEVtch ≤ PEVchmax ∀t (4.4.32)

0 ≤ PEVtdis ≤ PEVdismax ∀t (4.4.33)

The EV SoC is constrained between 0 and 1 to ensure that the battery does not

charge more than its capacity or discharge further than empty. The EV charge

rate is also constrained between 0 and the maximum EV charge rate, set here as

7 kW, corresponding to home charging from a dedicated charge point, and the EV

discharge rate is limited between 0 and the maximum EV discharge rate, which has

been chosen as 3 kW to protect the EV battery and grid.

0 ≤ Bt
store ≤ BBatcap ∀t ∈ T (4.4.34)

0 ≤ PbatDist ≤ PbatDismax ∀t (4.4.35)
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PbatDistBL + PbatDistEV + PbatDistsell = PbatDist ∀t (4.4.36)

P solartBL + P solartEV + P solartbatCh + P solartsell + P solartcurtail = P solart ∀t (4.4.37)

For the included solar PV and battery storage, the energy stored in the battery

must be kept between 0 and the maximum battery capacity BBatcap and the battery

discharge rate is constrained between 0 kW and the maximum battery discharge rate,

7 kW. Any power discharged from the battery must be allocated to either supplying

power for baseload or EV or sold with NITs on the P2P market. Similarly, any solar

power generated must be allocated for use for either baseload, EV charging, battery

charging, sold via P2P or curtailed.

Solving of this optimisation problem will generate the house’s optimal energy resource

utilisation for the remaining timeslots in the 24 hour period. If the results determine

that a house should buy or sell NITs or PITs for the next timestep, the house can

prepare the relevant bids and asks to trade these Impact Tokens on the P2P market.

4.4.2 P2P Market Structure

At every ten-minute timestep, the P2P markets open to enable houses to buy or

sell NITs and PITs in accordance with the results of their planning problem for the

following timestep. As previously mentioned, two P2P markets take place, the first

allowing houses to purchase any required Impact Tokens for their baseload, and the

second allowing houses to purchase any tokens required for their EV charging. This

ensures that any houses wishing to charge EVs that submit high bid prices do not

purchase so many ITs for their EV charging such that there are not sufficient tokens

remaining in the network for all houses to fulfil their baseload. As baseload power

is considered a non-flexible requirement, it is imperative that all houses are able

to secure sufficient NITs and PITs to accommodate this. This is achieved through

having separate types of NITs/PITs that are purchased through P2P markets for

baseload and EV charging, denoted NITBL/PITBL and NITEV/PITEV, respectively.

In practice, a smart EV charger will assess the quantity of NITEV and PITEV that
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have been purchased, in addition to the number of allocated NITs/PITs assigned

to EV charging when determining the maximum EV charge power that the device

will supply. Any ITs allocated from the DSO can be used for either baseload or EV

charging. Any Impact Tokens that a house wishes to sell, whether unused allocated

NITs/PITs, or generated from solar power, battery discharging or V2G, can be sold

to either of the two P2P auctions, so houses are expected to submit asks for all

available ITs to both auctions to maximise the number of NITs and PITs they are

able to sell.

The P2P market can be hosted virtually on an online platform that houses within the

network have credentials to join. The entire process from each house calculating the

number of NITs/PITs they plan to buy and sell at each auction and submitting these

to the market platform, the market operation and determination of successful parti-

cipants and the final trade price to the matching of successful buyers and sellers can

be accomplished automatically through the presented algorithms. The algorithms

to determine energy usage and the bids and asks to submit to the P2P market could

be hosted by each house’s energy management system, such as being incorporated

into a smart meter. Ideally, machine learning technology can be incorporated to

learn from a house’s energy usage to improve the accuracy of the planning stage

without requiring the user’s input. Therefore, this type of system is also viable to

be hosted on blockchain, with smart contracts determining the trades to be made,

and ensuring appropriate actions are made by the houses to fulfil their obligations

based on the results of the P2P trading.

The following sections describe the process of submitting bids and asks and the P2P

market matching process to determine successful trades. These steps are repeated

for both the baseload auction, and the EV auction.
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4.4.3 Submitting Bids and Asks

Each house will have a private valuation for how much money they are willing to pay

for NITs or PITs in the P2P auction and how much they are willing to receive for any

ITs that they sell. In a truthful auction, buyers and sellers will maximise their utility

from the auction by bidding their private valuation, so these private valuations for

buying and selling NITs become the house’s bid and ask prices, respectively.

If the result of NITBLtbuy or NITEVtbuy from the optimisation planning problem is

greater than 0 for the next timestep t, then the house will submit a bid for NITs to

the P2P market platform. The bid consists of four elements: the house’s unique ID,

the number of NITs they are bidding for (NITBLbuy or NITEVbuy), their bid price

(£/NIT) and a code to identify either NITBL or NITEV. Similarly, if PITBL
φ,t
buy

or PITEV
φ,t
buy is greater than zero, the house will submit bids for the required PITs.

Again, the bid consists of four elements, with the first three being identical to the

NIT auction. The final identifying code represents the type and phase of the PIT,

for example PITBLA.

If the house wishes to sell surplus NITs/PITs or sell ITs created through power

injection, they submit an ask to the P2P market. The ask consists of the house’s

ID, the number of NITs they are selling, their ask price and a value identifying the

Impact Token type that is being sold. As the baseload/EV category of IT is only

assigned when bought in either type of auction, the sold tokens do not require a

baseload or EV designation. However, the token type, i.e. NIT or PIT is identified

here, and in the case of PITs, an additional term designates the phase of the network

to which the PIT belongs.

Once all houses have submitted their bids and asks to the P2P markets, the list of

bids for each market can be ordered from highest bid price to lowest, and the list of

asks ordered from lowest ask price to highest. As PITs are specific to a single phase

of the network and can only be traded by houses on that phase, the PIT bid and

ask arrays are split into separate bid and ask arrays for each of the three phases of
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the network.

4.4.4 P2P Market Mechanism and Matching Result

Once the lists of bids and asks have been received, the market operator must calculate

the intersection point between buyers and sellers to determine which buyers and

sellers successfully trade. The following strategy is implemented to calculate the

intersection point.

For each ask from ordered ask list, evaluate the two possible scenarios:

Scenario 1: Intersection occurs mid-bid

1. Check if price of ask is higher than the last successful bid

2. If so, intersection occurs at the price of the last safe bid and quantity of

previous ask

3. If not, or there are not yet any successful bids recorded, test scenario 2

Scenario 2: Intersection occurs mid-ask

4. Add up ITs requested for this ask and any previous, and find number of bids

required to demand this number of ITs

5. For each of these bids, check if the bid price is greater or equal to the ask price

6. If so, mark bid as successful

7. If the bid price is less than the ask price, then the intersection occurs at the

quantity of final successful bid and price of current ask

If neither intersection criteria is met for the current ask, move on to the next

ask from the list. The intersection point can only be found once, so once the

intersection has been calculated then the loop is exited.
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There are two possible intersection scenarios which must be checked, which are

shown in Figure 4.4. The first occurs mid-bid, where the previous ask did not have

sufficient ITs available to fulfil the bid’s entire request, but the next ask is at a

price higher than the bid, and the second occurs mid-ask, where the previous bids

not demand the entire quantity of ITs offered by a seller, but the next bid price is

below the seller’s ask price. A third and fourth scenario is also possible, not shown

here, where the intersection occurs at a point where the cumulative quantity of bids

and asks are identical or the bid and ask price are identical, however these can be

evaluated under scenarios 1 and 2, respectively.
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Figure 4.4: Comparison of intersection scenarios 1 and 2

To ensure that the auction is truthful, and that participants are incentivised to bid

their private valuations of the ITs, McAfee’s double auction mechanism is implemen-

ted here [143]. Once the intersection point in the bids and asks has been calculated,

the final auction price and successful buyers and sellers are determined as follows:

1. Find the number of buyers b and number of sellers s to the left of the intersection

point
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2. Calculate the mean price between the b+ 1th and s+ 1th participant as

πtrade = 1
2
(
πbidb+1 + πasks+1

)
(4.4.38)

where πtrade is the calculated trade price from the auction, πbidb+1 is the bid

price of the b+ 1th buyer and πasks+1 is the ask price of the s+ 1th seller.

3. If πbidb ≥ πtrade ≥ πasks , then all buyers up to and including b can trade and

all sellers up to and including s are successful in the auction and can trade.

The trade price is given in (4.4.38)

If the above inequality is not satisfied, then some participants must be removed

from the auction and their bid and ask prices used to set the auction price.

This is done to preserve the property of truthfulness, if the auction price is set

by a successful participant, they might be incentivised to alter their bid or ask

price to benefit themselves

4. The final seller with the highest ask price s is then removed from the auction,

along with buyer b who had the lowest bid.

5. The number of ITs available from the remaining sellers is then rechecked against

the number of NITs requested from the remaining buyers to ensure that there

are still sufficient ITs in the market for the final buyer to successfully purchase

some of their requested ITs. In an instance where this is not the case, additional

buyer(s) need to be removed. This occurs if the sth seller had offered a large

quantity of ITs that multiple buyers would have purchased

6. If only a single buyer and seller have to be removed, then buyers up to b− 1

and sellers up to s− 1 will successfully trade at the auction price given by:

πtrade = 1
2 (πbidb + πasks) (4.4.39)

7. If n buyers are removed, then buyers up to b − n and sellers up to s − 1 are
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successful and will trade at price given by:

πtrade = 1
2
(
πbidb−n+1 + πasks

)
(4.4.40)

Unlike the auction matching mechanisms presented in Chapter 3, this is a many-

to-many matching, meaning that each seller is able to sell ITs to multiple houses,

and each buyer is able to purchase ITs from multiple sellers, which simplifies the

matching mechanism considerably. The matching of buyers with sellers proceeds as

follows.

For each successfully trading buyer, from highest bidding to lowest:

1. Calculate the total number of ITs purchased by the previous buyers (with

higher bids) and calculate how many sellers (from lowest ask price to highest)

are required to fulfil that number of NITs

2. Based on the buyer’s NIT/PIT request, calculate whether the last seller to

trade previously has sufficient NITs remaining to meet the buyer’s request

3. If so, the buyer purchases all of their requested ITs from this seller

4. If the current seller does not have sufficient ITs remaining to meet the buyer’s

demand, the buyer purchases the ITs available from this seller and then moves

on to the seller with the next highest ask price and looks to purchase the

remainder of their required NITs from that seller. If they are still not able to

acquire all ITs, they move on to the next seller again until they have done so

5. Note: The final successful buyer (with the lowest bid price) may not be able to

purchase the entire quantity of ITs they originally bid for, if the total quantity

of ITs offered by successful sellers is lower than the total quantity of ITs bid

for by successful buyers (a scenario 1 intersection).

6. Once the buyer has had their total requested ITs matched to the sellers, each

individual trade with a different seller is recorded separately, storing the buyer’s
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and seller’s unique IDs, the total number of ITs purchased from each seller, the

total cost of each separate trade based on the auction price and the number

of NITs purchased on that trade and the Impact Token type identifier.

4.4.5 Market Operator Trades

A key property of McAfee’s double auction mechanism is that inevitably at least

one buyer and seller are excluded from trading, as their bid and ask prices are used

to set the auction trade price to maintain the property of truthfulness. Therefore,

such a system is guaranteed to result in at least one house that does not purchase

sufficient NITs or PITs to permit the use of its baseload. Given that the usage of

baseload power is considered an absolute requirement, it is necessary for the market

operator to step in to help ensure that all houses acquire sufficient NITs and PITs

to use their baseload before any ITs are purchased for EV charging.

Based on the submitted bids to both the baseload NIT and PIT auctions and the

finalised matchings, it can be determined which houses did not purchase sufficient

NITs and PITs to fulfil their baseload requirement. The total baseload NITs deficit

can then be calculated by summing up the unpurchased NITs. Based on the number

of NITs offered in the asks and the successfully matched trades, the percentage of

unpurchased NITs to the unsold NITs is calculated, up to a maximum of 100%.

NITBLDef% =
∑K
k=1

(
NITBLtbuyk −NITBLtboughtk

)
∑K
k=1

(
NIT selltk −NIT tsoldk

) × 100 (4.4.41)

where NITBLbuyk is the number of NITs house k submitted in its bid to the auction,

NITBLboughtk is the number of NITs that house k won in total in the auction, NIT sellk

is the number of NITs that house k offered for sale in the auction and NITsoldk is

the total number of NITs sold by house k in the baseload auction. The market

operator then purchases NITBLDef% ×
(
NIT selltk −NIT tsoldk

)
NITs from each house

k with unsold NITs to sell to the houses with a deficit of baseload NITs. The same

calculations are done with the PITs for each of the three phases, to determine which
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houses need to purchase additional PITs to meet their baseload requirement.

The price that the market operator pays the selling houses is less than the typical

trade price from the P2P auction, and the price that the buying houses pay is more

than the typical P2P trade price, which acts as a penalty to houses unable to sell or

buy in the P2P market as their bid or ask price was less competitive than the other

participants. These trades are also stored in the transaction history, along with the

P2P trades, with the unique ID of the market operator (99999) used instead of the

house ID as appropriate for the buyer or seller ID.

4.4.6 Transaction Log

All transactions between houses on the P2P market or transactions between houses

and the market operator are recorded on a central Transaction Log to create a

permanent record of agreed transactions. This log could be used to ensure that each

house’s actual energy resource usage in the following timestep matches the actions

agreed based on the P2P trading. Each transaction between houses is recorded, so

if a house sells NITs or PITs to multiple different houses, then there is a separate

transaction logged for each trade. The Transaction Log consists of the unique IDs

for the buying house and selling house, or market operator, the current timestep that

the auction takes place during, the type of NIT or PIT being traded, the number of

tokens traded and the cost of the trade to the buying house. The unique IDs allow

the buying and selling houses to be identified to ensure that each house buys and

sells the correct number of NITs. The current timestep is recorded to capture which

auction the trade has occurred in, however the actual consumption or generation

of NITs occurs in the subsequent timestep. As mentioned earlier, ITs purchased in

the baseload auction cannot be used to support EV charging, so therefore the IT

type is recorded for the buyer in each auction which limits the ability to use those

tokens. The number of NITs or PITs traded is recorded, along with the total cost

of the trade. The total cost to house k of each trade m is defined as the auction
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price πtrade, calculated in (4.4.38) or (4.4.39), multiplied by the number of ITs sold

in that trade. Finally, if the traded ITs had been generated by the selling house

through the injection of power into the network from solar panels or battery storage,

the amount of energy traded is also recorded.

The income of/cost to house k from a single trade m selling/buying baseload or EV

NITs is given by:

Πtrademk = πtradem ×NITmsold, k (4.4.42)

where the number of NITs traded in trade m is given by NITmsold, k. For any PITs

sold in a trade m, NITmsold, k is replaced with PIT φ,msold, k. For the buyer in this trade,

the cost is recorded in the Transaction Log as a positive value, whereas for the seller,

the cost is recorded as a negative value, representing income.

The total number of baseload NITs and PITs purchased by house k for timestep t is

defined as:

NITBLtboughtk =
M∑
m=1

NITBLmboughtk (4.4.43)

PITBL
φ,t
boughtk =

M∑
m=1

PITBL
φ,m
boughtk (4.4.44)

where M is the total number of transactions that house k participates in, including

both P2P trades and trades with the market operator. Similarly, the number of EV

NITs purchased by house k is defined as:

NITEVtboughtk =
M∑
m=1

NITEVmboughtk (4.4.45)

PITEV
φ,t
boughtk =

M∑
m=1

PITEV
φ,m
boughtk (4.4.46)

The quantity of NITs and PITs sold by each house on the baseload and EV markets

is given by (4.4.47):

NIT tsold, k =
M∑
m=1

NITmsold, k (4.4.47)

PIT φ,tsold, k =
M∑
m=1

PITmsold, k (4.4.48)
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4.4.7 Finalise Energy Resource Usage

Following completion of the P2P auctions, each house must determine its actual

energy resources usage for the next timestep based on the confirmed NIT and PIT

transactions. For instance, a house may have originally planned to charge their

EV at a rate of 7 kW, and bid for sufficient NITs to permit that, but if it was not

successful in winning those NITs in the auction, it may not have a sufficient number

of NITs to permit this rate of EV charging, and would need to reduce its actual

charging power.

The problem that the house solves to calculate its actual energy resource usage is

very similar to the initial planning problem described in Section 4.4.1, and therefore

is not described in full again in this section. The optimisation objective remains the

same, however some of the optimisation variables now take known values determined

by the results of the P2P trading, so the optimisation problem must account for

these by adding constraints on these variables so they take the correct value. The

optimisation variables corresponding to the number of NITs and PITs to purchase for

EV charging, baseload usage or to sell in the next timestep, t, have values determined

by the results of the now completed auctions, and are constrained as follows:

NITBLtbuy = NITBLtbought (4.4.49)

NITEVtbuy = NITEVtbought (4.4.50)

NIT SELLt = NIT tsold (4.4.51)

PITBL
φ,t
buy = PITBL

φ,t
bought (4.4.52)

PITEV
φ,t
buy = PITEV

φ,t
bought (4.4.53)

PIT SELLφ,t = PIT φ,tsold (4.4.54)

These constraints on the number of ITs purchased and sold force the house to

recalculate its optimal energy usage given the completed trades. For instance, the

constraint on NIT SELLt in (4.4.51) impacts the amount of solar generation, V2G and



4.4. Peer-to-Peer Trading Methodology 141

battery discharging that the house will do in the next timestep to avoid generating

NITs that weren’t actually sold.

The number of ITs purchased by houses can also introduce a limit on the baseload

and EV charging power consumption in the next timestep, however depending on

the number of ITs sold, the house may be able to reallocate usage of any generated

solar power or battery discharging to compensate. The actual baseload and EV

power that can be used in the subsequent timestep following the P2P auction are

dependent on the quantity of NITs and PITs purchased. If an insufficient quantity

of one type of Impact Token has been purchased, then that will constrain the use of

the load, regardless of the quantity of the other token that the house has available:

PBLt = P solartBL + PbatDistBL + min
{ 1
NIV +

(
NITBLtbuy +NIT alloctBL

)
,

1
PIV +

(
PITBL

φ,t
buy + PIT allocφ,tBL

)}
(4.4.55)

PEVCht = P solartEV + PbatDistEV+ min
{ 1
NIV +

(
NITEVtbuy +NIT alloctEV

)
,

1
PIV +

(
PITEV

φ,t
buy + PIT allocφ,tEV

)}
(4.4.56)

Otherwise, all constraints and equations remain as described in Section 4.4.1, and the

optimisation problem is solved as before. The results of this optimisation problem

calculate the optimal usage of the house’s energy resources in the following timestep

based on the outcome of the P2P trading markets and provide the house with an

actual energy resource usage strategy that avoids the violation of any network limits.

4.4.8 Seller-Led Market

The inclusion of another P2P market can improve the utilisation of the network and

increase the satisfaction of houses in terms of meeting their energy requirements. If

houses still have unused NITs or PITs remaining following the baseload and EV P2P

auctions, then there is additional network capacity that is not being fully utilised.
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Therefore, efficient usage of the network is encouraged and seller income maximised

through this final opportunity for sellers to sell any unused ITs. Following the

determination of the final energy resource usage in the previous stage, if each house

has any NITs or PITs that will be unused in the next timestep, they can submit

these as an ask to this seller-led market. It is assumed that the sellers will be willing

to accept a lower price for their ITs to increase the likelihood they are sold in order

to maximise their income. As with the previous markets, only NITs and PITs for

the next timestep t are traded.

Unlike the previous auctions, the buyers do not submit bids for the Impact Tokens.

Instead, the cost minimisation problem described in Section 4.4.7 is implemented

by each house to analyse the submitted asks, in order to determine if any should

be accepted. Rather than operating through the auction approach, each house will

individually consider all submitted asks, and if choosing to accept any, the trade

price is the price submitted by the seller in the ask, which is typically lower than

the trade price paid in the previous P2P auctions. The number of NITs and PITs

purchased are updated as follows:

NITBLtbuy = NITBLtbought +
K∑
k=1

NITBLtaccept,SM,k (4.4.57)

NITEVtbuy = NITEVtbought +
K∑
k=1

NITEVtaccept,SM,k (4.4.58)

PITBL
φ,t
buy = PITBL

φ,t
bought +

K∑
k=1

PITBL
φ,t
accept,SM,k (4.4.59)

PITEV
φ,t
buy = PITEV

φ,t
bought +

K∑
k=1

PITEV
φ,t
accept,SM,k (4.4.60)

where NITBLtbought is the number of baseload NITs that have been purchased in the

previous auctions, and NITBLtaccept,SM,k is an optimisation variable corresponding to

the number of baseload NITs that the house is accepting from the ask submitted by

house k in this seller-led market. The same nomenclature applies to the EV NITs
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and both baseload and EV PITs. The value of NITBLtaccept,SM,k is constrained as:

0 ≤ NITBLtaccept,SM,k ≤ NITBLtSM,k (4.4.61)

where NITBLtSM,k is the number of baseload NITs that house k has remaining for

sale in the seller-led market.

The updated cost to the buyer of purchasing any NITs or PITs offered by the sellers

in this market at the current timestep is:

ΠNITBLtupdated = ΠNITBLttraded +
K∑
k=1

NITBLtaccept,SM,k × πNITBLSM,k (4.4.62)

ΠNITEVtupdated = ΠNITEVttraded +
K∑
k=1

NITEVtaccept,SM,k × πNITEVSM,k (4.4.63)

ΠPITBLtupdated = ΠPITBLttraded +
K∑
k=1

PITBL
φ,t
accept,SM,k × πPITBLSM,k (4.4.64)

ΠPITEVtupdated = ΠPITEVttraded +
K∑
k=1

PITEV
φ,t
accept,SM,k × πPITEVSM,k (4.4.65)

where ΠNITBLtupdated is the updated cost to a house of purchasing baseload NITs for

timestep t, ΠNITBLttraded is the cost of any baseload NITs that have already been

purchased on previous auctions and πNITBLSM,k is the ask price per NIT if purchasing

from house k on the seller-led market. The total updated cost to the buying house

based on their transactions for purchasing NITs and PITs for timestep t is then given

as:

Πt
updated = ΠNITBLtupdated + ΠNITEVtupdated + ΠPITBLtupdated + ΠPITEVtupdated (4.4.66)

By incorporating this updated cost of purchasing NITs and PITs on the seller-led

market at the current timestep into the house’s total daily expected cost of energy

and Impact Tokens means that by minimising this value in the optimisation problem,

the house will determine whether it can further decrease its total cost through the

acceptance of any NIT or PIT asks on this seller-led market. Purchasing additional

NITs or PITs in this seller-led market at the current timestep could also cause a

change in cost at future timesteps too, as energy resource usage may change. For
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instance, purchasing ITs to increase EV charging in the current timestep could mean

that fewer ITs need to be purchased in future timesteps, reducing the cost.

If the house accepts any of the asks made by house k for either category of PIT or

NIT, e.g. NITBLaccept,SM,k > 0, then a trade is agreed between the buying house and

house k for the Impact Tokens, and the Transaction Log is then updated to reflect

this trade. Also, the quantity of Impact Tokens that house k has remaining for sale

in the seller market must be decreased by the quantity traded, to avoid other houses

trying to purchase tokens that have already been sold.

4.4.9 Buyer-Led Market

The final stage of the P2P trading at each timestep is the buyer-led market. This

allows buyers who have not acquired sufficient NITs or PITs for their baseload or

required EV charging during the previous markets to attempt to secure the necessary

ITs to facilitate these loads. The approach to the buyer-led market mirrors that of

the seller-led market described above, however instead of the buying house analysing

the asks made by the seller, potential sellers analyse the bids submitted by the

houses requiring NITs or PITs, with the seller receiving the bid price for any Impact

Tokens sold. As this market is the final opportunity for buyers to acquire NITs, it

is assumed that they will be willing to offer a higher price to increase the chance

of winning the NITs. Therefore, once all bids have been submitted, each house will

analyse the bids to determine whether by changing their planned energy resource

usage in order to free up sufficient NITs or PITs to trade with the buyer, it can

result in a lower total cost.

Determination of Bids in Buyer-Led Market

If a house has not purchased sufficient ITs in the baseload or seller-led markets

to accommodate their required baseload, they will submit bids to this market for

the number of NITs or PITs they still require. If the house has an EV, it will
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assess its current planned EV charging schedule. Based on the number of timeslots

that the EV will be at home for charging between the current time and the EV’s

next departure time, the maximum amount of energy that the EV can recharge is

calculated. If the EV requires more than 70% of this maximum available energy

to reach its SoC goal, the EV will bid for sufficient NITs or PITs to charge at full

power in the next timeslot, provided the EV is at home. This aims to ensure that

the EV is able to meet its SoC goal at departure. Depending on a house’s preference

between charging cost and guaranteeing sufficient EV charge, different values for the

percentage of maximum charging before bids are submitted to the buyer-led market

can be chosen. Choosing a lower percentage will prioritise earlier charging of the EV,

but at increased cost due to the higher bid prices in this market, whereas choosing

a higher percentage can reduce the cost to the house, but increases the risk that the

EV will not meet its SoC goal.

Evaluation of Bids

Once bids have been submitted, houses will analyse the bids to determine whether

any should be accepted in order to further reduce their total cost of energy and

Impact Tokens. With the increased income for selling NITs or PITs through the

buyer-led market, a house can decide to alter the amount of EV or battery charging

planned, as well as changing its planned usage of allocated Impact Tokens and

generated solar energy.

The house can update the number of NITs and PITs that it sells by adding an

additional term to the optimisation problem which represents the number of ITs

from the bids that the house chooses to accept.

NIT SELLt = NIT tsold +
K∑
k=1

(
NITBLtaccept,BM,k +NITEVtaccept,BM,k

)
(4.4.67)

PIT SELLφ,t = PIT φ,tsold +
K∑
k=1

(
PITBL

φ,t
accept,BM,k + PITEV

φ,t
accept,BM,k

)
(4.4.68)

where NIT tsold is the number of NITs already sold by the house in previous markets



146
Chapter 4. Peer-to-Peer Trading of Impact Tokens for Managing

Network Capacity

for this timestep, NITBLtaccept,BM,k is the number of NITs that the house will agree

to sell to house k based on its submitted bid to the buyer-led market for baseload

NITs, NITEVtaccept,BM,k is the number of NITs from house k’s bid for EV NITs

that the house will agree to sell. As NIT SELL and PIT SELL are constrained in the

optimisation problem against the use of the house’s energy resources through (4.4.5)

and (4.4.6), accepting any bids in this buyer-led market will reconfigure the house’s

planned energy resource usage in order to free up sufficient NITs or PITs to meet

the accepted bids.

The total income that the house receives from selling NITs and PITs in the current

timestep is given by (4.4.69) and (4.4.70), respectively:

ΠNITSELLtupdated = ΠNITttraded +
K∑
k=1

( (
NITBLtaccept,BM,k × πNITBLBM,k

)
+
(
NITEVtaccept,BM,k × πNITEVBM,k

) ) (4.4.69)

ΠPITSELLtupdated = ΠPITttraded +
K∑
k=1

( (
PITBL

φ,t
accept,BM,k × πPITBLBM,k

)
+
(
PITEV

φ,t
accept,BM,k × πPITEVBM,k

) ) (4.4.70)

where ΠNITttraded is the income from any NITs traded on the previous P2P markets

in the current timestep, NITBLtaccept,BM,k is the number of baseload NITs accepted

from house k’s bid, NITEVtaccept,BM,k is the number of EV NITs accepted from house

k’s bid, which together equal the number of NITs that the house will sell to house k,

and πNITBLBM,k and πNITEVBM,k are the bid prices that house k is offering for the

baseload and EV NITs, respectively.

As the house does not have to accept the entire quantity of PITs or NITs in a bid,

any ITs that the house does agree to sell towards the bid must be subtracted from

the bid’s requested tokens in the list of bids so that other houses do not attempt to

sell the same ITs.

With all P2P trading finalised, the timestep concludes with all houses re-solving the

resource allocation problem to determine their actual usage of all energy resources

in the next timestep.
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4.4.10 Summary

The previous sections have described the entire process of the P2P trading system for

a single timestep, with all houses planning their energy resource usage for subsequent

timesteps and taking part in multiple P2P trading markets. All the steps described

here are repeated at each timestep.

To begin, the house forms an initial plan of its resource usage for all subsequent

timesteps and determines the number of baseload and EV NITs and PITs that

must be purchased, and the number of NITs/PITs to be sold. A P2P auction for

the trading of baseload ITs is then run using the bids and asks determined in the

planning stage. As it is essential for all houses to be able to use their planned

baseload, following the baseload IT auction, the market operator may step in to

help ensure that houses achieve their baseload NIT/PIT requirement. A second P2P

auction can then be run to enable houses to purchase ITs for the charging of their EV.

If sellers still have NITs or PITs remaining following these two P2P auctions, they

have the opportunity to sell these during the seller-led market to help them maximise

their income. Potential buyers will analyse the submitted bids to determine whether

purchasing additional ITs at a lower cost during the current timestep will reduce

their total daily cost. Finally, any buyers who are in desperate need for ITs for either

baseload consumption or EV charging can incentivise sellers to change their planned

resource usage to sell additional ITs through the buyer-led market by offering higher

bid prices. Each timestep concludes with the houses solving the energy resource

allocation problem again to determine their actual usage of their energy resources

in the next timestep based on the NITs and PITs traded.

4.5 Results and Discussion

This next section presents results and analysis of the Network and Phase Impact

Token P2P trading system.
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4.5.1 Analysis of Network Limits

One of the key contributions of the Network and Phase Impact Token approach is

its ability to manage the generation and consumption of power in the network to

ensure that the node voltages at each house, line currents in each phase of the main

feeder and transformer power loading do not exceed their permitted limits.

To test this, three scenarios have been analysed, each consisting of a randomly alloc-

ated set of baseload profiles, EV charging requirements and DG profiles. Scenarios

1 and 3 use Summer baseload and DG data, while scenario 2 uses Winter data. All

three scenarios analyse the load on the network over a 24 hour period and are shown

in Figures 4.5 - 4.7.

In each figure, the top subplot displays the apparent power through the transformer

as a total of all three phases, the middle subplot displays the line current in each

phase of the line connecting the transformer with the rest of the network and the

bottom subplot displays the voltage of each phase at the node which records the

lowest voltage of that phase in the network. The solid black lines represent the limit

of each signal based on the values provided in Table 4.1, including the 5% safety

margin.

It can be seen that in all three scenarios, the P2P trading of NITs and PITs is

extremely successful at managing the load on the network, resulting in transformer

loading, line currents and node voltages being kept within their permitted limits.

Although there are some excursions above the limits of transformer loading and phase

currents during certain timesteps, these violations are incredibly minor, typically

within < 3% of the limit and are of short duration. In addition, because the imposed

limits include the 5% safety margin, the transformer power and line currents are

always kept within the actual network limit. These minor violations occur for two

reasons:

1. There is a small loss in accuracy from the generation of the voltage and current

sensitivity matrices which are used in the computation of the NITs and PITs
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Figure 4.5: Transformer loading, line currents and node voltages
from scenario 1 showing that the proposed P2P trading
approach ensures that each is kept within its permitted
limits

compared with the actual power flow calculation. Additionally, the sensitivity

matrices and Impact Values are treated as static, when in reality they may be

influenced by the real-time load on the network and exhibit dynamic behaviour

2. The P2P trading treats every load and generation as having a unity power

factor. While this is accurate for EV charging and the injection of solar power

or battery discharging, the baseload typically has a lagging power factor of

0.95. The inclusion of this into the power flow impacts on the results, but is

not taken into account during the P2P trading

However, overall the performance of the proposed approach is excellent when evalu-
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Figure 4.6: Transformer loading, line currents and node voltages
from scenario 2

ating the objective of ensuring the network operates within its permitted limits.

4.5.2 Comparison with Uncontrolled Loads and

Generation

The necessity of having a system to manage the load on the network is highlighted

in this section. Using the data from scenario 3 above, the network power, current

and voltage resulting from the P2P trading analysis is compared with a scenario

where the loads and generation are uncontrolled. Identical baseload, EV and DG

data is used for both the P2P scenario and uncontrolled scenario.

In the uncontrolled scenario, EV charging takes place at full power whenever an EV

is at home and the EV’s SoC is below its SoC goal. In addition, any solar power
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Figure 4.7: Transformer loading, line currents and node voltages
from scenario 3

generated is initially used to meet the house’s baseload or EV charging demand, any

additional generation is stored in the house’s battery if there is sufficient capacity,

and the remainder is injected into the network. If the house’s load is greater than

its solar generation, then the battery will discharge at its maximum rate in order to

meet this load.

It can be seen in Figure 4.8 that uncontrolled operation of loads and generation can

cause significant violations of transformer, line current and node voltage limits. At

peak load, the transformer loading exceeds its limit with the safety margin by 138%,

the current in phase B is 179% above its limit and the voltage in phase B drops

below its lower limit. Even when the absolute limit is considered, the transformer

loading and the line current are well above their permitted limit, which would cause

significant issues for the network operation and hardware. It can be seen that the
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Figure 4.8: A comparison of the transformer loading, line currents
and node voltages between the P2P trading of Impact
Tokens and uncontrolled loads and generation, showing
the importance of managing load in a network

P2P trading of NITs and PITs ensures that the network operation remains within

these allowed limits. However, it should be noted that in the uncontrolled scenario,

all EVs achieve their SoC goal, whereas in the P2P trading scenario, there are two

EVs that depart with a SoC lower than their departure goal.

4.5.3 Load and Generation Profiles

Two scenarios are considered here, with scenario 1 using Summer baseload and PV

data, and scenario 2 using Winter data, shown in the top and bottom subplots
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Figure 4.9: Total power generation and consumption in the network
for Summer and Winter scenarios

of Figure 4.9, respectively. The total aggregate loads and generations across all

houses are shown, including the baseload, EV charging, solar generation, battery

charging/discharging and EV discharging. In addition, the net load on the network

is shown by the black dotted line.

It can be seen in scenario 1 that the P2P trading has resulted in load flattening

throughout the 24 hour period, by shifting the majority of EV charging to off-peak

times during the middle of the night. In addition, the use of battery discharging and

some V2G has performed peak shaving by reducing the net load on the network to

below the EV charging load, enabling greater EV charging to take place than could
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Figure 4.10: Power generation and consumption for two individual
houses showing the different load profiles achieved
through the P2P trading of Impact Tokens

otherwise be accommodated by the network. It can be seen that the network is at

its capacity from 5:30pm, and once baseload usage decreases from 11pm, the amount

of EV charging increases, with the network still operating at maximum capacity.

Scenario 2 is similar, however the reduced solar energy means that not as much EV

charging can take place, and fewer EVs meet their desired SoC goal at departure.

Figure 4.10 shows the individual load and generation profiles of two houses from

scenario 1, with both houses equipped with an EV and solar PV panels. House 16

chooses to store its generated solar energy in its battery during the early part of

the day to allow it to discharge later in the evening and early night to facilitate

additional EV charging to take place during these peak times. The EV at House 58

does not make a journey during the day, and has a SoC above its departure goal,
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allowing it to discharge in order to generate additional income through the sale of

NITs, PITs and energy while still meeting its departure SoC.

4.5.4 Economic Analysis

This section considers the economic analysis of the cost and income to houses par-

taking in the P2P trading based on the three scenarios presented in Section 4.5.1.

Each house is represented by a bar on the x-axis, with a positive bar denoting a net

cost to the house for the NITs, PITs and energy purchased and sold during the 24

hour period, and a negative value denoting a net income (profit). Additionally, the

bars have been colour coded to represent whether the house is equipped with both

an EV and solar panels or just an EV or just solar, or neither, allowing any trends

in the results to be interpreted based the house’s available energy resources.

The cost of energy is £0.30/kWh, bid prices for Impact Tokens are randomly distrib-

uted between £0.01 and £0.02/IT and ask prices are randomly distributed between

£0.005 and £0.01/IT.

With the IT trade price less than the energy price, the additional cost of purchasing

ITs is negligible in comparison to the total cost of the house’s energy. Figure 4.11

shows that the majority of houses have a net cost from their energy usage, however

the P2P trading of ITs has enabled houses to reduce their total cost, and in some

instances even make a profit. The houses with the highest daily cost are those

equipped with EVs, who must pay higher costs for the increased energy and Impact

Tokens required for their charging. Interestingly, some of the houses which have

the highest daily cost are equipped with both DG and an EV, suggesting that the

higher costs of EV charging could not be offset by revenue from selling solar energy

and generated Impact Tokens. In these scenarios the participants are charged a

transaction fee of £0.001/IT purchased or sold on the P2P market. The market

operator subsequently receives a profit of £24.60 from scenario 1, and a profit of

£22.90 from scenario 2, offering plenty of incentive to implement and host the P2P
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Figure 4.11: Total daily cost or income of each houses through P2P
trading, with houses categorised by types of DERs
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Table 4.3: EV Charging Success, With and Without Buyer- and
Seller-led Markets

Without Buyer
and Seller Markets

With Buyer
and Seller Market

Baseload Success 100% 100%

EV SoC Goal Success 86% 92%

trading platform.

4.5.5 Analysis of Seller-led and Buyer-led Markets

Analysing the seller-led and buyer-led markets can give a good insight into the usage

of the network and the performance of the P2P trading approach.

Firstly, the percentage of EVs achieving their SoC goal by departure is compared for

the P2P trading approach both with and without the use of the buyer- and seller-led

markets to analyse whether these two markets are important for the performance of

the proposed approach. Ten repeats were run, both with and without the buyer- and

seller-led markets and the percentage of houses that were able to use their planned

baseload and the percentage of EVs that depart with their desired SoC goal are

calculated for all repeats, with results displayed in Table 4.3.

It can be seen that all houses are able to acquire the number of ITs they need

for their planned baseload usage both with and without the buyer- and seller-led

markets, however the number of EVs that depart with their desired SoC goal is

increased through the inclusion of the two markets. This is because the houses have

further opportunities to purchase additional ITs to allow greater EV load on the

network, however even without these two markets there is still good EV charging

performance.

As any unused NITs or PITs are offered by houses on the seller-led market, the

comparative number of Impact Tokens traded to Impact Tokens offered for sale on

the seller-led auction shows the utilisation of the network at each timestep. Similarly,
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NITs Traded in Seller-Led Market
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Figure 4.12: Stacked bar chart showing the number of NITs and
PITs offered for sale on seller-led market and number
of ITs traded at each timestep

looking at the number of Impact Tokens bid for on the buyer-led market provides

insight into times of peak demand on the network, as these houses were prepared to

pay more to purchase the ITs.

Figure 4.12 shows for each timestep the total number of NITs and PITs that have

been offered for sale by houses on the seller-led market and the number of those

tokens that are purchased by selling houses. The height of the orange bar shows

the total number of Impact Tokens that are for sale, while the height of the blue

bar shows the proportion which were purchased. For the PITs, the bars include

the total number of PITs for all three phases. It can be seen by the height of

the bars that there is significant under-utilisation of the network between 8am and

5pm, with high numbers of unused Network and Phase Impact Tokens available
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Figure 4.13: Stacked bar chart showing the number of NITs and
PITs requested on buyer-led market and number of
ITs traded at each timestep

in the network which could be utilised to accommodate greater loads during these

times. The network is operating close to maximum capacity from 6pm to 11pm, with

fewer NITs offered for sale during these hours, and the majority of the listed NITs

purchased by houses to permit EV charging, and heavy usage continues until about

5am. There are significantly fewer PITs traded on the seller-led market, even during

the times of high demand on the network, which shows that the overall network

limit on transformer loading is the primary constraint on the network use. Despite

the cheaper prices offered on the seller market, it is seen that it is hard to encourage

houses to change their energy usage to add loads to the network during off-peak

times, and additional incentives may be required in order to maximise the network

usage.
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Figure 4.13 provides the same results for the buyer-led market. Houses only enter the

buyer-led market if they were not able to purchase sufficient ITs for their baseload

usage on previous auctions or if their EV charging requires > 70% of the maximum

charging that can be completed before its departure. As Table 4.3 shows that the

buyer and seller markets are not required for acquiring sufficient ITs to permit the

house’s baseload, the buyer-led market activity is primarily houses purchasing NITs

or PITs for EV charging, and therefore the majority of activity takes place in the

evening and overnight, when most EVs are attempting to charge. Demand on the

network increases between 6pm and 9pm, with increasing numbers of bids submitted

for NITs and PITs. Interestingly, although there is little demand for PITs and NITs

in the seller-led market, there is much higher demand in the buyer-led market. This

means that houses could save money by purchasing additional PITs in the seller-led

market at lower prices, so future research could also look into adapting the P2P

trading methodology for houses to anticipate whether they will be able to purchase

their desired quantity of ITs at times of high demand to increase the number of ITs

purchased in the seller-led market rather than the buyer-led market. Also, it can

be seen between 5pm and 11pm that very few NITs are traded on the buyer-led

market in comparison with the number of PITs traded. Because injecting power to

the network would create both PITs and NITs, the selling houses must be providing

these PITs from their unused allocation, rather than changing their resource usage.

4.5.6 Successful EV Charging with Varying DG

Penetration

While consumers have the opportunity to set their own energy usage schedule to

attempt to minimise their daily cost of energy, there is no guarantee that they will be

able to purchase sufficient NITs or PITs on the P2P market to achieve this schedule.

If many houses all schedule their EV charging for the same time, there will not be

sufficient network capacity to accommodate all charging, and some houses will fail
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Figure 4.14: Percentage of EVs meeting their desired SoC goal at
their departure with varying penetrations of EV and
DG

to purchase their required number of Impact Tokens. If this occurs close to the

departure time of its EV, then the EV might not be able to charge sufficiently to

meet its desired SoC goal at its departure time.

Figure 4.14 shows the percentage of EVs that achieve their desired SoC goal by the

EV’s departure as the penetration of EVs and DG varies. For each combination of a

DG and EV penetration, 25 repeats are run of the 24-hour P2P trading system, with

each repeat using a random set of baseload, DG and EV profiles. For each repeat,

the number of EV’s that achieve their SoC goal at departure is calculated, and then

this is averaged across the 25 repeats to obtain the values displayed on the graph.

As would be expected, increasing the penetration of solar DG and battery storage

increases the percentage of EVs that achieve their SoC goal at departure. This is

because the injection of solar power or energy discharged from battery storage will
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generate additional NITs and PITs that increase the amount of EV charging load

that can be accommodated through adding greater capacity to the network. At

lower penetrations of EVs, the majority of EVs will depart reaching their desired

SoC. At a DG penetration of 50%, at least 90% of EVs will reach their desired SoC

goal with EV penetrations of up to 50%. This means that out of the 1990 EVs

across the 25 repeats, 1790 will achieve their SoC goal. At higher penetrations of

EV, the number of EVs departing with their desired SoC reduces significantly, as

the network capacity remains the same but the EV charging demand increases. At

an EV penetration of 70% and DG penetration of 50%, only 70% of EVs are able to

depart at their SoC goal, which is unlikely to be satisfactory to users. At this point,

network reinforcement would be required to increase the transformer power rating or

maximum permitted line currents in order to accommodate a higher penetration of

EVs. However, increasing the penetration of DG can have a significant impact on the

number of EVs successfully charged, with over 85% meeting their SoC goal when all

houses are equipped with solar PV and battery storage, even with EV penetrations

of up to 70%.

Because there is no communication between houses, each house is only responsible

for determining its own energy usage without any awareness of the other network

users. As a result, although the seller-led market attempts to increase network

utilisation, the P2P trading approach does not result in the most optimal use of the

network. This means that if there was cooperation between households to increase

the network utilisation, the percentage of achieved SoC goals would likely increase,

however that would be at the expense of some of the benefits of the P2P trading.

However, additional research can focus on how the house determines its most cost

optimal energy resource usage to analyse whether there are adjustments that can

be made to increase the EV charging success. For instance, scheduling the EV

charging too close to departure can result in the EV departing below its target

SoC if insufficient Impact Tokens could be purchased, so if EV charging is instead

prioritised earlier in the day then this could be avoided.
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4.5.7 Comparison with Alternative Approaches

To get a better understanding of the performance of the P2P trading approach with

regards to the amount of EV charging that it enables, a comparison with two other

approaches is presented in this section.

The first alternative approach is the ESPRIT monitoring and EV charging control

strategy, which has also been implemented in the UK’s 2013-15 My Electric Avenue

project [38][168]. Current and voltage sensors at the head of the network feeder and

voltage sensors at each charge point monitor the network’s transformer loading, line

current and node voltages in real-time. If the network is found to exceed its safety

limits, then a controller will determine how many EV chargers must be disconnected

in order to return the network to its allowed operating state. If the power, current

or voltage later falls below a safety margin, EV chargers can be reconnected. The

determination of the chargers to disconnect or reconnect is done based on their

charging time, which helps to avoid privacy issues and increases the simplicity of

the approach. As the ESPRIT monitoring and control strategy did not originally

include the use of distributed generation and battery storage, solar PV and storage

has been incorporated using the same method as the Uncontrolled Loads approach

detailed in Section 4.5.2 above.

The second approach is a centralised and offline optimisation strategy. This requires

full knowledge of all baseload, EV charging requirements and DG generation in

advance in order to compute the optimal control strategy for all energy resources

across the network with the objective of maximising the number of EVs that meet

their SoC goal by departure. As all load information must be shared with the central

processor computing the optimal solution, there would be significant privacy issues,

and houses lose all control over the use of their loads, as they become controlled by

the central operator. However, this approach will calculate the maximum number of

EVs that can be accommodated, providing a true comparison for the performance of

the P2P trading approach. Full details of this optimisation approach are not included
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here, however the use of all energy resources are subject to the same constraints as

the P2P trading resource allocation in Section 4.4.1, with the key difference being

that the optimisation is solved for all houses and all timesteps, whereas the P2P

trading approach only requires each house to have knowledge of its own loads and

generation and solve the optimisation problem for that house individually.

Comparison Between P2P Trading, ESPRIT Monitoring and Centralised Optimisation Approaches
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Figure 4.15: Comparison of the percentage of EVs which acheive
their departure SoC as the penetration of EVs increases
under three different control strategies: P2P trading
of Impact Tokens, ESPRIT network monitoring and a
centralised optimisation

Figure 4.15 shows the overall success rate for EV penetrations between 30-80% for

the three approaches, with the P2P trading of Impact Tokens shown by the blue

bar, ESPRIT monitoring shown by the red bar and the centralised optimisation

result with the yellow. The EV charging success rate has been determined using the

same method as in Section 4.5.6. It can be seen for all EV penetrations except 30%

that the proposed P2P trading approach outperforms the ESPRIT monitoring. One
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potential reason for this is that ESPRIT only considers the length of time that an

EV has been charging for when determining which EVs to disconnect and reconnect,

rather than taking into account how much charging each EV requires in order to

achieve their SoC goal. Therefore, EVs that require additional charging to achieve

their SoC goal may remain disconnected until after their departure time while EVs

with later departure times are reconnected first which can result in sub-optimal

network usage. As previously explained, the optimisation approach calculates the

maximum number of EVs that can achieve their SoC goal, so outperforms the other

two approaches for all EV penetrations. At a 50% EV penetration, the proposed

P2P trading approach results in 90% of EVs achieving their SoC goal, compared

with 98% of EVs under the centralised optimisation control strategy. This is a good

level of performance, but shows that there is still room to improve the efficiency of

the network usage with the P2P trading, particularly at higher EV penetrations.

However, with the disadvantages of the centralised optimisation approach, there

will likely always be a tradeoff between the sharing of information, computational

complexity, autonomy of energy resource usage and network usage efficiency. To

increase the percentage of EVs successfully departing at their desired SoC at higher

EV penetrations, upgrades would need to be made to the network infrastructure.

4.6 Conclusion

This Chapter has presented a novel P2P trading approach for managing renewable

energy generation and electric vehicle charging integration in distribution networks.

Network and Phase Impact Tokens are introduced to represent the capacity of the

distribution network, while all loads and sources of generation are equated to a

number of Impact Tokens relative to their impact on the network’s capacity through

Network and Phase Impact Values. A peer-to-peer trading platform is established

for the trading of NITs and PITs between houses, corresponding to the use of an

equivalent amount of the network’s capacity. If a house wishes to add a load to
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the network, it must acquire the corresponding number of Impact Tokens to meet

the impact of that load on the network’s capacity, while if a house injects power

into the network, additional Impact Tokens are generated that can be sold to other

houses, with the power injection offsetting additional loads. The trading of the

Impact Tokens ensures that all loads and generation is managed within the network,

and that no power, current or voltage limits are violated.

Separate markets for trading Impact Tokens for baseload usage and EV charging help

ensure that every house is able to acquire sufficient tokens to meet their baseload

requirement. A seller-led market helps utilise any unused network capacity for more

efficient use of the network, while a buyer-led market provides houses who urgently

require Impact Tokens the chance to acquire these by incentivising selling houses to

alter their energy resource usage.

The results show that the primary objective of managing EV charging and renewable

energy generation within the network is successfully accomplished, with the network

operating within its allowed limits for transformer power, line currents and node

voltages. The P2P trading has successfully shifted EV charging to the off-peak

overnight period, filling in the baseload valley, and the use of battery storage enables

the discharging of solar energy and battery storage into the grid at times of peak

EV charging in order to reduce the overall net load on the network. The P2P

trading of NITs and PITs can help houses to reduce their total cost, and in some

instances to make a profit. The proposed P2P trading system performs well in terms

of the number of EVs that can be accommodated by the network, with a greater

percentage of EVs achieving their SoC goal compared to the ESPRIT monitoring

approach. However, the centralised offline optimisation approach shows that it is

possible for the network to accommodate more EVs, although the P2P trading

approach results in very good success compared with the optimisation approach up

to EV penetrations of 50%, with over 90% of EVs meeting their desired departure

SoC goal. A centralised system loses many of the advantages of the P2P trading

regarding data privacy, control of loads and computational complexity, and therefore
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is unlikely to be the best approach to managing network usage. The success of EV

charging under the P2P trading approach shows it to be an extremely promising

method for managing the load in networks.

Additional research could focus on methods to adapt the P2P trading of Impact

Tokens to further increase the amount of EV charging that can take place. Also,

it is currently assumed that all loads have a unity power factor, so the method

could be further improved by incorporating loads with lagging power factors into the

calculation of PITs and NITs. Finally, it is assumed that each house can accurately

predict their own baseload usage and renewable generation for the 24 hour period,

so additional research can focus on the implementation of the system when disparity

between estimated loads and real loads occurs.

Overall, the P2P trading of Network and Phase Impact Tokens offers an extremely

promising novel approach to the management of loads and generation in a low-voltage

network, providing users with greater autonomy over their own power demand and

generation while ensuring that the operation of the network is not compromised and

avoiding the requirement for real-time monitoring or centralised control.





Chapter 5

Determining the Hosting Capacity

of Electric Vehicles

Chapter Summary

Utilising the concept of Network and Phase Impact Tokens introduced in Chapter 4,

a novel approach for determining the maximum hosting capacity of electric vehicles

in a distribution network is presented. Taking into account EV journey and energy

requirements, baseload usage, renewable energy generation, battery storage and the

use of V2G, the approach enables DSOs to analyse their networks to determine

their readiness for accommodating increasing numbers of EVs. A Monte Carlo

approach is implemented to simulate the maximum hosting capacity caused by

real-world variations in these parameters. An alternative Optimisation approach is

also presented which incorporates the network constraints to verify the accuracy of

the results calculated through the NIT approach. Further analysis of a network is

conducted, showing how the EV hosting capacity is influenced by the number of

houses equipped with solar PV and battery storage, the time of year and upgrades

to network infrastructure.
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5.1 Introduction

The global pursuit of decarbonisation is placing strict scrutiny on greenhouse gas

emissions, and fossil-fuel based electricity generation, transportation and domestic

gas heating have been identified as key areas where emissions can be cut. Rising en-

ergy costs and technological advancements are driving the uptake of electric vehicles,

renewable energy generation and other low-carbon technologies at an ever increasing

pace. However, these additional loads and new forms of generation are placing unpre-

cedented demand on power systems, in particular low-voltage distribution networks,

where ageing network design and infrastructure must cope with usage way beyond

their original design specifications.

It is therefore important for DSOs to have methods available to them for assessing

their existing network infrastructure to determine its readiness for accommodating

greater numbers of electric vehicles, and any necessary hardware upgrades to further

increase the EV hosting capacity. It is important to assess the hosting capacity of

EVs in conjunction with other energy resources and technologies, namely distributed

generation such as solar PV panels, energy storage, EV smart charging and V2G, as

each will impact the amount of EV charging that can take place. The maximum EV

penetration, or EV hosting capacity, is defined here as the number of EVs, expressed

as a percentage of the number of houses in the network, that are able to recharge

fully overnight before their departure the next morning, subject to the EVs’ usage

and journey requirements, and constraints on the network power, voltage and current

and EV charging.

This chapter presents two approaches for determining the maximum penetration of

electric vehicles that can be accommodated within a distribution network in conjunc-

tion with domestic solar PV panels, battery storage and V2G, without exceeding

the network’s voltage, current and power constraints. Initially, an Optimisation

approach is presented to calculate the maximum EV penetration given the available

solar DG, battery storage, baseload and EV charging requirements. This calculates
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the maximum EV penetration such that there is no alternative EV charging strategy

or usage of the other energy resources that can result in more EVs reaching full

charge than has been calculated. A second approach is then presented, utilising

the Network Impact Tokens (NITs) and Phase Impact Tokens (PITs) introduced in

Chapter 4 in a novel approach to calculating the EV hosting capacity, while also

validating the theory behind the Impact Tokens. Referred henceforth as the Network

Impact Token (NIT) approach, this method is based on the initial Optimisation

approach, so also calculates the absolute maximum EV penetration of the network,

but offers advantages over the Optimisation approach, primarily faster computation

time, increasing the practicality and usefulness of the method and allowing DSOs

to determine the hosting capacity of their networks and analyse new scenarios or

network upgrades.

As large variations in real-world EV energy requirements, journey times, renewable

energy generation and baseload can have significant impact on the maximum EV

penetration that can be accommodated by a network, a Monte Carlo simulation is

used to calculate the maximum EV penetration under different values of these para-

meters. This means that an overall maximum penetration value can be determined

for the network that reflects the likely real-world conditions that will occur.

5.2 Optimisation Approach

The maximum penetration of EVs that the network can accommodate based on

a given set of load profiles can be calculated through the solving of an optimisa-

tion problem. This optimisation problem attempts to create an optimal schedule

for the control of each energy resource (EV charging/discharging, battery char-

ging/discharging, solar power consumption) to maximise the number of EVs that

will depart the next morning with a full charge. This approach means that the

calculated EV hosting capacity is the highest that can be accommodated by the

network - there is no alternative EV charge strategy or usage of energy resources
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that can result in a greater number of EVs departing fully charged. Therefore, the

result of the optimisation problem can be considered an upper bound on a network’s

EV hosting capacity - because optimal control schedules are calculated for all energy

resources, it is very unlikely that their real-world usage will correspond exactly to

these optimal schedules, resulting in a lower penetration of EVs accommodated.

However, this upper bound on the EV penetration could be useful to DSOs for

network analysis, as it provides a consistent metric which can be applied to multiple

networks and different load scenarios.

As the maximum EV penetration that a network can accommodate depends the

baseload, DG energy production and EV behaviour, a Monte Carlo simulation is used

to calculate the distribution of the maximum EV penetration as these parameters

vary. At each repeat of the Monte Carlo, the following optimisation problem must

be solved to calculate the maximum EV penetration that could be accommodated

by the network based on the profiles selected in that repeat.

5.2.1 Optimisation Problem

In this section, the optimisation problem for calculating the maximum EV penetra-

tion is presented. Prior to the start of the Monte Carlo simulation and the solving of

the optimisation problem, the voltage and current sensitivity matrices must be cal-

culated for the network during the network initialisation phase described in Chapter

4, Section 4.3.1.

Optimisation Objective

The optimisation objective is to maximise the number of EVs that reach a full charge

by their departure:

ΛEV
max = max

χenergy
ΛEV (5.2.1)
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where ΛEV
max is the maximum EV penetration of the network, and ΛEV is the percent-

age of EVs that fully charge, calculated by:

ΛEV = 1
K

∑
k∈K

Ψk × 100 (5.2.2)

where Ψk is a binary indicator variable denoting if the EV at house k achieves

full charge. The controllable set of energy resources at house k, χenergy, consists

of the charge and discharge rate of the EV, PEVch,k, the amount of discharging of

the battery storage, PbatDisk, the amount of solar energy generated at the house

consumed for baseload or EV charging in the network, P solarcons,k, the solar energy

generated used to charge the house’s battery, P solarbatCh,k, and Ψk

χenergy = {PEVch,k, PbatDisk, P solarcons,k, P solarbatCh,k,Ψk} ∀k ∈ K (5.2.3)

Baseload

Each house in the network is assigned a real baseload profile for the 24 hour period.

Because the power flow studies in the initialisation stage (Section 4.3.1) were con-

ducted using the generic load profile, the difference in baseload between the real

profile and generic profile for each house must be calculated and included in the

optimisation as an additional load on the network. This enables the results of the

power flow study to be applied to a different baseload within the network without

having to re-run the power flow with every new set of loads.

PBL∆k
= PBLk − P generic (5.2.4)

Distributed Generation and Battery Storage

The penetration of distributed generation in the network, ΛDG, is defined as the

percentage of houses that have installed solar PV panels and battery storage. The

usage of these energy resources is subject to the following constraints: Solar power

produced by a house’s PV panels, P solartk, can either be consumed by that house or
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other houses in the network for baseload or EV charging demand, P solartcons,k, stored

in the house’s battery, P solartbatCh,k, or must be curtailed, P solartcurtail,k. Therefore:

P solartk = P solartcons,k + P solartbatCh,k + P solartcurtail,k (5.2.5)

The amount of energy stored in the battery at house k at time t is denoted Bt
storek

and is initially set to 0 kWh at t = 0. The energy stored in the battery cannot fall

below 0 kWh, or exceed the battery’s capacity BBatcap, set here as 7 kWh.

0 ≤ Bt
storek ≤ BBatcap (5.2.6)

Bt
storek = Bin

storek +
t∑

τ=1

(
P solarτbatChk − PbatDisτk

)
·∆T · η (5.2.7)

where Bin
storek is the initial charge in the battery, PbatDisτk is the power discharged

from the battery, and η is the charging efficiency, assumed here to be 90%. It is

assumed that the battery will only charge from solar power, so the maximum charge

rate is the amount of solar power generated, and the maximum discharge rate is

7 kW.

0 ≤ P solarτbatChk ≤ P solartk (5.2.8)

0 ≤ PbatDisτk ≤ 7 (5.2.9)

Electric Vehicles

Every house is allocated an EV, which enables any set of EVs to fully charge in

the network, irrespective of their location. A set of constraints are imposed on the

operation of the EVs. Firstly, EV charging and discharging is constrained as follows:

− 3 ·ΨV2G ≤ P t
EVch,k

≤ 7 ·ΨEVtpresent,k (5.2.10)

Instead of having separate variables for EV charging and discharging, P t
EVch,k

is both

the charge or discharge rate of the EV at house k and ΨV2G is a binary variable

indicating whether V2G is enabled or not. If V2G is enabled, ΨV2G = 1 and the

minimum EV charge rate becomes -3 kW, denoting discharging of the EV battery.
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If V2G is not enabled, ΨV2G = 0 and the minimum charge rate is 0 kW. Another

binary variable, ΨEVtpresent,k, indicates whether the EV is at home and able to be

charged at time t, to ensure that EVs do not attempt to charge while they are not at

home. It is assumed that this variable is equal to 1 the entirety of the time the EV

is at home. The maximum charge rate has been set at 7 kW, corresponding to the

latest 32 A home charge points. As V2G is a new technology with limited real-world

implementation, there are no commonly defined standards on the maximum rate of

discharge, so a maximum discharge speed of 3 kW has been selected here to help

preserve EV battery life and to manage the power injection within the network [59].

The state of charge (SoC) of EV k at time t is given by:

SoCt
k = SoCin,k − SoCt

travel,k +
t∑

τ=1
P t
EVch,k

· ∆T · η
BEVcap,k

(5.2.11)

where SoCin,k is the initial SoC of EV k at t = 0, SoCt
travel,k is the SoC consumed on

any journeys the EV has made prior to time t, and BEVcap,k is the battery capacity

of the EV.

A new variable, SoCdeficit,k, is introduced to capture the amount of SoC that an EV

is short of being fully charged at its departure time Tdep,k. If EV k achieves a full

charge by its departure time, SoCdeficit,k equals 0. Two binary indicator variables are

used to indicate whether full charge has been achieved - if so, Ψk = 1 and Ψ−k = 0.

The sum of Ψ for all houses forms the objective function of the maximisation problem

(5.2.2).

SoCdeficit,k = 1− SoCTdep
k (5.2.12)

SoCdeficit,k ≥ −1 ·Ψ−k (5.2.13)

SoCdeficit,k ≤ Ψk (5.2.14)

Ψk + Ψ−k = 1 (5.2.15)

To prevent some EVs from fully discharging to further increase the number of fully

charged EVs, a final constraint ensures that if an EV participates in V2G, it cannot
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leave with a SoC lower than its arrival SoC.

T∑
t=1

P t
EVch,k

≥ 0 (5.2.16)

Constraints on the Distribution Network

The operation of the distribution network is subject to a series of constraints on

the maximum transformer loading, maximum line currents in each phase and upper

and lower node voltages. The specific values of each constraint for both networks

can be seen in Section 5.4.1. The voltage at house node k resulting from additional

baseload, EV charging and DG is given by:

V 3φ
k = |Ṽ 3φ

k |+ W+
k,j ×

(
P t
EVch,j

+ PBLt∆j

)
+ W−

k,j ×
(
PbatDistj + P solartconsj

)
∀j ∈ K

(5.2.17)

Similarly, the line currents at line segment l are given by:

I3φ
l = |Ĩ3φ

l |+ L+
l,j ×

(
P t
EVch,j

+ PBLt∆j

)
+ L−l,j ×

(
PbatDistj + P solartconsj

)
∀j ∈ K

(5.2.18)

The load on the transformer is given by:

Strans =
3∑

φ=1
|Vtransφ| · I

φ
1 (5.2.19)

where Ṽ 3φ
k is the voltage at house k calculated in the initialisation stage power flow,

Ĩ3φ
l is the current at line l calculated in the power flow, W+ and W− are the voltage

sensitivity matrices, L+ and L− are the current sensitivity matrices, Vtrans3φ is the

voltage at the transformer at each of the three phases and Iφ1 is the line current in

the first line of the feeder for phase φ.

The optimisation constraints are formulated as:

V
¯
≤ |V φ

k | ≤ V̄ ∀k, φ (5.2.20)

|Iφl | ≤ Imaxl,φ ∀l, φ (5.2.21)
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Strans ≤ Stransmax (5.2.22)

where V
¯

and V̄ are the lower and upper voltage bounds of the network, -6% and

+10%, respectively, Imaxl,φ is the maximum current rating of line l and Stransmax is

the maximum power rating of the transformer.

Solving the Optimisation Problem

The optimisation problem can then be solved to maximise the number of EVs that

can be scheduled to fully charge subject to the above constraints using Matlab’s

intlinprog solver.

Solving of the optimisation problem calculates a single value for the maximum EV

capacity given the selected baseload, DG and EV profiles used in that repeat of the

Monte Carlo simulation. Therefore, once the Monte Carlo is complete, 1000 values

for the maximum EV capacity have been calculated. However, a DSO is more likely

to be interested in a single value that represents the maximum EV penetration of the

network considering all the scenarios evaluated during the Monte Carlo simulation,

so a representative hosting capacity of the network must be determined from the

1000 individual results. There are multiple suitable approaches for this, including

taking the minimum value, the mean value, the median value or other percentile,

depending on how conservative the calculated value needs to be. For example, taking

the median value will result in the calculated maximum penetration exceeding the

allowable network limits 50% of the time, whereas taking the minimum value will

be affected by outliers, and results in the network being able to accommodate more

EVs 99.9% of the time. Therefore, either the 10th or 20th percentile is suggested as a

more appropriate measure of the EV hosting capacity. For the results in this chapter,

the 20th percentile has been chosen, as it provides a balance between providing a

conservative result, while still representing the distribution of the 1000 calculated

maximum penetrations.
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5.3 Network Impact Token Approach

Whilst the Optimisation approach presented in the previous section calculates an

accurate value of the maximum EV penetration as a result of the inclusion of all

network and energy resource usage constraints in the problem, it can be extremely

slow to solve. This is because the voltage and current must be constrained at

each node and line in the network, respectively. In addition, these depend on the

values of every load in the network, and as EV charging load, consumption of

renewable energy and battery charging/discharging are optimisation variables, this

adds significant complexity to the problem, resulting in long computation times. As

a result, performing sufficient repeats of a Monte Carlo simulation to calculate a

reliable value for the maximum EV penetration can take several days to complete,

and for larger networks, Matlab is not always able to find a solution. Therefore,

a faster approach is required to enable DSOs to feasibly analyse their networks or

evaluate the impact of different loading conditions and network hardware on the

capacity of EVs in a reasonable time frame.

This second approach utilises the Network Impact Tokens (NITs) and Phase Impact

Tokens (PITs) introduced in Chapter 4, to speed up the solving of the EV hosting

capacity problem. Reformulating the problem in terms of the number of NITs and

PITs available in the network and each house’s impact on the network and on the

phase of the network to which it is connected - its Network Impact Value (NIV) and

Phase Impact Value (PIV), respectively - enables the network constraints included

in the Optimisation approach in Section 5.2.1 to be removed, which speeds up to

time to solve the problem considerably, whilst still ensuring the network operates

within its allowed voltage, current and power limits.
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5.3.1 Network and Phase Impact Tokens for Calculating

the Maximum EV Penetration

Using the method presented in Chapter 4, the Network Impact Values of each house

and the available quantity of Network Impact Tokens across the entire network are

calculated, as well as each house’s Phase Impact Value and the number of Phase

Impact Tokens available in each phase of the network. The optimisation problem

presented in Section 5.2.1 can then be reformulated in terms of these values, rather

than the network power limits (5.2.20) - (5.2.22).

The optimisation objective remains the same for both the Optimisation and NIT

approaches:

ΛEV
max = max

χenergy
ΛEV (5.3.1)

However the problem can be simplified from the Optimisation approach by excluding

the constraints on the distribution network, and is now subject to (5.2.5) - (5.2.16).

In addition, as the calculated number of NITs and PITs includes the generic profile,

the actual baseload power PBLk is used instead of the difference in baseload PBL∆k
.

To ensure that the baseload, EV charging and usage of other energy resources does

not violate any network constraints, the NITs and PITs are implemented into the

optimisation problem as follows.

The consumption of NITs for loads across the network, and creation of NITs from

solar PV power generation and battery discharging are given by equations (5.3.2)

and (5.3.3), respectively.

NIT tload,k =
(
P t

EVch,k
+ PBLtk

)
·NIV +

k (5.3.2)

NIT tgen,k =
(
P solartcons,k + PbatDistk

)
·NIV −k (5.3.3)

subject to:
K∑
k=1

NIT tload,k ≤
K∑
k=1

NIT allock +
K∑
k=1

NIT tgen,k (5.3.4)
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Similarly, the consumption and generation of PITs within each phase φ are given by:

PIT φ,tload,k =
(
P t

EVch,k
+ PBLtk

)
· PIV +

k (5.3.5)

PIT φ,tgen,k =
(
P solartcons,k + PbatDistk

)
· PIV −k (5.3.6)

subject to:
K∑
k=1

PIT φ,tload,k ≤
Kφ∑
k=1

PIT allocφk +
K∑
k=1

PIT φ,tgen,k ∀φ (5.3.7)

Again, a Monte Carlo simulation is used to calculate the maximum EV penetration,

with houses allocated baseload, EV and DG profiles at each repeat as previously

described. This NIT problem is solved at each repeat to calculate the maximum

EV capacity based on the selected profiles. Once 1000 repeats of the Monte Carlo

have been run, the overall maximum EV penetration for the network can again be

calculated as the 20th percentile of the individual results.

5.4 Network Models, Load Profiles and Study

Parameters

5.4.1 Distribution Network Models

Two real, three-phase low-voltage distribution networks from North West England,

UK, are analysed here, with each network differing in terms of the number of feeders

and houses. This provides a comparison of the EV hosting capacity calculation on

networks of different sizes and structures.

Network 1: IEEE Low Voltage European Test Feeder

The first network is the IEEE 2015 Low Voltage European Test Feeder [169], a single

feeder low voltage network, serving 55 houses connected across three unbalanced

phases. The network has a radial topology and a three-phase transformer reduces the
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Figure 5.1: Line diagram of the IEEE Low Voltage Test Feeder

Table 5.1: Network 1 Constraints

Constraint Lower Limit Upper Limit

Node Voltage 216.2 V 253 V

Feeder Head Current N/A 175 A

Transformer Loading N/A 112.5 kVA

voltage at the head of the feeder from 11 kV to the network’s nominal phase-to-phase

voltage of 416 V.

The test feeder is shown in Figure 5.1, with the locations of the houses and the phase

of the network that each is connected to represented by the coloured circles, and the

transformer location marked with a black square.

Constraints on the node voltages, per-phase line currents and transformer loading

are imposed on power networks to guarantee safe and reliable operation, with values

given in Table 5.1. An additional 10% safety margin is further added to ensure

the network does not operate right at its limit to avoid any risk of violations and

unnecessary component aging.
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Figure 5.2: Line diagram of Network 2

Table 5.2: Network 2 Constraints

Constraint Lower Limit Upper Limit

Node Voltage 216.2 V 253 V

Feeder Head Current N/A 220 A

Transformer Loading N/A 320 kVA

Network 2: Five Feeder Distribution Network

The second network evaluated in this study is a much larger distribution network,

with data provided by Electricity North West [170]. The 320 kVA, 11 kV to 416 V

transformer supplies five individual three-phase feeders, with 171 houses connected

across the entire network. The layout of the network is shown in Figure 5.2.

Table 5.2 gives the values of the power limits for Network 2.

5.4.2 Load Profiles

A key advantage of the proposed methodology is that any set of baseloads, renewable

generation or EV profiles can be used in the study to give interesting results. For
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example, a comparison could be made in the permissible EV hosting capacity between

summer and winter, evaluating the impact of a higher peak baseload or different

EV requirements or to evaluate the effect of higher peak baseload. The results in

this chapter primarily use Summer DG and baseload profiles, as the higher solar PV

generation will have the greatest impact on the maximum EV penetration, providing

the most interesting results.

Based on 100 real load profiles provided by Electricity North West, an expanded set

of 1000 representative baseload profiles have been created that can be used in the

Monte Carlo study. It was necessary to create a larger set of profiles as Network 2

contains more houses than there are original profiles, and it also allows the Monte

Carlo has to evaluate a wider range of load conditions in the network, as otherwise

there would be little variation in load between repeats. Whilst these new profiles

have been generated based on the provided baseload profiles, they have varying

times of power usage, peak demand and overall power consumption, designed to

capture the significant real-world variation in both day-to-day power consumption

and varying usage between a range of users. To ensure that the set of new profiles

follows the same underlying statistics as the original load profiles, and that they

are representative of real-world conditions, they are generated using the following

technique:

1. Calculate the probability distribution function of the daily total electricity

consumption (kWh) from the 100 real profiles

2. For each new profile, generate a random number between 0 and 1 from a uni-

form distribution and calculate the corresponding daily electricity consumption

using the inverse cumulative distribution function of the previously calculated

distribution

3. From the set of 100 real profiles, randomly select N profiles, where N is an

integer between 1 and 5. These profiles will form the basis of the new profile

by defining the load shape and load value. Picking more profiles creates a
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wider range of load values for the new profile to be created from, potentially

creating new load shapes, whereas selecting fewer profiles means that the new

profiles will match those original profiles more closely

4. For each timestep, calculate the maximum and minimum load value of the N

profiles, and pick a random number within that range. This value will be the

baseload value for the new profile at that timestep

5. Once a baseload value has been assigned at each timestep, multiply these by a

factor so that the daily electricity consumption matches the target consumption

calculated in step 2

A set of 1000 electric vehicle profiles have been created based on typical vehicle usage

patterns. Each EV is assigned a battery capacity of 55 kWh with 20% probability,

80 kWh with 60% probability and 100 kWh with 20%, to follow recent trends of

increasing battery capacity. Every EV is allocated an initial SoC randomly between

75% and 100%, as increasing EV range means that vehicles may not need to be

charged every night. This initial SoC is assumed to be sufficient for all journeys

that the EV will make during the day. It is assumed that the day of the study is

a week day, and an EV profile has an 80% probability of going to work during the

day. If an EV goes to work it is assigned a random departure time between 6am

and 8:30am and a random arrival time of between 4pm and 8pm. The SoC lost on

the commuting journeys is assumed to be a random number between 10% and 80%

of the EV’s initial SoC. If the EV is travelling to work again the next morning, it

is assigned a departure time between 6am and 8:30am the following day. If the EV

does not travel to work, then it can make another journey during the day instead

with probability of 50%. If the EV makes this journey, it is allocated a random

departure between 8am and 6pm and an arrival time before 9pm, that is at least 30

minutes after its departure. The SoC consumed on this journey is randomly selected

between 10% and 80% of the EV’s initial SoC.

A solar irradiance profile for the UK in June was obtained from [165] as the basis
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Figure 5.3: Distributions of Summer energy resource profiles

for the creation of 1000 solar PV generation profiles. Random noise was added

to the profile at each timestep using Matlab’s Gaussian Noise function to mimic

real-world fluctuations, and the overall power production was either increased or

decreased by a random percentage between -50% and +50% to account for days

where weather would affect the total generation, while still ensuring the mean of

the new profiles matches the original data. At each repeat of the Monte Carlo, a

random selection of houses are allocated solar PV and battery storage, based on the

chosen DG penetration of the study. These DG equipped houses are allocated a PV

array size of either 3, 5 or 7 kWp with a random DG profile scaled in accordance to

their array size, and are also equipped with a 7 kWh battery for energy storage.

As all 1000 individual baseload, EV and DG profiles cannot be shown graphically,

Figure 5.3 shows some of the key summary statistics from the distributions of Summer

baseload, EV and solar DG profiles. The top-left figure shows the average load from

all 1000 baseload profiles at every minute, while the top-right figure is a histogram

showing the number of profiles that have a total daily energy consumption given
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Figure 5.4: Distributions of Winter energy resource profiles

on the x-axis. The middle-left figure displays the percentage of EV profiles where

the EV is at home at each minute, and the middle-right figure shows a histogram of

the the number of EV profiles (again out of the 1000 created) that have the energy

requirement to achieve a full charge on the x-axis. The bottom-left figure displays

the average solar generation at each minute across all 1000 solar profiles, and the

bottom-right figure shows the distribution of total daily solar energy production for

all profiles.

Similarly a set of Winter profiles were generated using January load and solar PV

data, shown in Figure 5.4, to enable a comparison in the EV hosting capacity between

seasons.

5.4.3 Study Design

This study analyses a 24-hour period, from 8:00am to 7:59am the following day,

which captures the full cycle of daily EV driving and charging behaviour. The EVs
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depart on their daily journeys before returning home and attempting to recharge to

a full SoC overnight before they are required to depart again the following morning.

Every house is assigned an EV for this study, and it is assumed that all EVs want

to recharge on the same day. The objective is to calculate the number of those EVs

that can reach a SoC of greater than 99% (at which point they can be considered

fully charged) before either their departure time the next morning, or the end of the

study at 8am. This approach is chosen as it enables any set of EVs to fully charge,

making the maximum penetration calculated representative of the entire network. If

only some houses were allocated EVs initially then whether that penetration of EVs

can be accommodated by the network will also depend on the houses that the EVs

are assigned to. For instance, allocating EVs to the 28 houses (50% EV penetration

on Network 1) closest to the transformer will more likely result in a successful

accommodation than allocating the EVs to the 28 houses furthest downstream in

the network.

The maximum EV penetration is then determined through a Monte Carlo simulation

that takes into account the wide variation in energy profiles visible in Figures 5.3

and 5.4. In total, 1000 repeats of the Monte Carlo are performed, with random

baseload, EV usage and PV generation profiles allocated to each house at every

repeat. At each repeat of the Monte Carlo, the maximum penetration of EVs based

on the chosen profiles is calculated. Following the completion of the Monte Carlo,

the overall maximum EV penetration value for the network can be calculated from

the 1000 results.
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Figure 5.5: Distribution of maximum penetration of EVs calculated
in Monte Carlo simulation with no houses equipped
with solar PV or battery storage

5.5 Results and Discussion

5.5.1 Network 1: Verification of Network Impact Token

Approach

It is important to compare the maximum EV penetration results generated from the

Network Impact Token approach with the original Optimisation approach in order

to verify it as a valid method for calculating the EV hosting capacity. Figures 5.5 -

5.7 show histograms comparing the distribution of the calculated EV capacity from

each of the 1000 Monte Carlo repeats, for three scenarios with 0% penetration of

solar PV panels and battery storage, with 50% of the houses equipped with solar

panels and battery storage, along with the use of V2G, and with 100% of houses

equipped with solar PV, but no V2G, respectively.

The figures show that the distribution of individual maximum penetration results
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Figure 5.6: Distribution of maximum penetration of EVs with V2G
enabled and 50% of houses equipped with solar PV and
battery storage

Figure 5.7: Distribution of maximum penetration of EVs with 100%
of houses equipped with solar PV and battery storage
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from each Monte Carlo repeat using the NIT approach matches the same results

from the Optimisation approach very closely, with similar probability values of each

maximum EV penetration, and almost identical distributions for all three scenarios.

Additionally, it can be seen how big of an impact the selected baseload, DG and EV

profiles have on the maximum EV penetration that can be accommodated by the

network. There is more than 20% difference in the range of calculated penetrations

from the 1000 repeats, which shows the importance of the Monte Carlo analysis to

determine the representative maximum EV hosting capacity of a network.

Some of the key statistics from the four sets of results are shown in Table 5.3,

which also confirm the validity of the NIT approach for estimating the maximum

EV penetration of the network. Depending on the statistic used to evaluate the

network’s EV hosting capacity from the Monte Carlo data, the NIT approach can

be seen to slightly underestimate the maximum penetration in the first scenario

with 0% DG, with it typically predicting 1 fewer EV can be accommodated than

Optimisation results suggest, however the mean maximum penetration calculated is

very accurate. The NIT approach provides accurate results for all statistics in the

second scenario considering 50% DG+V2G, with identical EV hosting capacities to

the Optimisation approach calculated for the median, 10th and 20th percentiles. For

the 100% DG scenario, the NIT approach slightly overestimates the maximum EV

hosting capacity, again by around 2% (∼1 EV). However, even at 0% and 100% DG,

it is likely that the relatively small differences in results between the two approaches

do not represent a problematic loss of accuracy. If the 30th percentile is instead used

to calculate the maximum penetration, then it can be seen that the NIT approach

produces an identical result to the Optimisation approach for all three scenarios.

Figures 5.8 - 5.10 show the difference between the penetration calculated by the NIT

and Optimisation approaches using identical baseload, DG and EV data for each

of the 1000 repeats, again for the 0% DG, 50% DG+V2G and 100% DG scenarios,

respectively. As identical data was used in the same repeats for both approaches,

these results show the accuracy of the NIT approach on a single repeat, rather than
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Table 5.3: Key statistics from EV penetration calculations

0% DG 50% DG+V2G 100% DG

Statistic Opt. NIT Opt. NIT Opt. NIT

Mean 62.9% 62.7% 74.6% 75.1% 81.3% 82.9%

Median 64% 62% 75% 75% 82% 84%

10th Percentile 58% 56% 69% 69% 76% 78%

20th Percentile 60% 58% 71% 71% 78% 80%

30th Percentile 60% 60% 73% 73% 80% 80%

over all 1000 repeats. The x-axis shows the difference in maximum EV penetration

calculated between the two approaches, while the height of each bar represents

the number of repeats where that difference occurred. A positive difference shows

that the NIT approach has overestimated the EV hosting capacity compared to the

Optimisation result, while a negative difference represents an underestimation. For

example, a +2% difference means that on a particular repeat, the NIT approach

calculated a maximum EV penetration 2% higher than the Optimisation approach,

for example, giving a penetration of 68% rather than 66%. The NIT approach

is shown to match the Optimisation approach results exactly for the majority of

repeats, with 0% difference between the two approaches, with most of the remaining

results resulting in a ±2% discrepancy. It can be seen that there is a very small

number of repeats where the NIT approach significantly overestimates compared

to the Optimisation result, which must be down to the selected baseload, EV and

DG profiles and how they interact with the network on these repeats, although the

exact reason for this is not apparent. However, this does not alter the accuracy

of the overall results. At higher penetrations of DG and battery storage, the NIT

approach begins to overestimate the maximum EV capacity. It can be seen in Figure

5.8 that more repeats underestimate the capacity than overestimate compared to

the Optimisation approach, whereas with the 50% DG+V2G scenario in Figure 5.9

and 100% DG scenario in Figure 5.10, there are more repeats that overestimate.

However, it can be seen that the results still retain a high level of accuracy, with
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Figure 5.8: Distribution of difference in EV penetration calculated
between Optimisation and NIT approaches for 0% DG
scenario

80% of the results from the NIT approach being within ±2% of the Optimisation

approach result. The focus of future research could be on further development of the

NIT approach to further improve the accuracy of results at higher DG penetrations.

5.5.2 Network 1: Speed Comparison Between

Optimisation and NIT Approaches

One of the key failings of the Optimisation approach is the time taken to calculate

the results, prohibiting the use of this approach in the Monte Carlo simulation, where

hundreds or thousands of repeats may be necessary to analyse the wide range of

situations that the network could encounter.

The average time to calculate the maximum EV penetration for a single repeat of

the Monte Carlo with one set of input data profiles is determined by running 250

Monte Carlo repeats on Durham University’s Hamilton High Performance Computing

cluster, and calculating the mean time that each repeat took to solve. The repeats

were run in parallel over 50 CPU cores, with a total of 245 GB of RAM available.
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Figure 5.9: Distribution of difference in EV penetration calculated
between Optimisation and NIT approaches for 50% DG
& V2G scenario

Figure 5.10: Distribution of difference in EV penetration calculated
between Optimisation and NIT approaches for 100%
DG scenario
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Table 5.4: Average time per repeat of Monte Carlo simulation for
Optimisation and NIT approaches

Optimisation Avg. Time NIT Avg. Time

0% DG 319.5 s 7.4 s

25% DG 1349.0 s 22.9 s

50% DG 2401.8 s 33.1 s

100% DG 3687.6 s 47.8 s

0% DG+V2G 1440.5 s 15.6 s

25% DG+V2G 2300.1 s 23.4 s

50% DG+V2G 3296.2 s 41.5 s

100% DG+V2G 4484.5 s 53.4 s

Table 5.4 shows the average time to run a single Monte Carlo repeat using the

Optimisation and NIT approaches.

Depending on the penetration of DG simulated, the Network Impact Token approach

can calculate a single repeat of the Monte Carlo around 40-100 times faster than the

Optimisation approach, with a mean speed of between 7.4-53.4 seconds, compared to

319.5-4484.5 seconds. As many repeats of the NIT approach can be completed in the

same time as a single repeat of the Optimisation approach, it significantly speeds up

the time to run the entire Monte Carlo simulation, especially on hardware which is

not as able to run as many threads in parallel. As would be expected, increasing the

number of houses in the network equipped with solar PV panels and battery storage,

or by enabling the use of V2G increases the time taken to calculate the maximum EV

penetration as it increases the size of the problem with additional energy resources

that must be scheduled. There can also be significant time variation between repeats,

with certain selections of baseload, DG and EV profiles taking much longer to solve

than others. The network constraints can play a big role in the time taken to solve,

with higher transformer and line current rating making the problem easier to solve,

and hence reducing the computational time. It is possible that the repeats that

take the longest have baseload profiles that come closer to reaching the maximum
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Table 5.5: Run time and memory usage comparison for 1000 repeat
Monte Carlo simulation

Optimisation Approach NIT Approach

Run Time Memory Usage Run Time Memory Usage

0% DG 21554.1 s 230.0 GB 817.9 s 75.7 GB

50% DG+V2G 100866.0 s 242.0 GB 1726.1 s 79.8 GB

100% DG 107739.2 s 235.8 GB 1574.9 s 80.7 GB

transformer power and line current before EVs are considered, making it harder to

find a solution without violating these limits.

Table 5.5 gives the total run time for performing a 1000 repeat Monte Carlo simu-

lation on Hamilton using the above CPU and RAM specs. It is again shown that

the total time for running the Monte Carlo using the NIT approach is 26, 58 and

68 times faster than the Optimisation Approach for the scenarios with 0% DG, 50%

DG+V2G and 100% DG, respectively. The 1000 repeat Monte Carlo finishes in 13

minutes, 28 minutes and 26 minutes using the NIT approach for the three scenarios,

compared with 6 hours, 28 hours and 30 hours using the Optimisation approach,

which makes the NIT approach suitable for use by a DSO for rapid evaluation of

their networks, as well quickly being able to analyse changes to network parameters

or loads. In addition, the memory usage of the NIT approach is considerably lower

than the Optimisation approach, which increases the feasibility of the approach when

running on standard computer hardware. Hamilton’s compute nodes have a 250 GB

memory limit, which prohibits the usage of more than 50 CPU cores simultaneously

for the the Optimisation approach, which means at most 50 repeats can be run

simultaneously. However, the lower memory usage of the NIT approach can allow

more than 50 CPU cores to be run simultaneously, which would further decrease the

total run time from that given in Table 5.5. The high memory consumption of the

Optimisation Approach can mean that standard PC hardware can struggle to solve

the optimisation problem, with the solver failing to find a solution for some repeats,

whereas the NIT approach can be easily solved.
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5.5.3 Network 1: Comparison in EV Hosting Capacity

Calculation Methods

This section provides a comparison of the network’s maximum EV penetration

calculated through three different approaches that are commonly analysed in the

current literature. The EV hosting capacity calculated by the Network Impact Token

approach is compared with the maximum EV capacity with uncontrolled EV charging

and the maximum capacity calculated in the worst-case scenario, with simultaneous

charging at peak load. In all three approaches, a Monte Carlo simulation is performed

to calculate the maximum EV penetration, using the same methods and data as

previously presented in this chapter.

To calculate the maximum EV penetration with uncontrolled EV charging, every

house is allocated an EV, and the charge profile for each EV is calculated such that

the EV will charge at maximum power as soon as the EV is at home until full SoC

is achieved. Based on these charge profiles, an optimisation problem is solved to

maximise the number of EVs that could be accommodated by the network without

violating any voltage, current or power constraints for each repeat.

The EV hosting capacity with simultaneous charging at peak load is found by solving

an optimisation problem at the time of peak baseload to maximise the number of

houses that could accommodate an EV charger operating at the maximum 7 kW

charge rate without violating any network constraints.

In the uncontrolled EV charging case, every EV’s primary objective is to charge

as soon as possible, and as a result the use of V2G is incompatible with this goal,

therefore, V2G is not used in this comparison.

Figure 5.11 shows the maximum EV capacity calculated for the network with each

of the three methods as the penetration of solar PV and battery storage increases.

The Network Impact Token approach calculates the absolute maximum penetration

of EVs that can be accommodated within the network, and as a result is guaranteed
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Figure 5.11: The maximum EV penetration of the network calcu-
lated using three different methods is compared for
increasing levels of DG penetration

to calculate a maximum EV penetration higher than the other two approaches. The

simultaneous charging and uncontrolled charging strategies also result in inconsist-

ency - for some DG penetrations the simultaneous charging approach calculated

a higher EV capacity than uncontrolled charging, for other DG penetrations it

calculated a lower hosting capacity.

The discharging of the houses’ batteries can have a big impact on the maximum

EV penetration. For example, if the house’s battery is allowed to discharge at its

maximum allowable rate during the timeslot analysed in the simultaneous charging

approach, then a higher maximum EV penetration would be calculated than if the

battery was not able to discharge, as a result of the additional energy available in

the network. As each house will have its own strategy for operating the charging
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and discharging of its battery throughout the day, there are no guarantees that all

houses in the network would all be able to discharge their batteries at maximum

power at the time of peak load under normal operation, which means this method

can calculate a maximum EV penetration higher than would realistically be achieved.

Additionally, if a house discharges its battery at peak load, then it is not able to

discharge at another timestep, so the network could only accommodate a lower

penetration of EVs during another timestep as a result of the lower power discharged

from the batteries. This issue is avoided in the NIT and uncontrolled charging

methods, as the entire 24 hour period is analysed, with the charging and discharging

of the battery constrained by the minimum and maximum battery storage capacity,

charging and discharging rates.

Therefore, the results have been repeated in Figure 5.12 with varying penetrations of

solar PV but no battery storage, which can provide a fairer comparison between the

methods. However, it can be seen that removing the battery storage has a significant

impact on the maximum penetration of EVs that can be accommodated in both

the simultaneous and uncontrolled charging approaches, with half the number of

EVs able to be accommodated under certain DG penetrations. Combined with the

inconsistency in the calculated results, there is lower confidence in the results of

these two approaches compared with the NIT approach, which is guaranteed to

calculate the maximum EV capacity every time. Therefore, it can be concluded that

the NITs is a more suitable and reliable approach for calculating the maximum EV

penetration of a network.

5.5.4 Network 1: Other Results

The calculation of the maximum EV penetration can be used in many different

ways for interesting analysis of the network. This section uses the NIT approach for

calculating the EV hosting capacity and presents a selection of different results that

could be of interest to a DSO evaluating their networks.
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Figure 5.12: Comparison of the maximum EV penetration calcu-
lated through the three approaches with increasing
penetration of solar PV but no battery storage

Firstly, Figure 5.13 shows the maximum EV hosting capacity of the network as the

penetration of houses equipped with solar PV panels and battery storage increases.

The results were calculated using Summer solar generation data to show the greatest

impact on the EV hosting capacity caused by increasing the DG penetration. As

would be expected, higher penetrations of houses equipped with solar PV and battery

storage increases the number of EVs that can be accommodated by increasing the

amount of power available in the network for EV charging. It is found that raising

the DG penetration from 0% to 100% increases the EV capacity from 58% to 80%,

a 38% increase in the number of EVs that can be accommodated. V2G has the

potential to increase the maximum EV penetration by allowing some EVs to act

as battery storage to discharge energy enabling other EVs to charge at times when

additional energy is not available from the grid. However, the use of V2G is found



200 Chapter 5. Determining the Hosting Capacity of Electric Vehicles

Figure 5.13: The maximum EV penetration for the network is calcu-
lated as the penetration of houses equipped with solar
PV and battery storage increases from 0% to 100%,
both with and without the use of V2G

to have a much less significant impact on the maximum EV penetration, with it

resulting in at most a 2% increase (1 additional EV) in EV hosting capacity at any

given DG penetration compared with the scenario without V2G.

As these results were calculated using Summer baseload and solar PV generation

data, it would be expected that higher penetrations of DG would not be able to

accommodate as many EVs in Winter when solar PV generation is lower. Figure 5.14

shows the difference in maximum EV penetration calculated for each penetration

of DG when using Winter baseload and solar PV profiles compared with Summer

profiles. There is a minor difference in EV capacity between Summer and Winter

when no solar PV and battery storage is installed in the network, which likely results

from the higher baseload power usage in Winter months. It can be seen that higher
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Figure 5.14: The maximum EV penetration for the network is calcu-
lated for both Summer and Winter load and PV data
as the penetration of houses equipped with solar PV
and battery storage increases

penetrations of DG in Winter do not have the same effect on increasing the EV

hosting capacity as in Summer. Even with all houses equipped with solar PV and

battery storage (100% penetration), the maximum EV penetration in Winter is 65%

compared with 80% in Summer. Therefore, Winter remains the weakest period for

low-voltage distribution networks, with it hardest to increase the hosting capacity

of EVs in these months. Alternative renewable energy generation sources, such as

micro wind turbines may be required to facilitate higher EV capacities in Winter.

For the houses equipped with solar PV panels and battery storage, the energy storage

capacity of the battery can have a big impact on the number of electric vehicles

that can be accommodated in the network. Six different battery capacities have

been analysed: 0 kWh (no battery storage), 3 kWh, 7 kWh (the standard battery
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Figure 5.15: Varying the capacity of the house’s installed battery if
equipped with solar PV panels can have a big impact
on the maximum EV hosting capacity in Summer

capacity used in other results), 10 kWh, 13 kWh and 17 kWh. Figures 5.15 and 5.16

show the calculated EV hosting capacity for the network as the installed battery

capacity and DG penetration varies for Summer and Winter solar generation profiles,

respectively. Increasing the installed battery capacity enables more of the generated

solar power to be stored for later consumption, leading to a greater utilisation rate of

the renewable energy and therefore a higher EV maximum penetration. In Summer,

at 100% penetration of solar PV, the EV hosting capacity is increased from 67%

with no battery storage to 87% with 17 kWh batteries, however there appears to be

diminishing returns as the battery capacity increases - there is greater improvement

in the EV hosting capacity going from 3 kWh to 7 kWh batteries than there is going

from 13 kWh to 17 kWh.

The battery capacity plays a much smaller role in increasing the EV capacity in
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Figure 5.16: With Winter solar energy generation, the benefit of
increasing the house’s battery capacity on the EV ca-
pacity is reduced

Winter, as the lower solar energy production requires less storage for full utilisation of

the energy, and as a result increasing the battery capacity beyond this has no benefit

as all solar energy has already been consumed. It can be seen in Figure 5.16 that

battery capacities of 7 kWh and above result in the same maximum EV penetration,

while without any battery storage (0 kWh), the maximum EV penetration does

not increase, even with 100% DG penetration. Further cost-benefit analysis would

be required to determine the optimal battery capacity for the entire year - a large

battery will have unused capacity in Winter, while a smaller battery cannot provide

full benefit in Summer.

A DSO will also be interested in the network infrastructure impact on the maximum

EV penetration. The first result analyses the effect of changing the transformer

power and maximum line current ratings on the EV hosting capacity. This type of
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study allows a DSO to analyse potential changes and upgrades to their network, and

establish the most cost-effective upgrades that can be made in order to have greatest

impact on the maximum EV penetration.

Figure 5.17 shows the maximum EV penetration, expressed as a percentage, as the

line current limit and transformer power limits were increased. These results were

calculated using Summer baseload and DG data with 50% of the houses equipped

with solar PV panels and battery storage. Both the transformer and line current

limits were increased from the original values in Section 5.4.1 by 25%, 50%, 100%

and 200%, and the maximum EV penetration was calculated. It is shown that

substantial increases in the EV hosting capacity can be achieved through upgrades

to the network infrastructure, however both transformer and line current upgrades

are required together to maximise the benefit of the upgrades. For example, if there

is no increase in the maximum line current, even increasing the transformer rating

by 200% only results in a 2% increase in EV hosting capacity. However, if both the

transformer and current ratings are increased by 200%, the maximum penetration

is increased by 25% to allow an EV capacity of 96% to be accommodated, enabling

nearly all houses to fully charge an EV.

Finally, the locations of successful EV charging in the network are analysed. With a

DG penetration of 50% and V2G, 1000 repeats of the Monte Carlo are run. At each

repeat, the houses where EVs successfully reach a full SoC are recorded. Following

completion of the Monte Carlo simulation, the number of repeats where each house’s

EV achieved a full charge is calculated. This enables the DSO to assess whether

there are certain houses or stronger parts of the network which are always successful

in charging their EV and whether the opposite is true and if there are weaker parts

of the network which struggle to charge their EVs.

Figure 5.18 shows the layout of Network 1, with the locations of the houses marked

by circles. The colour of each circle represents the percentage of the 1000 Monte

Carlo repeats where the EV at that house was able to charge, as given in the key.

It shows that the EV charging is distributed fairly evenly throughout the network,
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Figure 5.17: Increasing the maximum transformer power and line
current ratings can have a substantial impact on the
maximum EV penetration

with all houses achieving a full EV charge on at least 69% of the repeats, while the

house with the highest EV charging success rate achieving full charge on 84% of

the repeats. Comparing this with Figure 5.1 reveals that the houses with the lowest

EV charging success are all connected to phase A of the network, and the houses

with the highest charging success are those connected to phase C. This indicates

potential unbalance between the phases, and a network operator may wish to repeat

this analysis by modelling different phase connections to certain houses to see if this

can further improve the network’s EV hosting capacity.

5.5.5 Network 2: NIT Verification Results

Network 2 tests the performance of the proposed NIT approach for the EV hosting

capacity calculation on a larger, multi-feeder network. The key result for this
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Figure 5.18: Colour coded map of Network 1 highlighting the houses
with highest and lowest EV charging success from
Monte Carlo simulation

network is the verification of the NIT approach results with those calculated by the

Optimisation approach, as this accuracy underpins any subsequent analysis. While

further analysis of the network can be carried out, as presented for Network 1 above,

this section focuses solely on the verification results. For this multi-feeder network,

the Network Impact Tokens and Network Impact Values are calculated across all

houses on all feeders, whereas the Phase Impact Tokens and Phase Impact Values

are calculated for houses on the individual phases of each feeder.

Figures 5.19-5.21 show histograms comparing the probability distribution of the cal-

culated maximum EV penetration from 1000 repeats of the Monte Carlo simulation

with 0%, 50% and 100% of houses equipped with solar PV and battery storage,

respectively, in addition to the use of V2G in the 50% DG scenario. It can be

seen that there is good accuracy between the Optimisation and NIT approaches,
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Figure 5.19: Distribution of maximum EV penetrations from Monte
Carlo simulation for Network 2 without solar PV and
battery storage

especially at lower penetrations of DG. Figure 5.19 shows that the NIT approach

calculates almost identical maximum penetrations at each repeat of the Monte Carlo

simulation as the Optimisation approach at 0% DG, however at 100% DG in Figure

5.21 there is minor overestimation of the maximum penetration.

Table 5.6 provides values of the overall maximum EV penetration calculated at each

percentage of DG for both the Optimisation and Network Impact Token approaches.

The data confirms that the NIT approach is most accurate at low penetrations of

DG and overestimates at higher penetrations. This is similar to the behaviour with

Network 1, however it appears more pronounced with this larger network. Despite

this, the results maintain a good level of accuracy, with at most 2 percentage points

difference between the two solutions, e.g. 83% vs 85% at 100% DG, although the

results with V2G at the same penetration of DG are slightly less accurate. For this

network, there is very similar accuracy in the results for both the 20th and 30th

percentiles. Overall, this level of accuracy is likely to be sufficient for much of the
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Figure 5.20: Distribution of maximum EV penetrations for Network
2 with 50% of houses equipped with solar PV, battery
storage and the use of V2G

analysis that a network operator may wish to conduct, although future research

could be conducted to improve the accuracy at these higher penetrations.

5.6 Conclusion

This chapter has introduced an optimisation problem that can accurately calculate

the maximum EV hosting capacity of a low-voltage distribution network, while

considering the integration of solar PV, battery storage, V2G and smart charging.

Calculating the absolute maximum EV penetration results in a reliable and repeat-

able value that can be used for analysis and comparison, with there being no possible

way that more EVs could be accommodated than is calculated here. A Monte Carlo

simulation is used to simulate the maximum EV penetration under a wide variation

of baseload, solar PV generation and EV charging conditions, which enables a reliable

determination of the maximum EV penetration under real-world conditions.
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Figure 5.21: Distribution of maximum EV penetrations for Network
2 with 100% of houses equipped with solar PV and
battery storage

The concept of Network Impact Tokens and Phase Impact Tokens introduced in

Chapter 4 is then implemented here as an alternative to solving the voltage, current

and power constraints in the original Optimisation problem. This approach ensures

that the maximum EV penetration is calculated while adhering to the network limits,

but moves the complexity of ensuring these constraints are met to the problem

initialisation phase rather than the optimisation problem, dramatically increasing

the time in which the maximum EV penetration can be calculated. It is shown that

a 1000 repeat Monte Carlo on Network 1 with 50% of houses equipped with DG

and the use of V2G can be solved 58 times faster using the NIT approach than the

original Optimisation approach.

Comparison of the maximum EV penetration results calculated through the original

Optimisation approach with those calculated by the NIT approach shows good

levels of accuracy, especially at low-to-mid penetrations of solar panels and battery

storage, although the NIT approach overestimates slightly at higher penetrations
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Table 5.6: Network 2 verification of maximum EV penetration cal-
culated by NIT approach

Mean Median 10th PCTL 20th PCTL 30th PCTL

0% DG
Opt. 68.6% 68% 65% 67% 67%

NIT 68.6% 68% 65% 67% 67%

25% DG
Opt. 74.1% 74% 71% 72% 73%

NIT 74.1% 74% 71% 72% 73%

50% DG
Opt. 79.0% 79% 75% 77% 78%

NIT 79.2% 79% 76% 77% 78%

100% DG
Opt. 86.9% 87% 83% 85% 86%

NIT 88.1% 88% 85% 86% 87%

0% DG+V2G
Opt. 69.7% 70% 67% 68% 69%

NIT 69.9% 70% 67% 68% 68%

25% DG+V2G
Opt. 75.0% 75% 72% 73% 74%

NIT 75.3% 75% 72% 73% 74%

50% DG+V2G
Opt. 78.3% 80% 74% 76% 77%

NIT 80.1% 80% 77% 78% 79%

100% DG+V2G
Opt. 85.6% 86% 81% 83% 84%

NIT 88.5% 88% 85% 87% 87%

of DG. However, there is still close agreement between the results of both methods,

which validates the NIT approach as a suitable and highly effective method for

calculating the EV hosting capacity. This has been confirmed on both a small, single

feeder network (Network 1), and also on a larger, multi-feeder network (Network 2),

showing the reliability of the approach for DSOs to use on different types of network.

Whilst the accuracy of the results shows the NIT approach is a valid method for

calculating the maximum EV capacity, additional research into why overestimation

at higher DG penetrations occurs could further improve the accuracy and confidence

of the NIT approach.

The NIT approach enables fast calculation of a wide range of results for detailed

analysis of the readiness of a network to host increasing numbers of EVs. These
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include analysis of the effects of differing baseloads and solar generation between

Summer and Winter on the EV capacity and the effect of increasing the number of

houses equipped with solar PV, battery storage and V2G or battery storage capacity

on the maximum EV penetration. The network hardware can also be assessed,

with the change in EV penetration resulting from an increase in transformer power

or maximum line current rating calculated. This can enable a DSO to perform

cost-benefit analysis by identifying the most cost effective solutions to provide the

greatest impact in EV hosting capacity. In addition, the Monte Carlo simulation

can help identify the strongest and weakest parts of the network depending on the

percentage of repeats in which each house is able to fully charge their EV. This can

be useful in planning more targeted network upgrades to ensure every house receives

fair access to the network.





Chapter 6

Conclusions

Adapting to the rapid increases in the uptake of electric vehicles and distributed

renewable energy generation in low-voltage networks requires novel solutions in order

to maximise both the benefits of these low-carbon technologies and their integration

in existing networks. The primary contributions of this thesis are novel P2P trading

approaches designed to increase the amount of renewable energy used for EV charging,

and the amount of charging that can be accommodated in a distribution network.

Chapter 3 analyses P2P auction matching mechanisms for trading between houses

and EVs for the scenario of matching visiting EVs to houses equipped with charge

points and solar energy generation. As an EV does not wish to move once parked,

and a house only has a single charge point, one-to-one matching is enforced, which

means that the quality of the matching can have a significant impact on the EV

charging completed using renewable energy, particularly as any future EV arrivals

are not known.

Chapter 4 uses the load capacity of a network to introduce Network and Phase

Impact Tokens. Adding a load to the network requires a house to possess a number

of NITs and PITs, whereas adding generation will create new tokens. A P2P trading

system is established between houses on the network to trade NITs and PITs, which

manages the use of the network to ensures that it operates within its allowed power,

current and voltage limits.
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The Network Impact Token approach is further utilised in Chapter 5 as the funda-

mentals of an analytical tool for DSOs to evaluate the maximum EV penetration

that their distribution networks can accommodate with the inclusion of solar PV

generation, battery storage and V2G. The results are verified by an optimisation

approach for two separate networks. Detailed analysis of one network is conducted,

with the maximum EV hosting capacity found for a number of scenarios, including

as the penetration of DG and battery storage capacity varies, for different seasons

and with upgrades to the network hardware.

6.1 Achieved Research Goals

This section highlights the specific research objective from each chapter of this Thesis

and the key contributions that have been made to achieve these goals.

6.1.1 Chapter 3

With the majority of EV charging taking place at home, significant numbers of home

charge points are installed but are unused during the day when the home’s own EV

is away. Additionally, peak solar generation around mid-day typically coincides with

the times of lowest baseload, meaning that expensive battery storage is required for

a house to maximise the use of the renewable energy it generates. As public charge

points cannot be booked by visiting EVs, home charge points offer a promising

alternative, allowing EVs to guarantee charging in addition to a parking spot, which

can be in high demand in urban centres. The visiting EVs can then benefit from the

surplus solar generation produced during the day for the charging of their vehicle,

while the home owner benefits by receiving income from the EV for the energy

consumed and use of its charge point.

This scenario is presented as a matching problem for a P2P trading platform running

every 15 minutes where the visiting EVs submit bids detailing the amount of charging
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they require and the price they are willing to pay, and houses submit asks, consisting

of their renewable energy generation forecast and the price they are willing to accept

for the energy and use of their charge point. One-to-one matching is enforced as

EVs do not wish to move once they are parked, and each house is only equipped

with a single charge point. It is further assumed that the houses cannot sell energy

amongst themselves on the grid. Under these conditions, once a house and EV have

committed to a trade, the house cannot accept any more EV bids until the first EV

has departed. As a result, the matching mechanism can have a significant impact

on the performance of the system in terms of the amount of EV charging that can

be fulfilled using solar energy and the overall consumption of the renewable energy.

The key research objectives were:

• To explore the use of vacant EV home charge points and surplus home solar

energy generation to provide renewable energy charging for visiting EVs

• To maximise the amount of EV charging that is accomplished using renewable

energy under the scenario where there is greater EV charging demand than

renewable energy generation

• To develop an improved one-to-one matching mechanism that results in super-

ior EV charging performance without any knowledge of future EV arrivals or

energy requirements

A novel double auction matching mechanism, called Closest Energy Matching is

proposed, which considers all bids and asks in the market to match each bid with the

seller whose predicted solar generation provided the closest amount of energy to the

EV’s request and whose ask price was lower than the buyer’s bid. This helps ensure

that EVs receive the energy they need to complete their charging, while houses with

greater predicted solar energy generation will increase their chance of being matched

with an EV which will utilise more of their available energy.

The Closest Energy Matching mechanism is compared with four alternative double

auction matching mechanisms and was found to enable the highest percentage of
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EVs departing with their desired SoC from solar energy alone, and achieved up to a

70% reduction in grid energy required to fully charge the EVs, which is important

when trying to maximise the number of EVs that could be accommodated in existing

network infrastructure. In addition, greater consumption of solar energy resulted in

the highest profit for sellers and lowest cost for buyers compared with the four other

mechanisms.

6.1.2 Chapter 4

The rapid uptake of EVs is putting increasing pressure on low-voltage distribution

networks to accommodate their charging. If left uncontrolled, the high power demand

of EV charging can overwhelm networks, especially at peak times, such as when

EV owners return from work and plug in their vehicles in the evening. In addition,

the deployment of more distributed energy resources such as solar PV panels and

battery storage can also problems for the grid through increased power injection. The

operation of these new loads and generation resources can lead to networks exceeding

their transformer power, line current and node voltage limits, which causes unsafe

operation of the network and accelerated infrastructure failure.

The key research objectives of this Chapter were:

• To develop a method for quantifying the impact of different loads and energy

generation on a distribution network

• To ensure that EV charging and renewable energy generation are managed

without exceeding the network’s power, current or voltage limits

• To present a decentralised approach for this network load and generation

management that enables houses to retain autonomy over the use of their

energy, without loss of privacy or the requirement of real-time monitoring or

data collection
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• To increase the number of EVs that are able to successfully charge within a

distribution network

The impact of increasing power demand or generation at each house on both the

entire network and the phase of the house is calculated by analysing the change

in load capacity resulting from the change in demand or generation, with each

house subsequently assigned Network and Phase Impact Values. Additionally, the

total load capacity of the network and each phase before any limits are violated

is calculated and expressed in terms of Network Impact Tokens and Phase Impact

Tokens, respectively. Equating loads and generation to NITs and PITs through

each house’s Impact Values provides a method for quantifying the impact of energy

demand or generation at each house on its phase and the entire network.

As houses must acquire the number of Impact Tokens equivalent to the load they

wish to add to the network, the power demand from EV chargers and baseload can

be managed. With the number of Impact Tokens available in the network equal to

the amount of load that the network can accommodate, it is ensured that the power

demand at any timestep does not exceed the permitted capacity of the network.

Houses that inject power into the network through solar PV integration or battery

discharging generate additional Impact Tokens for their phase and the network,

which could permit further loads to be added.

A peer-to-peer trading platform is proposed which enables houses to trade the

Network and Phase Impact Tokens that they are initially allocated corresponding

to the network capacity and any new tokens created through energy generation

amongst themselves. The markets run every ten minutes, giving houses the chance

to purchase or sell Impact Tokens for use in the next timeslot. The predetermined

quantity of allocated NITs and PITs and the consideration of the impact on the

network of any energy generation and the corresponding number of generated Impact

Tokens ensures that the network operates without exceeding the transformer power,

line current or node voltage limits. This P2P trading approach provides houses



218 Chapter 6. Conclusions

with more autonomy over the use of their loads, as if they wish to charge their EV

sooner, they can purchase more Impact Tokens through the market to facilitate this.

Additionally, even during times of high energy prices, houses are able to reduce their

net cost or make profit through the trading of these Impact Tokens.

The approach is decentralised as houses make their own decisions about how to

partake in the auction, and privacy is preserved as no load data needs to be shared.

While bids and asks for Impact Tokens must be submitted, the entire process from

the house determining its optimal energy usage strategy, submitting the bids or

asks for any NITs or PITs, to the determination of successful trades in the market

can be automated, which enables the bids and asks to be kept secret, and also

provides simpler implementation. As the management of the network limits is

achieved through the trading of Impact Tokens, no real-time monitoring or sensors

are required to ensure that the network does not exceed its limits.

6.1.3 Chapter 5

With EVs set to push low-voltage distribution networks to their limits, it is important

that network operators have the tools available to analyse their networks to determine

their readiness for accommodating increasing numbers of EVs and plan upgrade

programs to determine the most cost-effective ways to improve the hosting capacity

of their networks. As renewable energy generation, battery storage and V2G can

all impact the number of EVs that are able to recharge, it is important that these

are all taken into account when assessing the maximum EV penetration that the

network can accommodate.

The key research objectives of this Chapter were:

• To provide a novel approach to allow DSOs to assess the EV hosting capacity

of their networks in conjunction with the use of renewable energy generation,

battery storage and V2G
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• To verify the accuracy and usefulness of the concept of NITs and PITs through

their utilisation in determining the EV hosting capacity

Initially, an Optimisation approach was introduced to calculate the maximum penet-

ration of EVs that could fully recharge in a distribution network, taking into account

the generation and storage of solar energy. This approach provides an accurate

result for the maximum EV penetration through inclusion of all energy resources

and grid limits into the optimisation problem, however the complex constraints on

the grid limits make this problem incredibly slow to solve. For rapid analysis of their

networks under different conditions, DSOs would require a much faster approach.

By re-framing the optimisation problem in terms of the Impact Values and Impact

Tokens, the complexity of ensuring that the grid operation remains within its allow-

able power, current and voltage limits is shifted to the initialisation stage where the

network capacity is calculated, rather than during the calculation of the maximum

EV penetration, which dramatically increases the speed at which the EV hosting

capacity is calculated.

A Monte Carlo simulation is used to analyse the network under a variety of baseload

conditions, EV energy and journey requirements and renewable energy generation

profiles to calculate a more representative hosting capacity for the network that

reflects real-world behaviour.

Comparison of the results calculated between the Optimisation approach and Net-

work Impact Token approach for two different networks shows that the NIT approach

generates accurate results which helps to verify the legitimacy of the Network and

Phase Impact Token approach. Full analysis of one network is conducted to demon-

strate how the NIT approach can be used to evaluate the maximum EV hosting

capacity as the penetration of DG and battery storage capacity varies, the effect

of different seasons and how the network can be analysed to identify the strongest

phases and the impact of upgrading the transformer or lines on the maximum EV

penetration to help inform the most cost-effective upgrades.
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6.2 Future Research

6.2.1 Inclusion of Reactive Power into Impact

Values/Tokens

The approach for calculating the Network Impact Values and subsequently the

determination of the network capacity in terms of NITs and PITs currently assumes

that all loads and generation operate at a unity power factor, without reactive power.

While this assumption is accurate for modelling the injection of renewable energy

generation or battery discharging to the grid and the charging of EVs, domestic

baseload is typically modelled with a lagging power factor of around 0.95. In addition,

a number of studies have examined the potential of EV chargers to operate at a

non-unity power factor to provide voltage support to the network.

The process for determining the Network and Phase Impact Values could be expanded

to include the voltage and current sensitivity matrices resulting from both active

and reactive loads and generation in the network, and add additional Impact Values

to include reactive generation and reactive load. Research would be needed to see

whether this inclusion of loads and generation with different power factors has a

significant impact on the performance and accuracy compared with treating all loads

and generation as having a unity power factor. If implemented, the reactive power

compensation that EV charge points can provide could also be considered in the

NIT approach for calculating the maximum EV penetration of a network alongside

DG and battery storage in Chapter 5.

6.2.2 Further Improvement to EV Charging Success in

P2P Impact Token Approach

In the resource planning stage of the P2P trading of PITs and NITs, each house

must determine its optimal usage of the available energy resources and when to
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purchase NITs and PITs on the P2P market. This is done through the house

determining the expected cost of NITs and PITs at each timestep to use in the cost

minimisation problem. A time-of-use price signal was used in this study, with a

three-times multiplier in price between 6pm and 10:30pm, and a six-times multiplier

from 10:30pm until 7am. This was chosen to encourage houses to schedule EV

charging earlier in the day when demand on the network is lower. Otherwise, most

EV charging is scheduled to take place overnight, with the total demand exceeding

the network capacity, preventing some EV charging from taking place and resulting

in fewer EVs achieving their departure SoC goal. Implementing the ToU virtual price

scheme has increased the number of EVs that achieve their SoC goal. Therefore, it

is likely that additional changes could also increase the success rate of EV charging.

Additional research into a machine learning technique for houses to learn from

previous days trading the times when they are likely to be successful purchasing

Impact Tokens and more accurate prices could further increase the success rate of

EV charging.

6.2.3 Implementation of P2P Trading of Impact Tokens in

Multi-Feeder Networks

Currently, the P2P trading of Network and Phase Impact Tokens has been implemen-

ted between houses on a single feeder distribution network. However, in reality, most

networks consist of multiple feeders connected to the same transformer. Therefore,

adaptations must be made to the approach to take into account that the total trans-

former loading is the sum of the load on all feeders. The calculation of the number of

Network Impact Tokens available for the network based on the transformer loading

capacity must be done including all feeders, and the trading of Network Impact

Tokens would need to be conducted between all houses across all feeders, whereas

the Phase Impact Tokens remain unique to each phase of each feeder, so separate

markets would be necessary for each feeder.
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6.2.4 Dealing with Error in Energy Usage Prediction and

Missed Communication

It is assumed that each house is able to accurately predict its baseload, EV usage

and renewable generation for the 24 hour period covered by the P2P trading scenario.

While the sliding-window approach allows the house to alter their planned usage

throughout the day if required, it is assumed that the following timestep is accurate.

However, future research must give consideration to the situation that arises if a

house agrees to sell a certain number of NITs or PITs in the next timestep but

does not actually generate sufficient renewable energy to fulfil this, or if the house’s

baseload is actually different to its predicted value. Additionally, it is assumed that all

communication between the house and the P2P market platform happens successfully,

with houses able to compute their bids and asks in time for the respective auctions,

whereas in reality the situation may exist where there is a loss of communication

between the two entities, which could have a significant impact on the house’s ability

to use energy in the next timestep.

6.2.5 Improving the Accuracy of the NIT Approach for

Calculating the Maximum EV Penetration at Higher

Penetrations of DG

In Chapter 5 it is seen that the results calculated by the NIT approach are most

accurate at lower penetration of DG when comparing to the Optimisation approach

results, with it typically overestimating the maximum EV penetration at higher pen-

etrations of DG. Further research is required to understand why this overestimation

occurs, and adapt the approach to improve the accuracy at all penetrations of DG.
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