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Abstract: We demonstrate interleaved sampling by multiplexing conical subshells within the
tomosynthesis and raster scanning a phantom through a 150 kV shell X-ray beam. Each view
comprises pixels sampled on a regular 1 mm grid, which is then upscaled by padding with null
pixels before tomosynthesis. We show that upscaled views comprising 1% sample pixels and
99% null pixels increase the contrast transfer function (CTF) computed from constructed optical
sections from approximately 0.6 line pairs/mm to 3 line pairs/mm. The driver of our method
is to complement work concerning the application of conical shell beams to the measurement
of diffracted photons for materials identification. Our approach is relevant to time-critical, and
dose-sensitive analytical scanning applications in security screening, process control and medical
imaging.
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1. Introduction

Three-dimensional X-ray imaging is an important tool for the evaluation and characterization of
internal object structures across a broad range of application areas including industrial inspection
[1–3], medical diagnostics [4,5] and security screening [6–9]. At sub-mm length scales, the
use of hard X-rays is often a prerequisite. Modalities including computed tomography (CT)
[5], tomosynthesis [4], laminography [10], and phase contrast imaging [11] have developed into
screening tools where mass attenuation coefficients and refractive indices provide the contrast
mechanisms, respectively. Also, recent advances in multi-emitter switched X-ray sources [12,13]
provide sequenced firing that can replace mechanical scanning, which is an important driver of
our ongoing effort concerning rapid data acquisition.

Our work concerns the detection of shape-based threats such as guns, knives/sharps, and
improvised explosive devices (IEDs) in the screening of air passenger luggage. For example, IEDs
can be detected via shape signatures associated with detonators and timers including electronic
components and fine wires. However, the bulk charge component of an IED may be fashioned
from a wide range of highly shape-variant plastic or homemade explosives including liquids.
Such materials, including illicit drugs such as fentanyl, require material-specific information
for enhanced false-alarm resolution [7,14,15]. Methods including coded aperture coherent
scatter tomography [16] and hyperspectral X-ray computed tomography [17] show promise but
significant challenges remain in dealing with spatially complex scenes in real-world screening
applications. We have previously reported (see Section 2.1) materials characterization using
conical shell X-ray diffraction (XRD) applied to tomography. A combined high-energy XRD
and high-resolution absorption contrast probe [18] promises a cost-effective solution that would
increase the throughput of carry-on and checked luggage at inspection points. This development
would be a disruptive advance for security screening applications.
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While our approach uses sparse views it is significantly different from compressed or sparse
sensing involving solutions to underdetermined linear systems [19–21]. For example, we do not
make assumptions concerning the ‘sparsity’ or degree of ‘compressibility’ [22] of our sampled
data but, in contrast, we apply a deterministic algorithm to construct optical sections. Such an
approach does not require the setting of convergence criteria that are inherent in iterative methods.
It also does not require interpolation or image cross-correlation as used in super-resolution [23].
Instead, our new method is entirely deterministic.

In this paper, we report an advance in shell beam tomosynthesis that demonstrates a fivefold
increase in the contrast transfer function (CTF) in comparison with prior methods. The new
and central novelty is the sampling of concentric conical subshells (see Fig. 1(b)) to composite
a series of highly sparse radially offset projection data from a relatively coarse sampling grid
i.e., the treatment of the subshell views within the novel tomosynthesis. Data acquired from
each sampling point on a subshell is positioned periodically within an upscaled grid that is
subsequently padded with nulls. For example, each resultant image may comprise 1% samples
and 99% nulls. The novel tomosynthesis focuses and ‘tracks’ the axially dependent interleaved
patterns of contributing pixels, from each sampling point on every subshell, and applies the
appropriate weighting factors in the construction of optical sections.

This initial paper reports the proof-of-concept of the novel method and the spatiotemporal
analysis of experiment results, rather than the optimization of data acquisition and scan speed.
Our work is organized as follows. Section 2 presents the theoretical background; the methods
(including our new imaging technique) and describes the experiment conditions. Section 3
presents our experimental results and discussion. Section 4 summarizes our conclusions, the
implications of our findings and the future direction of the work.

2. Methods

2.1. Theory background

We have developed a body of work termed focal construct geometry (FCG) [24], which exploits
shell beam X-ray probes for rapid, sub-second [25], structural or molecular analysis of samples. In
comparison with conventional beam topologies such as a pencil or line beam, the focal construct
method uses an extended annular measurement gauge volume to produce relatively high-intensity
focal spots [26] and caustics in the diffracted flux [27]. The focal construct approach has been
applied in angular dispersive mode [26,28], and energy dispersive mode [25,29], used to identify
liquid samples [30], and shown to deal favorably with non-ideal samples [31] (i.e., in which
scattering distributions are adversely affected by large grain size and crystallographic textures
[32]). We have also demonstrated focal construct XRD in reflection mode [33]. Imaging
methods employing focal construct principles include angular-dispersive XRD tomography [27],
energy dispersive tomography [34], absorption contrast tomography [35,36], and more recently,
combined absorption and XRD tomography [18] using a single shell beam. This paper reports a
new complementary method in which each annular projection is sampled and processed as a set
of multiplexed subshells. The pixel data are null padded and normalized via novel tomosynthesis
to produce high-resolution optical sections.

2.2. New interleaved-theoretic method

Our technique aims to produce high-resolution optical sections constructed from highly sparse
oblique or inclined parallel projections. The data is collected from a series of annular projections
during a two-axis translational scan of the phantom through a conical shell beam [35], see
Fig. 1(a). A specific detection point within the incident annular beam when sampled periodically
will produce a pixel stream that can be composited to form an oblique projection Mxy(r, γ)
comprising pixels Mp(r, γ, xM , yM); where r is the radius measured in pixels to the detection point



Research Article Vol. 31, No. 10 / 8 May 2023 / Optics Express 15303

at the azimuth γ. As we have previously reported [35,36] a circular path of such points enables a
series of oblique projections to be recovered with an angular separation a = 2π/v where v is the
total number of circumferential sampling positions. It follows that the azimuth of a given oblique
projection may be expressed as

γ(j) = aj (1)

where j = 0, 1, 2, 3, . . . .v − 1.
In our new approach, we model the incident conical shell beam as a tightly packed series of

concentric subshell beams, see Fig. 1(b). This is a convenient construct because each oblique
projection Mxy(r, γ) that composes a subshell series Mγxy(r) (i.e., at a fixed radial magnitude)
undergoes the same magnitude digital radial shift in the tomosynthesis. We assume here that
the X-ray focal spot dimensions are much less than the minimum detectable increment on the
detection surface δr.

Fig. 1. (a) A schematic of a conical shell X-ray beam and incident annular footprint on
a detection surface; where ϕmax/min are the outer/inner half-opening angles of the beam
envelope, γ is the azimuth and ‘a’ is the incremental change in azimuth, L is the separation
between the point source and the detection pane, and R is the mean radius of the innermost
(blue) subshell on the detection plane. A phantom is raster scanned (x,y) through the beam
(or equivalently vice versa) to enable a series of annular projections to be recorded. By
registering the pixels sampled at their respective (x,y) positions in the scan, for a given
azimuth and radial magnitude, an oblique (or inclined parallel) projection can be composited.
Fig. (b) A schematic of an annular sector of the beam footprint (bounded by the inner and
outer shell beam envelope) on the detection surface. In this example, the system is modelled
as a series of three ‘color coded’ discrete concentric subshells centered on their mean radii
(up to eight subshells are multiplexed during tomosynthesis in the experiments in this paper).
The separation between a successive pair of radii is the minimum detectable radial increment
δr. Thus, three different projection series Mγxy(r) are collected from around their respective
subshells. A specific series requires a constant magnitude of radial shift to effect a given
axial focal plane position and requires appropriate multiplexing in the tomosynthesis.

In addition, we consider the original physical sampling positions as nodes on a higher resolution
or upscaled uniform rectilinear grid. To ‘fill in’ the unused virtual sampling positions in the
production of oblique projections requires interleaving sample pixels with null pixels. The pattern



Research Article Vol. 31, No. 10 / 8 May 2023 / Optics Express 15304

of interleaving is represented in an upscaled null padded sample map ρ′(x, y). The construction
of such maps is central to our new method and required for tracking and normalization of sample
contributions on a pixel-by-pixel basis at each different axial focal plane position. To better
understand the mapping process, we first consider the discrete axial scan-step S implemented
in the physical sampling grid shown in Fig. 2(a), which is upscaled by introducing virtual or
null sample positions shown in (b); where physical sampling positions are represented by pixel
centroids in (c) and (d), respectively.

Fig. 2. (a) Scanned area A showing 3 × 3 sampling positions with a step size of S.
(b) Upscaled axial resolution δS for k = 3 showing a combination of real and null sampling
points. (c) Original digital map ρ and, (d) upscaled 7× 7 interleaved map ρ′.

The virtual scan step size δS is chosen according to

δS =
S
k

: k ∈ N≥1 (2)

where k is termed the upscaling factor and parameterizes the axial resolution upscaling, where
unity indicates no upscaling. It follows that in the general case sampling comprising NM nodes
then the ratio of the total number of samples to the samples and nulls composing the upscaled grid
is given by η = NM/[(kN − k + 1)(kM − k + 1)] termed the upscaling ratio. It can be appreciated
that for a square grid where (N ≡ M)>>k then η ≈ 1/k2. We remember here that the dimension
of the scanned area A and the physical locations of the real sampling points are fixed, and the
upscaling does not involve interpolation nor any change to the measurements collected during
the scan. In general, an upscaled interleaved map ρ′(x, y) see Fig. 2. (d), with dimensions,
(kN − k + 1)(kM − k + 1) is obtained by transforming the original map ρ by the following

ρ′(xρ′yρ′) = {
1 if xρ′=kxρ : xρ ∈ZN ∧ yρ′=kyρ : yρ ∈ZM
0 otherwise (3)
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Thus, ρ(x, y) is transformed into an upscaled map, where ρ′(x, y) = f (ρ, k), and (k − 1)
contiguous columns and rows of null elements are interleaved between NM unity values
representing the real sampling positions. This padding process is also applied to all oblique
projections M specifically, a padded projection Pxy(r, γ) is created by replacing unity values in
the map ρ′(x, y) with corresponding measured values; all such padded projections are denoted by
P.

Constructing optical sections requires an appropriate shift algorithm to multiplex the subshell
samples. To register a sequence of padded oblique images Pγxy(r), produced using a circular
path of scanned sample points, at a specific axial focal plane position requires that each image
Pxy(r, γ) be translated a constant radial distance r at its respective azimuth γ. Thus, image centers
(xP, yP) in sequence Pγxy(r) are shifted to produce a new relative registration (xD, yD) in the new
image sequence Dγxy(r). And for each pixel Dp(r, γ, xD, yD) in the image Dxy(r, γ) of the image
sequence Dγxy(r) of a nested ‘concentric’ collection of sequences D

Dp(r, γ, xD, yD) ≡ Pp(r, γ, xP, yP) (4)

and, for an axial focal plane position at a distance z from the point source

xD = ⌊xP + r(i) cos γ + 0.5⌋

yD = ⌊yP + r(i) sin γ + 0.5⌋
(5)

the radial pixel shift r(i) applied to the collection of ‘concentric subshell’ sequences D

r(i) =
z(R + iδr)

LδS
(6)

where r(i) is a real positive number with a fractional part, which is indexed by i = 0, 1, 2, 3, . . . .u−1,
for a given axial focal plane z position, δr is the minimum detectable radial increment on the
detection plane, R is the minimum mean shell radius, and L is the separation between the detection
plane and the point source. A shift value r(i) of zero corresponds to an axial focal plane position
at the source whereas the maximum shift value corresponds to the detection plane, which is
a function of the geometric configuration under consideration. The maximum total number
of shells is given by u = ⌊(∆r/δr)⌋ where the radial separation between the minimum and the
maximum shell radius of the incident annular beam is ∆r = f (L, ϕmin, ϕmax) ≈ uδr.

Constructing a normalized optical section requires that the sample pixel contributions be
mapped for a given axial focal plane position to account for null pixels in the tomosynthesis. Each
different axial focal plane position has a unique normalization map ωz generated by replacing
each (shifted) image composing Dγxy(r) with an equally shifted map ρ′ following

ωz =

u−1∑︂
i=0

v−1∑︂
j=0
ρ′(r(i), γ(j)) (7)

and contributions from all projections of the multiplexed subshells, collected from different
sampling points within the annular region are represented by their corresponding map. Through
similar considerations, a set of summed padded oblique projections Gz for r are given by

Gz =

u−1∑︂
i=0

v−1∑︂
j=0

Dxy(r(i), γ(j)). (8)

The associated ωz contribution map is applied to construct a normalized digital optical section
Tz

Tz(x, y) =
Gz(x, y)
ωz(x, y)

(9)
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where each successive section is normalized as a f (z). It should be noted that the normalized
digital optical section Tz, via the application of Eqs. (8,9), reduces non-systematic measurement
noise in proportion to ωz.

2.3. Experiment setup

A bespoke X-ray chamber containing an X-ray generator, image intensifier, and movement stage
was used to collect the experiment data. The cone shell projections were produced using a
microfocus (tungsten anode) X-ray source manufactured by Hamamatsu; model L12161-07,
with a focal spot size of ∼7 µm, with the accelerating voltage set to 150 kV and tube current 66
µA. The phantoms were placed on a carbon fiber table attached to a 3-axis movement stage to
effect an in-plane (x,y) discretised raster scan. The projections were sampled and quantized via
an image intensifier with a 160 mm diameter (useful entrance field) CsI phosphor input screen
manufactured by Siemens; model HIDEQ 33-4 ISX, optically coupled to a Videomed-XR2 GigE
camera with 1 k x 1 k pixels, 16-bit resolution, running at 30 frames/s. To capture annular images
of appropriate contrast and brightness an exposure of 66 µAs was implemented by averaging
30 frames per stationary scan point, yielding a total image acquisition time of ∼5.5 hours for
1412 scan points used in our experiments. An additional period of ∼2.3 hours was required for
the movement between sample points including a ∼50 s flyback per scan line (to counter any
backlash positioning error in the movement stage). Thus, the total data acquisition time was ∼7.8
hours (for experiment one and experiment two, described in the following text). Note that these
proof of principle experiments were designed to test the (spatiotemporal) theoretic basis of our
novel method rather than optimize the speed of data acquisition, which is a separate task. A
pathway to reducing the acquisition time is presented briefly as future work in Section 4.

In the first experiment, a 50 mm square line-pair test pattern supporting 0.6–3.4 line pairs per mm
(LP/mm) manufactured by Leeds Test Objects (Type 41-005) [37] was scanned to provide the data
for a comparative analysis of the CTF under different upscaling and subshell parameterizations.
Conical shell digital projections were collected from an annular ROI corresponding to a min/max
half shell opening angle of ϕ0 = 9.97◦ and ϕu−1 = 10.10◦, respectively. The separation between
the source and the input window of the image intensifier was 404 mm, and the distance from
the X-ray source to the phantom was 147 mm. The test pattern was raster scanned through 141
positions along the x-axis, and the y-axis, in steps of S = 1.0 mm, forming a 140 mm square grid.
These experimental parameters were also applied to the analysis of fill factor and interleaved
maps presented in Section 3.1.

In the second experiment, a phantom featuring objects with irregular and complex morphology
was designed to be representative of a real-life application i.e., a core section through ‘luggage’
that emulates a security screening scenario, see Fig. 3.

To accommodate the ∼35 cm height (z-axis) of the phantom in the inspection space the
separation between the point source and the image intensifier input window was increased to
491 mm and the distance from the X-ray source to the translation table was reduced to 139 mm.
Thus, the digital projections collected from the annular ROI subtended reduced min/max half
opening angles ϕ0 = 8.56◦ and ϕu−1 = 8.68◦, respectively. As in experiment one, the phantom
pattern was raster scanned through 141 positions along the x-axis, and the y-axis, in steps of
S = 1.0 mm, forming a 140 mm square grid.
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Fig. 3. Luggage core phantom mounted on the carbon fiber translation table in the X-ray
inspection chamber. Objects 1-4 are embedded in radiotranslucent foam at the positions
indicated. The approximate distance along the z-axis (origin at the point source) to the
nearest feature on each object is (1) Mobile Phone ∼170 mm, (2) Plastic marker pen ∼305
mm, (3) Printed circuit board ∼305 mm, and (4) NTU letters in tightly coiled copper wire,
two steel washers connected via a fine wire, ∼419 mm. The separation between the source
and the image intensifier input window is ∼491 mm.

3. Results and discussion

3.1. Fill factor and interleaved maps

The presence of nulls in an optical section can be identified by examination of the corresponding
contribution map ωz, and expressed as a fill factor (FF). The FF is defined as the ratio of pixels
with valid data to all pixels (both those with valid data and null valid data) composing an optical
section; valid data is that which originates from a physical detector signal. Thus, a section
containing zero nulls has a FF of unity. In the following discussion, it is convenient to show the
axial dependency of FF via FF (%), noting that this is a focal plane position characteristic.

Contribution map sequences ω were generated by applying Eqs. (1)-(7) to the ‘first experiment’
parameters in Section 2.3. The characteristics plotted in Fig. 4 compare maps generated with
upscaling factors, respectively, k = 2, k = 5, and k = 10 each with a single digital subshell i = 0.
The characteristic plotted in Fig. 5 compares a fixed upscaling factor k = 10 with a single subshell
i = 0, and with eight multiplexed subshells u = 8 (indexed by i = 0, 1, 2, 3, . . . .u − 1 in Eqs. (5)
and (6).
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Fig. 4. Fill factor percentage against the axial focal plane position for N = M = 141 sampling
using a single shell projection i = 0. The upscaling factor k, upscaling ratio η × 100%
(intercept), and the total number of pixels composing the optical section (kN − k + 1)2 for
each plot respectively are (2, 25.2%, 2812), (5, 4.0%, 7012), (10, 1.0%, 14012). The range
of the z-axis is truncated to highlight initial growth.

The minimum FF is equal to the upscaling ratio η × 100%, as indicated by the intercepts on
the plots of Figs. 4 and 5. This occurs because the (hypothetical) axial focal plane at Z = 0 is
coincident with the source plane. The normalization map ωz : r(i, z = 0) = 0, see Eqs. (6) and
(7), is thus the sum of a perfectly aligned stack of maps ρ′, where all contributions condense onto
NM nodes to form an image of the relative point source positions required over the raster scan.
The value of η recorded in Fig. 4 reduces from 25.2% for k = 2 to 1.0% for k = 10 as predicted
by the theoretic analysis presented in Section 2.2. This result is independent of the total number
of subshells u as all contributions from each subshell map to their originating ‘point source’
position at the source plane. However, increasing the total number of shells from 1 to 8 for a
constant value of k increases the total number of sample pixels available in the tomosynthesis by
approximately eightfold. The increase in available samples stabilizes the FF at 100% relatively
close to the source plane at z ∼ 60 mm, whereas in the single shell case nulls occur intermittently
up to z ∼ 160 mm, see Fig. 5.

Fig. 5. Fill factor percentage as a function of axial focal plane position for a constant
upscaling factor k = 10, using a single shell projection i = 0, compared with eight combined
contiguous shells i = 0, 1 . . . 7.

Each different axial focal plane position requires a unique contribution map for a given
upscaling factor k and subshell index i. The example maps shown in Fig. 6 were used in the
construction of optical sections shown in Fig. 7. The increase in the total number of contributing



Research Article Vol. 31, No. 10 / 8 May 2023 / Optics Express 15309

pixels when increasing from a single shell in comparison with multiplexing eight shells can be
appreciated from the color-coded scale in Fig. 6. The density distribution of both maps is similar
as they share the same k = 10 value.

Fig. 6. An example of color-coded contribution maps ωz each comprising 14012 pixels.
The color indicates the normalization weightings for an axial focal plane position at z= 147
mm (see Fig. 7) for an upscaling factor k = 10, and N = M = 141. (a) A contribution map
for a single shell i = 0 records mean, min and, max values of 28, 0, and 49, respectively.
(b) Eight contiguous shells; i = 0, 1, . . . 7 records mean, min and, max contributions of 222,
46, and 384, respectively.

The following Section 3.2 presents a comparative analysis of the reconstructed image parameters
including CTF analysis and optical sections from the luggage core phantom.

3.2. CTF analysis

The line-pair test pattern was placed on the inspection table and scanned according to the
experimental conditions described in Section 2.3. X-ray measurements were collected and
processed according to Eqs. (1)–(9) using eight different subshells, u = 8. To conduct a
comparative CTF analysis four optical sections were constructed using identical sampled data but
different upscaling factors respectively k = 1, 2, 5, 10, see Fig. 7. The contrast transfer function
CTF(x) = C(x)/C(0) [38] for each orthogonal pair of line-pair patterns was computed and the
least favorable response plotted in the CTF graph of Fig. 8. The plots k = 1,2,5 indicate that
the relative improvement in CTF was approximately proportional to the upscaling factor and in
good agreement with our theory as well as the computed CTFs. Also, the empirical limiting
resolutions agreed well with the Nyquist frequency fn = k/2S predicted by the upscaled sampling
rate where k and fn LP/mm are respectively (1, 0.5), (2, 1), (5, 2.5). However this prediction did
not hold for k = 10 as the virtual scan step δS = 100 µm is less than the minimum detectable
increment δr ∼ 165 µm. Thus, improvements in the CTF were limited to k ∼ 6 equating to
∼3 LP/mm, which is the native resolution of the detector/source system. The native CTF was
calculated independently from a conventional ‘solid angle’ snapshot of the test phantom using
the same experiment rig and X-ray parameters.
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Fig. 7. A montage of four optical sections of the 50 mm square L/P test phantom positioned
z = 147 mm from the source. Each section has been produced using identical projection
data collected from a 140 mm square raster scan (each image of the phantom is cropped to
represent ∼50 mm square) using eight contiguous shells, u = 8 where the upscaling factor k,
upscaling ratio η × 100%, and the total number of pixels are as follows. (a) k = 1, 100%,
1412 pixels; (b) k = 2, 25.2%, 2812 pixels; (c) k = 5, 4.0%, 7012 pixels; (d) k = 10, 1.0%,
14012 pixels.

Fig. 8. The contrast transfer function (CTF) for optical sections constructed using upscaling
factors where k = 1, 2, 5, 10; u = 8, and S = 1.0 mm (error bars; SE, n = 5). The data was
collected using a line-pair phantom manufactured by Leeds Test Objects (Type 41-005).
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A reduction in the total number of subshells (including a single subshell u= 1) had little impact
on the trend of the CTF graphs shown in Fig. 8, apart from a marginal increase in SE. This is
because additional subshells increase the mean number of samples contributing per constructed
pixel (see Fig. 6), thereby enhancing the FF and eradicating nulls (especially important for high
values of upscaling factor k, see Fig. 5) and does not change the resolution of the resultant section.
The latter is set by k as previously discussed at the beginning of this section.

3.3. Optical sections from a complex phantom

In the second experiment, the core phantom was raster scanned similarly to the first. A series of
(unpadded) oblique projections Mγxy(r) produced from pixels collected from a single subshell
over a complete raster scan can be seen in the visualization of Fig. 9.

Fig. 9. A cropped (1002 pixels) unpadded k = 1 oblique projection from the luggage
core phantom comprising data from a single subshell u = 1, collected using a scan step
of S = 1.0 mm. The full ‘raw’ projection series Mγxy(r) (where each projection comprises
1412 pixels) can be seen in the video sequence of (Visualization 1) where the orbit diameter
of image structures increases with increased separation from the source plane.

The construction of an optical section Tz, following Eqs. (1)–(9) at an axial focal plane position
z is specified by calculating the appropriate shift r(i) via Eq. (6). Similarly, a series of equally
spaced sections can be specified via an incremental change δz, see Fig. 10 (Visualization 2). It
can be appreciated that the in-plane (x,y) spatial fidelity of sections improved with increased
upscaling as predicted by theory and the CTF measurements taken at k = 1,2,3, and 5. However,
the native resolution of the detector/source system limited the benefit of upscaling above k ∼ 6
as discussed in section 3.2. The marginal enhancement observed for k = 10 was attributed to
the ‘smoothing’ due to the higher density pixilation of fine structures, see respectively Fig. 10
(e) and (f), but such effects did not consistently impact CTF analysis. In general, the image
fidelity was entirely consistent with theory until bounded by the Nyquist limit and therefore, in
good agreement with the CTF plots recorded in Fig. 8. Similar limitations applied to the section
thickness δt ∝ S/k from Eq. (6), where for example, k and δt are, respectively, (1, 6.4 mm) and
(5, 1.3 mm). Thus, axial steps of δz<δt are associated with limited focusing over δt. While small

https://doi.org/10.6084/m9.figshare.21762998
https://doi.org/10.6084/m9.figshare.21763001
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changes in image content were observable when δz ≪ δt this was primarily due to rounding
changes in Eq (5).

Fig. 10. Montage of zoomed optical sections of the mobile phone in the luggage core
phantom highlighting improvements in image fidelity due to upscaling via null padding.
All sections are constructed using projection data collected over a 140 mm square raster
scan with a step size of S = 1.0 mm and an eight-shell beam u = 8. The upscaling factor k,
upscaling ratio η × 100%, total number of pixels composing a section, and the approximate
slice thickness δt, are as follows: (a-a’) k = 1, 100%, 1412 pixels, δt ∼ 6.4 mm; (b-b’) k = 2,
25.2%, 2812 pixels, δt ∼ 3.2 mm; (c-c’) k = 3, 11.2%, 4212 pixels, δt ∼ 2.1 mm; (d-d’)
k = 5, 4.0%, 7012 pixels, δt ∼ 1.3 mm. A ‘live’ montage showing focusing and zooming
can be seen in (Visualization 2) where the axial focal plane z-axis readout is implemented in
δz = 1 mm steps i.e., the mean axial position of the slice. The pair of images at the bottom
of the figure is of the mobile phone’s charging port where (e) has the same parameters as
(d-d’); and (f) k = 10, 1.0%, 14012 pixels, δt ∼ 0.65 mm.

4. Conclusion

We have described in theory and validated empirically interleaved sampling for high resolution
X-ray tomography using multiplexed conical subshells. Our new method combines enhanced
spatial fidelity with a reduction in X-ray measurements, each being a very significant improvement
in comparison to prior shell beam methods [35,36].

A five-fold increase in the CTF was recorded for optical sections constructed from projection
data sampled on a 1 mm grid and upscaled by a factor of k = 10. The oblique projections comprised
1% sample pixels and 99% null pixels. However, the native resolution of the detector/source
system limited the benefit of upscaling above k ∼ 6. This result demonstrated that the native
resolution of the image capture system is the fundamental limiting condition of our approach.

https://doi.org/10.6084/m9.figshare.21763001
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We have demonstrated periodic sampling of X-ray beam subshells to produce null upscaled
oblique views. A pixel stream collected from a sampling point, on a single shell, over the raster
scan produces an oblique projection. The relative registration of the upscaled projections form
periodically sparse interleaved grids. The null padding ensures that sample pixels maintain their
original sampling registration and via tomosynthesis maximize spatial resolution according to
the Nyquist limit of the source/detector system. Novel mapping of the variable contributions
across each section is incorporated into the tomosynthesis. Thus, our method is deterministic and
does not require, for instance, interpolation or image cross-correlation as used in super-resolution.
By hypothesis, in comparison to iterative algorithms our method has greater predictability of
response in the presence of non-systematic noise. By similar reasoning, we expect the increase
in CTF to be relatively robust in the presence of clutter encountered routinely in practical
applications such as luggage screening.

While optimization of data acquisition was not the objective of this work, we can make
a rough comparison with the earlier approaches. For example, to obtain a similar spatial
resolution using the prior methods requires replacing each virtual sample point (represented
by a null in the contribution map) with a real sample. Therefore, our new method for a given
resolution and source/detector/scan parameterization, reduces the data acquisition requirement
by around 2-orders of magnitude in comparison with our initial tomographic method [35], and
around 1-order of magnitude for the sporadic tomography [36]. However, the non-equivalence
between the sampling structures of each different approach would be expected to impact photon
counting statistics per constructed pixel (x,y,z), and this aspect requires further systematic study.
Nonetheless, a significant reduction in the total scan time does appear realistic.

Our work dovetails with recent advancements in flat-panel array sources, which can fire
X-ray emitters in sequence or simultaneously without mechanical scanning. Also, the discrete
distribution of the X-ray emission points complements our ‘sampling grid’ approach, see Fig. 2(a).
These considerations scale positively with brighter sources and facilitate highspeed image capture.
Thus, beyond the work detailed in this paper, there is considerable scope to optimize the data
acquisition and scanning approach.

Such capability promises rapid operational speeds when combined with our method. Also,
our theoretic analysis supports scalability in inspection space and does not impose limits on
X-ray energy. We believe a combined approach has many potential applications in nondestructive
evaluation and characterization, explosives and weapons detection, and medical imaging.
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