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Abstract

Gas turbines are one of the primary sources of power for both aerospace and land-based ap-
plications. Precisely for this reason, they are often forced to operate in harsh environmental
conditions, which involve the occurrence of particle ingestion by the engine. The main im-
plications of this problem are often underestimated. The particulate in the airflow ingested
by the machine can deposit or erode its internal surfaces, and lead to the variation of their
aerodynamic geometry, entailing performance degradation and, possibly, a reduction in en-
gine life. This issue affects the compressor and the turbine section and can occur for either
land-based or aeronautical turbines. For the former, the problem can be mitigated (but not
eliminated) by installing filtration systems. For what concern the aerospace field, filtration
systems cannot be used. Volcanic eruptions and sand dust storms can send particulate to
aircraft cruising altitudes. Also, aircraft operating in remote locations or low altitudes can
be subjected to particle ingestion, especially in desert environments.

The aim of this work is to propose different methodologies capable to mitigate the effects
of fouling or predicting the performance degradation that it generates. For this purpose,
both hot and cold engine sections are considered. Concerning the turbine section, new
design guidelines are presented. This is because, for this specific component, the time scales
of failure events due to hot deposition can be of the order of minutes, which makes any
predictive model inapplicable. In this respect, design optimization techniques were applied
to find the best HPT vane geometry that is less sensitive to the fouling phenomena. After
that, machine learning methods were adopted to obtain a design map that can be useful in
the first steps of the design phase. Moreover, after a numerical uncertainty quantification
analysis, it was demonstrated that a deterministic optimization is not sufficient to face highly
aleatory phenomena such as fouling. This suggests the use of robust or aggressive design
techniques to front this issue.

On the other hand, with respect to the compressor section, the research was mainly
focused on the building of a predictive maintenance tool. This is because the time scales of
failure events due to cold deposition are longer than the ones for the hot section, hence the
main challenge for this component is the optimization of the washing schedule. As reported
in the previous sections, there are several studies in the literature focused on this issue, but
almost all of them are data-based instead of physics-based. The innovative strategy proposed
here is a mixture between physics-based and data-based methodologies. In particular, a
reduced-order model has been developed to predict the behaviour of the whole engine as
the degradation proceeds. For this purpose, a gas path code that uses the components’
characteristic maps has been created to simulate the gas turbine. A map variation technique
has been used to take into account the fouling effects on each engine component. Particularly,
fouling coefficients as a function of the engine architecture, its operating conditions, and the
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contaminant characteristics have been created. For this purpose, both experimental and
computational results have been used. Specifically for the latter, efforts have been done to
develop a new numerical deposition/detachment model.

Keywords: Gas Turbine Fouling, Particle-Laden Flow, Machine Learning,

Digital Twin, Computational Fluid Dynamics





Italian Abstract

Le turbine a gas sono una delle pricipali fonti di energia, sia per applicazioni aeronautiche
che terrestri. Proprio per questa ragione, esse sono spesso costrette ad operare in ambienti
non propriamente puliti, il che comporta l’ingestione di contaminanti solidi da parte del
motore. Le principali implicazioni di questo problema sono spesso sottovalutate. Le particelle
solide presenti nel flusso d’aria che il motore ingerisce durante il suo funzionamento possono
depositarsi o erodere le superfici interne della macchina, e portare a variazioni alla sua
aerodinamica, quindi a degrado di performance e, molto probabilmente, alla diminuzione
della sua vita utile. Questo problema aflligge sia la parte del compressore che la parte della
turbina, e si manifesta sia in applicazioni terrestri che aeronautiche. Per quanto riguarda
la prima, la questione può essere mitigata (ma non eliminata) dall’installazione di sistemi
di filtraggio all’ingresso della macchina. Per le applicazioni aeronautiche invece, i sistemi di
filtraggio non possono essere utilizzati. Questo implica che il particolato presente ad alte
quote, magari grazie ad eventi catastrofici quali eruzioni vulcaniche, o a basse quote, quindi
ambienti deseritic, entra liberamente nella turbina a gas.

Lo scopo principale di questo lavoro di tesi, è quello di proporre differenti metodologie
allo scopo di mitigare gli effetti dello sporcamento o predirre il degrado che esso comporta
nelle turbine a gas. Per questo scopo, sia la parte del compressore che quella della turbina
sono state prese in considerazione. Per quanto riguarda la parte turbina, saranno presentate
nuove guide progettuali volte al trovare la geometria che sia meno sensibile possibile al prob-
lema dello sporcamento. Dopo di ciò, i risultati ottenuti verranno trattati tramite tecniche
di machine learning, ottenendo una mappa di progetto che potrà essere utile nelle prime
fasi della progettazione di questi componenti. Inoltre, essendo l’analisi fin qui condotta di
tipo deterministico, un’analisi delle principali fonti di incertezza verrà eseguita con l’utilizzo
di tecniche derivanti dall’uncertainty quantification. Questo dimostrerà che l’analisi deter-
ministica è troppo semplificativa, e che sarebbe opportuno spingersi verso una progettazione
robusta per affrontare questa tipologia di problemi.

D’altro canto, per quanto concerne la parte compressore, la ricerca è stata incentrata
principalmente sulla costruzione di uno strumento predittivo, questo perchè la scala tempo-
rale del degrado dovuto alla deposizione a "freddo" è molto più dilatata rispetto a quella della
sezione "calda". La trategia proposta in questo lavoro di tesi è un’insieme di modelli fisici e
data-driven. In particolare, si è sviluppato un modello ad ordine ridotto per la previsione del
comportamento del motore soggetto a degrado dovuto all’ingestione di particolato, durante
un’intera missione aerea. Per farlo, si è generato un codice cosiddetto gas-path, che modella
i singoli componenti della macchina attraverso le loro mappe caratteristiche. Quest’ultime
vengono modificate, a seguito della deposizione, attraverso opportuni coefficienti di degrado.
Tali coefficienti devono essere adeguatamente stimati per avere una corretta previsione degli
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eventi, e per fare ciò verrà proposta una strategia che comporta l’utilizzo sia di metodi sper-
imentali che computazionali, per la generazione di un algoritmo che avrà lo scopo di fornire
come output questi coefficienti.
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Chapter 1

Problem Statement

In this chapter, a global overview of the performance degradation due to the presence of
dispersed particles in the working fluid of gas turbines is reported. After exposing the primary
sources of particulate in the atmosphere, their effects on both heavy-duty and aeronautical
engines are discussed.

1.1 Particulate sources

1.1.1 Air Contaminant

The atmospheric air is contaminated by particles that could be solid (smoke, fly ash, dust,
etc.) or liquid (mist, fog, etc.). This particulate can be of different sizes, depending on the
source that generates it. In particular, finer particles originate from human processes, such
as industrial activities, whereas coarser ones result from natural phenomena, i.e. pollen or
volcanic eruptions. Even though these two sources are equally important in terms of the
amount of particulate produced, the spatial scale related to the dispersion and the re-entry
is quite different. Specifically, man-made contaminants are distributed locally than natural-
related ones, which tend to have a more global-scale dispersion. In this work, only solid
contaminants are considered, since they are the most critical for the operations and the
health of the gas turbines.

In this regard, in the work of Wilcox et al. (2010) an exhaustive explanation of the
mechanisms of dispersion of these solid particles can be found. Solid contaminants are
spread from their source carried by the wind. Heavier and larger particles (in the range
between 30 µm and 50 µm) drop out of the air stream quickly, while smaller ones (smaller
than 10 µm) remain airborne until they fall out due to air turbulence dropping off. There
are three physical processes by which solid contaminants move from their source: creep,
saltation, and suspension. These phenomena are represented in Fig. 1.1. Suspension, which
is the one that is of main importance for gas turbines, describes the process with which
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1.1. Particulate sources

Figure 1.1: Solid Contaminant Transportation Processes. (Tatarko & Presley 2009)

particles are carried by the wind and air currents. This process is favourable for smaller
contaminants and strong winds. Smaller particles can be carried for thousands of miles and
reach heights of thousands of feet. The suspension process is also strongly dependent on the
settling rate of the contaminants. The settling rate is the rate at which the particles fall to
the earth. Larger and heavier particles have a faster settling rate, whereas smaller ones have
a lower settling rate and can remain suspended in the air for days at a time.

Given the information related to particle transport, is easy to understand that the solid
particles influence not only the geographic area close to their source but also areas far away
from it. This concept is of main importance for both natural and man-made contaminants.
For what concern the first of them, as reported in the work of Zender et al. (2003), the
natural particles are carried by the intercontinental winds that spread them as a function of
the wind intensity and direction. In their study, they simulated the natural mobilization and
deposition tendencies for ten year period from 1990 to 1999. Their results, reported in Fig.
1.2, highlight the global impact of naturally sourced contaminants, showing the effectiveness
of the transport from the sources (Fig. 1.2(a)) to the downwind areas (Fig. 1.2(b)). It is also
interesting to note the differences between dry deposition (Fig. 1.2(c)) and wet deposition
(Fig. 1.2(d)). The latter shows a wide spreading of particles all around the globe, whereas
the first, which is very inefficient for particles smaller than 2 µm, exhibits a more localized
effect.

Dust deposition reported in Fig. 1.2 is useful for gathering information on the particulate
at the ground level, hence the one that land-based gas turbines will be exposed to. When
it comes to evaluating the effects of contaminant ingestion in aeronautical engines, different
sources have to be considered. Among the others, particular attention is devoted here to
sand storms and volcanic eruptions. The former were studied in detail in UNEP et al. (2016)
where the global pattern of sand storm frequency estimated in the period from 1974 to 2012 is
reported (Fig. 1.3). In terms of frequency, the Sahara and Asian deserts are clearly dominant,
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Figure 1.2: Predicted annual mean dust source and sink fluxes in µg/m2 s−1 for (a) mobilization,
(b) total deposition, (c) dry deposition, (d) wet deposition. Scale is logarithmic. From (Zender
et al. 2003).

whereas values are low in the Southern Hemisphere and the Americas. It is important to
note that dust mass concentration during sand storms can reach peaks of 2000µg/m3, at
altitudes up to 3 km (Wang et al. 2018). For what concerns volcanic eruptions, the resulting
volcanic ash can spread over large distances away from the source, disrupting air traffic,
hazarding airports (as in Guffanti et al. (2008)), and even altering atmospheric composition

Figure 1.3: Global pattern of sand storms frequency estimated for the period of January 1974 to
December 2012. From (UNEP et al. 2016).
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1.1. Particulate sources

Figure 1.4: Total column concentration (mass loading; mg m−2) from the global simulation for
the 2011 Caulle eruption. Results for (a) 8 June at 09:00 UTC, (b) 10 June at 04:00 UTC, and (c)
14 June at 06:00 UTC. From (Marti et al. 2017).

according to Myhre et al. (2013). For these catastrophic events, different modelisations have
to be used to forecast the volcanic cloud evolution and dispersion. For example, the work of
Marti et al. (2017) proposes a model in which each volcanic eruption can be considered as
a source in a precise location on the earth. Therefore, the time evolution of the originated
cloud can be predicted by considering the weather conditions. An example of the application
of this model is shown in Fig. 1.4, where the mass loading distribution evolution obtained
for the 2011 Cauelle eruption is reported. With techniques such as the one suggested by
Marti et al. (2017), it is possible to foresee the volcanic cloud spreading on a global scale,
and then find the flight route that could be affected by a volcanic eruption.

As said before, natural air contaminants represent only one side of the coin. The other
one is represented by human activities, which strongly influence particle concentration. This
aspect was deeply analyzed in the study of Préndez et al. (2019) where the impact of human
activities was evaluated by decomposing them into their different types. They found that
the principal source of PM10 is transport (44%), the second largest source being the con-
sumption of firewood in homes (33%). Much less significant are the industrial contributions

Figure 1.5: Average mass concentration in µg m−3 in two sites to show the effect of the industrial
activity. The error bars represent the standard deviation. From (Taiwo et al. 2014).
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1.1. Particulate sources

(11%). However, considering only the source of PM2.5, the most significant sources are do-
mestic emissions (95%), followed by building, agriculture, industries, and transport. PM2.5

always forms more than 80% of the total PM10. From these results, it can be concluded
that human activities, in general, can perturb the background concentration of particulate.
In this respect, Taiwo et al. (2014) have highlighted how the presence of industrial processes
influences the particle mass average concentration. The study takes into account two neigh-
bouring areas including the effect of the wind to consider the downwind dispersion of the
particulate. Their outcomes, reported in Fig. 1.5, show an increase in the concentration due
to the presence of the power plants, for all the investigated particle sizes.

1.1.2 Fuel Contaminant

The European Green Deal and the 2030 Climate Target Plan aim to reduce Greenhouse gas
(GHG) emissions by at least 55% in 2030, relative to 1990, and achieve climate neutrality
in 2050. Human activities are responsible for almost all of the increase in GHG in the
atmosphere over the last 150 years. The largest source of greenhouse gas emissions from
human activities is burning fossil fuels for electricity, heat, and transportation. In this
respect, the most promising strategy to reach the European target in 2030 is the substitution
of fossil fuels with more climate-friendly alternative fuels. A large number of studies in the
literature are focused on the assessment of fuels different from fossil ones. Most of them
have found biofuels the most valid alternative, also thanks to their low costs, and high
availability. Biofuel is produced with the anaerobic digestion of plant and animal wastes and
then burnt in a gas turbine combustor. Although synfuels are cleaned and filtered before
entering the turbine combustor, impurities are not completely removed. Therefore, the
high temperature reached in the turbine nozzle can lead to the deposition of contaminants

Table 1.1: Typical Characteristics of Different Biomass Fuel Types (Bukar et al. 2019)

Biomass
Type

Lower Heating
Value [kJ/kg]

Moisture
Content [%]

Ash Content
(dry) [%]

Basasse 7,700 - 8,000 40 - 60 1.7 - 3.8
Rice husk 14,000 9 19
Wood 8,400 - 17,000 10 - 60 0.25 - 1.7
Gin trash 14,000 9 12
Stalks 16,000 10 - 20 0.1
Coffee
husck 16,400 5.9 11.4

Bamboo 15,000 - 18,000 Not measured 3.41
Prosopies 18,000 - 23,000 5.7 1.4
Eucaliptus 16,000 - 18,000 3.9 2.2

5



1.2. Degradation in Gas Turbines

onto internal surfaces. Table 1.1 lists the heating value of some biomass sources and their
corresponding moisture and ash contents. Further details regarding the concentration of
particles actually injected are reported in the next sections.

1.2 Degradation in Gas Turbines

"Why does performance degradation of gas turbine engines occur with operating time?"

The question above has tormented and is still to torment the whole gas turbine scientific and
industrial community. This fact can be inferred also by analyzing the trend of the studies
focused on this specific issue (see Fig. 1.6). As will become clear in the next sections,
the problem of degradation can be traced back to the fact that the installation of filtering
systems does not prevent a large number of particles carried by air to enter the gas turbine.
As reported by Diakunchak (1992), even under normal engine operating conditions, with
a good inlet filtration design, and using a clean fuel the engine flow path components will
become fouled, eroded and/or corroded. In the literature, the deterioration types that can
affect an engine have been identified in the following headings:

• Performance deterioration recoverable with cleaning/washing;

• Performance deterioration non-recoverable with cleaning/washing;

• Permanent performance deterioration, which is not recoverable after an overhaul and
the refurbishment of all clearances, replacement of damaged parts, etc.

Despite all these types of degradation highly impact the gas turbine operation, in this
thesis, only the recoverable issues have been taken into consideration. They affect the gas

Figure 1.6: Publication trend in the field of gas turbine degradation. From (Sun et al. 2021)
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Figure 1.7: Recoverable and non-recoverable degradation. From (Hepperle et al. 2011)

turbine in terms of both performance losses and lifetime reduction. An example of the
performance trend affected by these deterioration types has been reported in Fig. 1.7, by
adapting the data found in the study of Hepperle et al. (2011). It can be noted, as also
reported by Schurovsky & Levikin (1986), that the degradation increases during the first
operation period. During this time, the gas turbine unit output and efficiency losses decrease
exponentially and they will tend to stabilize.

In order to better understand why the whole engine behaves in this manner when sub-
jected to contaminant ingestion, the effect of degradation in each component of the gas
turbine has to be analyzed. In this regard, different works were conducted in the literature
focused on the study of the impact of particle ingestion in compressors and turbines singu-
larly. All of them come to the same conclusion: degraded compressors and turbines have
deteriorated aerodynamic qualities, which causes a decrease in both the air mass flow rate
and efficiency. Simultaneously there is a decrease in the compressor pressure ratio due to

Figure 1.8: Effect of degradation on both axial flow compressors (a) and turbines (b) maps. From
(Morini et al. 2009)
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reduced gas mass flow through the turbine. This, altogether, leads to a decrease in the gas
turbine unit output and to an increase in the specific fuel consumption.

Recently, Morini et al. (2009) reported the actual modification of both compressor and
turbine performance maps due to blade deterioration by using a stage-by-stage model. The
results are reported in Fig. 1.8 in terms of non-dimensional pressure ratio (β∗ and ∆h∗0S/T

∗

for the compressor and turbine respectively) against non-dimensional corrected mass flow
rate (µ∗) for the turbine (Fig. 1.8(a)) and for the compressor (Fig. 1.8(b)). As can be
noticed, degradation causes a shift of the curves toward lower corrected mass flow rate
values for both the components.

1.2.1 Degradation Mechanisms

To better understand why particle ingestion leads to performance deterioration and lifetime
reduction in gas turbines, all the degradation mechanisms arising from the interaction be-
tween these particles and the engine’s internal surfaces have to be clear. Among the others,
in this thesis, only recoverable issues will be treated, specifically, the ones due to the fouling
phenomenon. Nonetheless, in order to report a wide overview of the gas turbine operation
problems, also the non-recoverable issues (corrosion and erosion) will be explained in detail
in this section.

Corrosion

Corrosion is the loss of material from flow path components caused by chemical reactions
between the component itself and certain deposits, such as salts, mineral acids or reactive
gases. Generally, is caused both by inlet air contaminants and by fuel and combustion-
derived contaminants. Corrosion that occurs in the compressor section is referred to as “cold
corrosion” and is due to wet deposits of salts, acid and aggressive gases such as chlorine
and sulfides. Corrosion in the combustor and turbine sections is called “hot corrosion”. Cold
corrosion could be reduced by coating the compressor airfoil. This will protect the compressor
sections against the wet corrosion. Hot corrosion, on the other hand, is generally caused by
contaminants such as salts (for example sodium and potassium), mineral acids or reactive
gases (such as hydrogen sulfide or sulfur oxides). This requires the interaction of the metal
surface with another chemical substance at elevated temperatures. It can be considered as a
form of accelerated oxidation that is produced by the chemical reaction between a component
and molten salts deposited on its surface. A sample of the effects due to the hot corrosion
is reported in Fig. 1.9.
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Figure 1.9: Hot corrosion on turbine blades after about 1000 h of operation on distillate fuel
containing 2 ppm sodium from sea water contamination. From (Kurz et al. 2012)

Erosion

As suggested by Grant & Tabakoff (1975) and Hamed et al. (2006), erosion, defined as the
abrasive removal of blade material by hard particles, is believed to be caused by particles
greater than 10 µm in diameter. These particles will rebound on the surface, removing a
part of the substrate. Even if the amount of material removed per impact is very small,
high particle loads and long operating hours, as turbomachinery usually present, eventually
lead to changes in the geometry of the blade. This change in geometry causes deviations
in the airflow path (changes in the inlet metal angle) and roughening of smooth surfaces.
The latter problem was deeply analyzed in the work of Bons (2010). He found interesting
correlations between the roughness levels and the losses at different Reynolds numbers: at
low Re, roughness can eliminate laminar separation bubbles (thus reducing loss) while at
high Re (when the boundary layer is already turbulent), roughness can thicken the boundary
layer to the point of separation (thus increasing loss). In the turbine, roughness has the added
effect of augmenting convective heat transfer. While this is desirable in an internal turbine

Figure 1.10: Comparison of eroded and new compressor blade. From (Henning et al. 2021)
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coolant channel, it is clearly undesirable on the external turbine surface. Erosion problem
usually manifests as pitting and cutting back of the leading edges and thinning of the trailing
edges, see Fig. 1.10. This last aspect is particularly detrimental since it may result in blade
failure even if this damage may be beneficial to performance (Diakunchak 1992). Besides,
erosion has different effects on blades and vanes. Typically, eroded rotor blades have reduced
solidity at the tip and vanes are affected the most near the root. Particularly in the rotor
case, the erosive particles are centrifuged to the outer diameter of the compressor, increasing
radial tip clearances or sealing gaps and resulting in higher leakage flows.

Fouling

Particles and drops smaller than 10 µm do not determine erosion phenomena but, in de-
terminate circumstances, cause fouling issues. Fouling consists of the deposit and buildup
of material on the flow path surface, as reported in Fig. 1.11. Such deposits are likely to
change the shape of the airfoil, the airfoil inlet angle, increase surface roughness, and reduce
the airfoil throat opening. The end result is a reduction in the component performance.
In particular, fouling restricts flow and causes increased boundary layer thickness both on
the blades and along the end walls of the annulus and hub. Blockage of the air path and
increased frictional losses reduce the components head and flow, causing an overall reduction
in the power capacity and an increase in the specific fuel consumption.

An interesting study of these phenomena was conducted by Suder et al. (1995). In their
work, they assessed the effects of an increase in both roughness and thickness on a blade on
its performance map. The results obtained are reported in Fig. 1.12 and Fig. 1.13 for the

Figure 1.11: Deposits on a compressor rotor (a) and turbine blades (b). From (Kurz et al. 2012)
and (Meher-Homji & Bromley 2004).
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Figure 1.12: Pressure rise characteristics for the smooth coatings at design speed. From (Suder
et al. 1995).

thickness and roughness effects respectively. A smooth and rough coating has been applied
in precise locations on the blade to understand the areas that are more sensitive to such
issues. For what concern the smooth coatings, coatings A and B are full-coverage coatings
with coating A being only half as thick as all other coatings.

Coating C covers only the first 10 percent of the blade chord. It can be seen that
performance for the half-thickness coating falls approximately halfway between that of the

Figure 1.13: Pressure rise characteristics for the rough coatings at design speed. From (Suder
et al. 1995).
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Figure 1.14: Schematic diagram of stator blade with roughness a) full strip (leading edge to peak-
suction); b) full strip (midchord); c) 50% span from hub (leading edge to peaksuction); d) full strip
(near trailing edge) and Suction surface flow visualization on smooth and roughened stator around
leading edge/peak-suction at design point, ϕ=0.51. From (Gbadebo et al. 2004).

baseline and full-thickness coating. However, the most dramatic result in Fig. 1.12 is that
the performance deterioration for case C, in which only the leading edge region is coated, is
virtually identical to that of case B, where the entire blade is coated. This result indicates
that the added blade profile thickness from 10-90 percent chord does not contribute to the
performance deterioration observed for Case B. On the other hand, for the rough coatings,
it can be seen that the roughness increase on the suction side and on the trailing edge is
more detrimental with respect to the increased roughness on the pressure side. The entire
coverage with the rough coating is the worst in terms of performance degradation.
Similar results have been obtained by Gbadebo et al. (2004), by placing emery paper in
precise locations on the blade as reported in Fig. 1.14. The roughness results in loss of
total pressure, especially in the hub-corner region with a marked increase in the size of the
separated region. Surface and flow visualization shows separation on the suction surface/hub
corner for the baseline blade and for the roughened blade. With roughness over the leading
edge to the peak-suction region, a larger 3D separation on the suction surface and hub wall
arise. The separated region is likely to be the cause of the extra loss and deviation when
compared with smooth blades.
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1.2.2 Heavy-duty Gas Turbines

In their standard operating conditions, gas turbines are designed to process a large amount
of air. For example, a 30 000 hp Solar Turbine Titan 250 gas turbine normally ingests roughly
241 000 kg/h of air, and even in a relatively clean environment, for example with a concen-
tration of 1 ppm of contaminants, the amount of particulate that enters the engine without
inlet filtration is equalled to 5.78 kg each day (Wilcox et al. 2010). This load of particulate
justifies the employment of filtering systems that are placed with the aim of cleaning the
air processed by the machine. Properly selecting and maintaining the filtration system can
increase the performance and life of the gas turbine and minimize the required and unex-
pected maintenance. The correct selection of the filtration system is a complicated process
that involves the knowledge of the environment in which the engine works (contaminants
that the filter needs to remove), and the increased pressure drop compared to the increase
in filter efficiency (Wilcox et al. 2010).

Filtration System

Without inlet filtration, particles of every size, depending on the site of installation, could
easily enter the gas turbine and then collide with its internal surfaces, leading to issues such
as erosion, fouling and corrosion. Although the evident positive side, that is the cleaning
of the entering air, inlet filtration has also negative effects. The negative side of filtration
is that whatever is placed in the path of air coming into the gas turbine causes a pressure
loss, resulting in reduced performance or efficiency of the machine. However, inlet filtration
will help to sustain the gas turbine performance above an acceptable level and minimize the
occurrence of the degradation effects discussed above. Inlet filtration is hence a trade-off. It
is clear that filtration is needed, the challenge is to keep pressure loss to a minimum while
removing a satisfactory amount of particles and moisture. To achieve efficacious filtration,
the intake of the engine is typically provided with several filter stages, two or three are
generally sufficient, in order to remove different types of material from the air. Fig. 1.15
shows an exemplified view of these multistage filtration systems arrangement. In these
designs, a prefilter or weather louvre can be used first to remove erosive particles, rain,
and snow. The second may be a low to medium-performance filter selected for the type of
finer-sized particles present or a coalescer to remove liquids. The third filter is usually a
high-performance filter to remove smaller particles less than 2 µm in size from the air.

The filtration efficiency is calculated as the ratio between the weight, volume, area, or
the number of particles entering the filter to the weight, volume, area, or the number and
the particles captured in the filter and ratings, respectively. The mechanisms employed by
the filters to capture these particles are different, and include:

• inertial impaction: this type of filtration is applicable to particles larger than 1 µm
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Figure 1.15: Multistage filtration system. From (Wilcox et al. 2010).

in diameter. The inertia of the large heavy particles in the flow stream causes the
particles to continue on a straight path as the flow stream moves to go around a filter
fibre. The particulate then impacts and is attached to the filter media and held in
place. This type of filtration mechanism is effective in high-velocity filtration systems.

• diffusion: this type of filtration is effective for very small particles typically less than
0.5 µm in size with low flow rates. These particles are not held by the viscous forces in
the fluid and will diffuse within the flow stream along a random path. The path the
particle takes depends on its interaction with nearby particles and gas molecules. As
these particles diffuse in the flow stream, they collide with the fibre and are captured.
The smaller the particle and the lower the flow rate through the filter media, the higher
probability that the particle will be captured.

• interception: this type of filtration occurs with medium-sized particles that are not
large enough to leave the flow path due to inertia or not small enough to diffuse. The
particles will follow the flow stream where they will touch a fibre in the filter media
and be trapped and held.

• sieving: this type of filtration occurs when the space between the filter fibres is smaller
than the particle itself, which causes the particle to be captured and contained.

• electrostatic charge: This type of filtration is effective for particles in the 0.01 to
10 µm size range. The filter works through the attraction of particles to a charged
filter. In gas turbine applications, this charge is applied to the filter before installation
during the manufacturing process. Filters always lose their electrostatic charge over
time because the particles captured on their surface occupy charged sites, therefore
neutralizing their electrostatic charge. As the charge is lost, the filter efficiency for
small particles will decrease.

All these mechanisms with their respective efficiency are sketched in Fig. 1.16. The figure
report also the total efficiency of the filtration system at the beginning of its life (solid black
line), and its alteration consequent to the loss of the electrostatic charge (dashed black line).
It can be noticed that the total efficiency of the stages is high above 1 µm and below 0.1 µm.
In between, there is a range of diameter in which a considerable amount of particulate can
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easily make its way through the filters and reach the inlet of the machine. Unfortunately, as
already explained in the previous sections, such a range of particles is the one that is most
likely to cause fouling.

Degradation in Land-based gas turbines

Land-based gas turbines are affected the most by compressor fouling, as reported in Fig.
1.17. Zaba (1980) analyzed the performance variation over time, showing the decrease in
output power and efficiency. From Fig. 1.17 it can be distinguished recoverable fouling from
not recoverable deterioration. It can be seen that even after the washing events (for example
points 3 to 4), the initial values of efficiency and power output are not achieved. The missing
part is the non-recoverable erosion/corrosion that keeps increasing over time. Nonetheless,
it can be seen that the most significant share of the performance losses is due to fouling,
which works up to ten times faster than the non-recoverable damage.

Nowadays, compressor fouling is gaining attention since maintenance costs are increas-
ingly important. This is also confirmed by the increase in the publications focused on this
particular issue, as can be seen in Fig. 1.18. The first study conducted on deposits on blade
surfaces is the one of Aguet & Von Salis (1960). They reported that the only occasion when
deposits build up in air compressors is during heavy rain conditions, since water can enter
the subterranean air passage between the air intake and the inlet flange of the low-pressure
compressor. This water is then carried away as droplets in the airstream and evaporates in

Figure 1.16: Combination of Filtration Mechanisms to Obtain Filter Efficiency at Various Particles
Sizes. From (Wilcox et al. 2010)
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the compressors, so that the solid particles contained therein remain on the blades. Another
heavy-duty application is reported in the study of Hill et al. (1960). During the overhaul,
some fouling issues were found in the compressor sections. A particular compressor blade
deposit was found by Bultzo (1980). He reported that the fourth to the eighth stages were
fouled with the pigmentation material used in paint (titanium dioxide, verified by X-ray
diffraction). The use of a scanning electron microscope showed the layering of the primer
and finished coats. The author concluded that since the painting was in progress within 30m

of the turbine inlet, airborne aerosol-like droplets were being ingested by the gas turbine.
After sufficient work had been done on the air by the axial compressor, the solvent was still
contained in the droplets of aerosol, resulting in localized fouling. The heaviest fouling was
in the sixth-stage position.

This localized presence of fouled areas along the compressor axis was also found by
Tarabrin et al. (1998b). In their work, they investigated the contamination of compressor
blades for a Nuovo Pignone MS5322 R(B) gas turbine engine. This power unit operated for

Figure 1.17: Variations in output and thermal efficiency as functions of time (in hours) when
compressor is fouled, and recovery obtained by cleaning. From (Zaba 1980)
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Figure 1.18: Overall ASME Turbo Expo contributions focused on the study of fouling. From
(Suman et al. 2017)

Figure 1.19: Weight distribution of deposits on the convex and concave sides of the axial com-
pressor blades: a) rotor, b) stator. From (Tarabrin et al. 1998b)

a long time without blade washing but only the first 5 to 6 stages over 16 are subjected to
fouling. Fig. 1.19 depicted the weight distribution of deposits for rotor blades (Fig. 1.19a)
and stator vanes (Fig. 1.19b). The inlet guide vane, as well as the rotor and stator blades of
the first stage, present more deposits on the convex side. The deposited mass on the other
stages is approximately equal for the convex and concave sides. This mass decrease from
the first to the sixth stage. Beyond the seventh stage, the amount of deposit is negligible.
The authors pointed out that the deposit amount is greater on the stator vanes than on the
rotor blades due to the cleaning effects provided by the centrifugal forces on particles.

Another similar study, but more focused on off-shore heavy-duty gas turbines, has been
conducted by Syverud & Bakken (2007), where the location of salt deposits in General
Electric J85-13 axial compressor was reported. The experimental tests have shown that the
salt deposits were mainly located along the leading edge of the first four stages and on the
pressure side of the stator vanes along the hub. The contaminants were generated by using
salt carried by water droplets. For this reason, significantly fewer deposits were observed
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on the rotor blades compared to the stator vanes due to the centrifugal force. The results
found by Syverud & Bakken (2007), compared with the ones obtained by Tarabrin et al.
(1998b), are reported in Fig. 1.20. A good agreement can be observed between the two.
More recently, a deeper analysis of the deposition pattern on a multistage axial compressor
has been performed by Suman et al. (2021). They conducted an experimental campaign
on the Allison C18 compressor unit at two different regimes, varying the contaminant type
(Arizona Road Dust, ARD and Carbon Black, CB), its diameter, and the inlet humidity.
The common patterns which characterize the particle adhesion over the stages found by the
authors are reported in Fig. 1.21. The solid black colour identifies the most affected regions
while the honeycomb pattern represents lighter surface contamination. From the analysis,
it can be concluded that smaller particles appear more suitable to generate deposits over
the compressor stage. Coarser particles seem to be able to generate few deposits, located
at the LE and at the separation regions. Regarding the effects of air humidity, it works
as a promoter of particle deposition: the presence of a higher value of relative humidity
determines a greater particle deposition over all stages, especially in correspondence with
the pressure side of the stator vane.

Hot section fouling effects in land-based gas turbines are similar to the aero-engine ap-
plications. The reader is therefore referred to section 1.2.3 for further details on this issue.

1.2.3 Aeronautical Gas Turbines

The current in-service aero engines have been designed and developed assuming clean air,
free from airborne contaminants. In reality, the environment in which these engines operate

Figure 1.20: Salt deposits found after experimental tests with salt ingestion: percentage distribu-
tion of deposits with respect to the total stator deposits on stator vanes. From (Syverud & Bakken
2007)
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Figure 1.21: Deposit patterns on stator vanes (a) and rotor blades (b). From (Suman et al. 2021)

is often defiled with particulate as already explained in the previous sections. These aero gas
turbines can fly through dust clouds for time intervals ranging from a few seconds to several
minutes, as reported by Clarkson et al. (2016). As an example, in catastrophic events such
as volcanic eruptions, the generated ash clouds can carry particulate with concentrations as
high as 250mgash/m

3 of air. For a high thrust turbofan engine processing a mass flow rate
of approximately 500 kg/s, the resulting rate of ingestion of solid contaminant can reach the
order of 1 kgash/s. The presence of particles at cruising altitude or during take-off, therefore,
poses a serious threat to the operation of aircraft engines. The seriousness of this threat
is highlighted by the disruption brought to air travel by volcanic events in recent years, in
which large civil turbofan engines failed after only a few minutes of ash ingestion (Dunn
2012a). Ultimately, for aircraft to fly again operational guidance was updated, allowing
safe operations in ash concentrations up to 2mgash/m

3. This enabled most of Europe’s
airspace to re-open but only after over 100000 flight cancellations and an estimated cost to
the commercial aviation industry of £1.5 billion.

Filtering actions

In aero gas turbines, both cold and hot sections are affected by deposition. In these appli-
cations, no filtering system is placed in front of the intake, since the pressure drop that it
generates can dramatically influence the engine thrust, and therefore the rate-of-ingestion
of particles is higher than the land-based gas turbines. Nonetheless, there are mechanisms
different from the filtration systems already exposed that act in this type of engine. To bet-
ter understand what they are, it is necessary to distinguish fixed-wing aircraft engines from
rotorcraft engines. Specifically, the former ones are generally turbofan, whilst the second
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ones are turboshaft.
For what concern the turbofan engines, part of the air does not actually enter the core

engine, but it contributes to the thrust (actually, the fan contributes to more than the 85%

of the thrust) since it is processed by the fan. Hence, the fan acts like a particle separator
for the entire engine depending on the ingested particle size and flight conditions (i.e., true
airspeed and rotating speed of the fan), where smaller particles move along the main airflow
and pass through the fan. Therefore, this particle fraction does not have any interaction
with fan surfaces and is directly ingested into the core stream flow. In contrast, larger par-
ticles have large inertia and detach from the mean flow trajectories. Once detached, these
particles can collide with fan surfaces and, depending on the impact forces and impact angle,
be centrifuged out of the core stream flow into the bypass stream flow (see Fig. 1.22). Thus,
the particle–fan interactions have a direct impact on the particle size distribution and conse-
quently on the resulting particle mass concentration entering the engine core section, which
is the most critical part of the engine for air safety (Vogel et al. 2018). Interesting results
in the filtration capacity of the fan were found by Vogel et al. (2018). They investigated
volcanic ash particle ingestion into a representative engine, powering current wide-body air-
craft, for three different fan power conditions and two different flight altitudes, and used a
numerical CFD (Computational Fluid Dynamics) particle-tracking model to calculate parti-
cle–fan interactions as a function of various volcanic ash particle sizes. The results, reported
in Fig. 1.23, illustrate that particles smaller than 2 µm do not often interact with the fan
surfaces (probability <5%), but more interactions occur for larger particles. The interac-
tion probability is also strongly dependent on the rotation speed of the fan. The highest

Figure 1.22: Particle trajectories through the fan: (a) smaller particles follow closely streamlines
of the gas-phase flow and have no or limited contact with the fan surface and (b) larger particles
are dominated by their inertia and detach from the gas-phase flow streamlines, leading to partial
or full surface contact. From (Vogel et al. 2018)

20



1.2. Degradation in Gas Turbines

investigated fan power, 90% of full power, resulted in a 100% interaction probability for
volcanic ash particles larger than 63 µm, which represents the upper size of the fine fraction
of volcanic ash. The largest volcanic ash particle diameter (1100µm) and the highest fan
power condition (high power) in this study resulted in a maximum concentration reduction
factor of 2.53 at 10 700m.

The other type of engine considered are turboshaft engines, that are mostly used in he-
licopters. Helicopter employment in civil and military operations is widespread and often
essential for critical tasks such as search and rescue missions, firefighting, or medical evac-
uations. Landing and take-off operations from rugged and harsh sites make these kinds of
manoeuvres extremely complex and affected by low margins of error. Lands characterized
by dusty floor conditions or poorly aggregated soil (such as arid locations and deserts) are
considered the worst scenarios for helicopter operations to be successfully carried out. In
such locations, dust cloud-raising events (named brownouts) are extremely likely and poten-
tially harmful to the helicopter’s operability (Vulpio et al. 2021). For this reason, helicopter
engines are equipped with advanced separator systems to protect their rotating components
from erosion and damage. One of the most used separators is called Vortex Tube Separator
(VTS), which relies on centrifugal forces created by cyclonelike systems. The diagram shown
in Fig. 1.24 is an example of such a vortex particle separator. The outer tube, labelled 12 in
Fig. 1.24, has an inner diameter of 18mm, a total length of 60mm, and a vortex generating
region of length 20mm; however, these dimensions vary between applications. The area
labelled 20 in Fig. 1.24 is known as the separation region, in which the vortex forms a clean
air core. Adjacent to this and common to all VTS is the second tube of smaller diameter but

Figure 1.23: Simulated core stream reduction factors for (a) 10 700m and (b) 3000m altitudes as
a function of fan rotation rates and volcanic ash particle diameter. The coloured lines represent the
low power (red), medium power (green) and high power (blue) condition of the fan. From (Vogel
et al. 2018)
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co-axial with the main tube, through which the clean core air (26) flows. In this example
it is tapered, increasing in diameter downstream, but in other inventions, the diameter may
remain constant. The design often depends on the means of removing the dirty air. The
centrifuged particulate matter (22) proceeds through the annular orifice between the inner
and outer tube and arrives at a scavenge passage, such as that labelled 46. The dirty air
is then often scavenged away through holes either in the base of the passage, or the tube
walls (48) and proceeds into a chamber common to all scavenge tube outlets and discharged
to the environment (Bojdo 2012). As for the intake protection for land-based gas turbines,
also for the particle separators, there is a constant battle between achieving good separation
efficiency for a minimum pressure loss.

Degradation in Aeronautical gas turbines

Although the presence of the fan or the VTS manages to remove the larger particles from
the core stream flow, a huge amount of medium and smaller particles is able to bypass these
systems and enter the core engine. These particles can cause both erosions and fouling in
the compressor section, and mostly deposition in the turbine section. In this thesis, only the
deposition issue is treated. For what concern the compressor fouling, the mechanisms and
the effects are similar to what was already reported in section 1.2.2 for land-based machines.
Since the hot components deposition is the main performance degradation driver when the
TET (Turbine Entry Temperature) is above 1283K (that basically includes all the current
operating engines, Kyprianidis (2011)), only this part of the engine is treated in this section.

Hot deposition happens since the particles following the core flow are heated through the
combustor. If the Turbine Entry Temperature (TET) is sufficiently high, particles soften
(or even become molten) and can adhere to the surrounding solid surfaces. This commonly
occurs on the first component encountered, the high-pressure turbine nozzle guide vanes (see
Fig. 1.25(a)). The extent, location and distribution of this deposition depend on multiple
factors including the chemical composition of the particles, operating conditions in the NGV

Figure 1.24: Vortex tube separator according to US Patent 4,985,058. From (Bojdo 2012)
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(Nozzle Guide Vane) stage, NGV geometry and the architecture of the engine (Adams et al.
1987, Kim et al. 1993). In general, the deposition of particles can change the shape of the
vane in an uncontrolled way. Particles sticking on the first stage nozzle of the high-pressure
turbine result in performance reduction by means of two mechanisms. Firstly, localized
changes in the surface roughness determine premature boundary layer separation, hence an
increase in the overall stage pressure drop (Kellersmann et al. 2018). Fig. 1.25(b) reports an
example of the effect of this phenomenon in terms of the downstream total pressure coefficient
for a fouled HPT NGV. Secondly, the thickening of the airfoils caused by the deposit build-up
results in a constriction of the nozzle throat between adjacent vanes, reducing the flow area
and capacity. This not only affects the local performance of the high-pressure turbine but has
implications throughout the engine. This is observed most significantly in the compressor,
which is required to operate with a reduced flow rate whilst maintaining the required pressure
ratio. As a result, the operating point of the compressor moves towards the stability line
as depicted in Fig. 1.26(a), reducing the available surge margin and therefore operating
safety margins. It follows that with the increase in the deposit thickness the combination of
restricted mass flow and deteriorated compressor efficiency results in an unstable condition
operating point at which the engine will surge.

An additional implication of deposition damage on nozzle guide vanes is seen in the
reduced performance of the high-pressure turbine, where, as a result of reduced stage effi-
ciencies due to increased surface roughness and premature boundary layer separation, the
enthalpy drop across each stage reduces, leading to increased temperatures in the following
turbine stages. This can be monitored on-wing through the exhaust gas temperature (EGT)
and corresponding EGT margin, defined as the difference between the maximum allowable
EGT or redline limit and that measured in the exhaust gases, as shown in Fig. 1.26(b).
Ultimately, with the combined effects of flow rate restriction and efficiency reduction due to

Figure 1.25: Examples of: (a) Deposits on high-pressure turbine vane leading edge for P/W
F100 S/N P680054 (from Dunn (2012a)), and (b) Distributions of the downstream total pressure
coefficent for a fouled HPT NGV (from El-Batsh (2001)).
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deposition, the exhaust gas temperature can increase to a point where the available EGT
margin is expended. This results in compromised fatigue life of individual components due to
increased thermal stresses, leading to reduced component lives, more frequent maintenance
intervals and elevated costs for the operator. Another damage mechanism, the deposition
of particles in cooling channels, also occurs in the high-pressure turbine. This results in
reduced cooling air flow rates, a reduction in the heat transfer rate between the vane surface
and core flow and therefore elevated metal temperatures on the vanes. This in turn increases
the thermal stresses endured by these components and reduces their usable life. In severe
cases, elevated metal temperatures have been observed to cause burn-through of the vane
surfaces and structural failure of components (Dunn 2012a).

As already exposed, one of the most hazardous consequences of hot section deposition
is the shut-down risk of the whole engine. This is unacceptable for allowing scheduled
commercial flights to take place in case of excessive ash or dust concentration in the air. This
remark is the basis of the safe-to-fly chart proposed by Rolls-Royce and reported in Fig. 1.27.
The two lines represent the mass flow of ash through an engine core for each ash concentration
in the atmosphere for two different flows (45 kg/s and 22.5 kg/s, representative of large to
medium civil turbofans at cruise). The mass flow of ash (y-axis) is the concentration of ash
in the environment (the x-axis) times the ratio of the mass flow of air through the engine’s
core to the density of air. Therefore, given the power and altitude, all the ash concentrations
of interest are on a diagonal line (as the blue and green lines). The events in the top-right
region of the chart are representative of failures reported in the past, either in test conditions

Figure 1.26: An example compressor map showing (a) how the combined effects of turbine flow
restriction and degraded compressor efficiency result in reduced surge margin and (b) an example
of how rising exhaust gas temperature due to reduced turbine component efficiency can cause the
exhaust gas temperature red-line limit to be exceeded. (from Ellis (2021)).
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(Calspan tests, Dunn (2012a)) or actual encounters. What is important to notice here is
the different time scales of hot-section-deposition-related failure events, with respect to the
loss of efficiency of the land-based units due to compressor fouling. The BA-009 event, for
example, reports a flight of about 7 minutes into the cloud, before losing the 4 engines in
rapid succession. This remark should be considered when planning and designing numerical
investigations of hot section deposition. The time scale of the performance variation is not
completely ”uncoupled” from the time scale of the particle deposition phenomenon.

1.2.4 Washing operations

The degradation caused by the adherence of particles on the compressor airfoil and annulus
surface can be partially recovered by compressor washing. In this regard, the state-of-the-
art method consists of the injection at the front end of the gas turbine of a specific liquid
(it could be simple water or a detergent), that penetrates the gas path, and dissolves and
removes the deposits. There are currently two washing methods in use for liquid washing:
offline wash and online wash. Offline cleaning can restore almost entirely the performance
but requires the stop and the disassembly of the engine. This operation is extremely costly
and time-consuming (Casari et al. 2021). Online washing can relieve the effect of fouling

Figure 1.27: Safe-To-Fly Chart, Rolls-Royce. No flight should take place at the right of the green
line (2mg/m3). The yellow-shaded area is the uncertainty level that affects current prediction
models from MET Office. (from Clarkson et al. (2016)).
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Figure 1.28: Examples of offline (a) and online (b) washing. from Igie (2017).

if provided with a certain frequency (Mund & Pilidis 2005, Stalder 2000). This technique
does not require the engine to be stopped or dismounted and can be carried out on site.
Examples of offline and online washing are reported in Fig. 1.28. Many attempts have
been done by maintenance operators to improve the effectiveness of online washing by de-
veloping new techniques and cleaner products. Online washing is done during gas turbine
operation by injecting the cleaning solution into the compressor section while the engine
is running in normal operation, hence avoiding the associated downtime cost. Therefore,
fouling mechanisms and the related performance losses as well as the washing operation act
together during the normal operation of each gas turbine. The systematic detection of these
occurrences is difficult to be assessed and, usually, only on-field detection is reported in the
literature (Tarabrin et al. 1998a, Perullo et al. 2015).

A deep investigation of the performance recovery thanks to washing after particle in-
gestion in an axial flow multistage compressor has been conducted by Casari et al. (2021).

Figure 1.29: Performance loss and online washing recovery of the compressor at (a) 12 000 rpm
and (b) 20 000 rpm. The fixed bars allow an easier quantification of the performance loss. from
Casari et al. (2021).

26



1.3. Aims of the Work

In their work, the compressor has been fouled at two operating points corresponding to
two rotational regimes, which corresponds to ’sub-idle’ and ’quasi-idle’ states. This is of
main importance because these speeds are significantly off the design point, hence the flow
patterns in the compressor will be sub-optimal, which may promote deposition through eg.
the separation. The relative humidity at the inlet of the compressor has been increased
to promote particle adhesion. For the two analyzed operating points, the tests have been
realized in three runs and the performance curves have been recorded at the end of each
run. The compressor has been online washed, and the performance curve has been recorded
again. The results, reported in Fig. 1.29 in terms of characteristic curves, show the loss of
performance after the ingestion of a dosed amount of contaminant during the operations.
They found that the performance losses change according to the operating point of the ma-
chine at which particle ingestion occurs. The operating point at 12 000 rpm seems to be less
sensitive to particle ingestion in terms of performance losses. The modification of the curve
at this regime appears less influenced by particle ingestion than the 20 000 rpm operating
point. The online washing procedure at 12 000 rpm and 20 000 rpm showed an incomplete
recovery of the performance, especially in the zone of the curve characterized by a higher
mass flow rate. This statement is confirmed by the pictures taken after the online washing
(see Fig. 1.30). Fig. 1.30(a) shows the suction side of the rotor blades from the second to
the sixth stage. All the blades are characterized by a streamwise pattern of residual dust.
The pattern on the blades is characterized by a succession of dust tracks and a clean surface.
In Fig. 1.30(b), a representative sketch is reported: the water droplets seem to reach the
suction side surface close to the blade root, and then it seems to push toward the shroud
forming spanwise rivulets. These rivulets do not cover the entire blade surface compromising
the effectiveness of the cleaning process.

It can be concluded that operating the gas turbine under fouling is associated with
significant costs, while the compressor wash service also adds costs. The question to answer
is, therefore, how to schedule the wash services so that the total revenue loss of the operation
is minimized? Some works in the literature have tried to address this question based on the
cost factors and the information on the compressor fouling rate (Boyce & Gonzalez 2005,
Sánchez et al. 2009, Rao & Naikan 2008, Basendwah et al. 2006, Hanachi et al. 2018). All of
them use data-driven techniques to assess the fouling coefficients, which are very powerful
tools but lack physical meaning.

1.3 Aims of the Work

The aim of this work is to propose different methodologies capable to mitigate the effects of
fouling or predicting the performance degradation that it generates. For this purpose, both
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Figure 1.30: Blade surface detection: (a) rotor blades from second to the sixth stage and (b)
sketch of a deposit pattern after the online washing at 20 000 rpm (fourth rotor stage). from Casari
et al. (2021).

hot and cold engine sections are considered.
In particular, concerning the turbine section, new design guidelines are presented. This

is because, for this specific component, the time scales of failure events due to hot deposition
can be of the order of minutes, which makes difficult the application of predictive models,
since they must be really precise in the forecasting of the effects in time. In this respect,
design optimization techniques were applied to find the best HPT vane geometry that is less
sensitive to the fouling phenomena. After that, machine learning methods were adopted to
obtain a design map that can be useful in the first steps of the design phase. Moreover, after
a numerical uncertainty quantification analysis, it was demonstrated that a deterministic
optimization is not sufficient to face highly aleatory phenomena such as fouling. This suggests
the use of robust or aggressive design techniques to front this issue. The research branch
that tries to face this problem has been called Design for Fouling (DfF) by the author since
represents the first attempt to optimize a gas turbine geometry against deposition in the
literature.

On the other hand, with respect to the compressor section, the research was mainly
focused on the building of a predictive maintenance tool. This is because the time scales of
failure events due to cold deposition are longer than the ones for the hot section, hence the
main challenge for this component is the optimization of the washing schedule. As reported
in the previous sections, there are several studies in the literature focused on this issue, but
almost all of them are data-based instead of physics-based. The innovative strategy proposed
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here is a mixture between physics-based and data-based methodologies. In particular, a
reduced-order model has been developed to predict the behaviour of the whole engine as
the degradation proceeds. For this purpose, a gas path code that uses the components’
characteristic maps has been created to simulate the gas turbine. A map variation technique
has been used to take into account the fouling effects on each engine component. Particularly,
fouling coefficients as a function of the engine architecture, its operating conditions, and the
contaminant characteristics have been created. For this purpose, both experimental and
computational results have been used. Specifically for the latter, efforts have been done to
develop a new numerical deposition/detachment model.

1.4 Publications

Some of the contents presented in this thesis have leaded to the publication of scientific
papers in international journals and conferences. Sections or extracts of these articles are
included in the chapters of the current work. A list of these publications is provided below.
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Chapter 2

Particles Transport and Impact Behavior

This chapter will describe the computational approaches for particle transport used in all
the models. Besides, after a review of the existent sticking and detachment modelization
techniques, a new physics-based approach will be introduced to model particle deposition and
removal for the cold section.

2.1 Particle Motion in Fluids

The modelization of multiphase flows can be mainly performed with two different strategies:
the Eulerian or the Lagrangian approach. In both cases, the carrier flow is solved by using
an Eulerian approach, hence it is treated as a continuous medium, and the difference regards
the way the particulate is managed. The latter can be treated from both an Eulerian or a
Lagrangian standpoint.

In the Eulerian approach, both phases are considered to exist at the same time and
are treated as continuum media. Particle transport is caused by the concentration gradient.
Particle velocity is represented as the average over the computational cell. The consideration
of a particle size distribution requires the solution of a set of basic equations for each size
class to be considered. Hence the computational effort increases with the number of size
classes. The method is however preferable for dense two-phase flows with uniform particle
size.

In the Lagrangian approach, particle transport is modelled by tracking a large number
of particles through the flow field by solving the equations of motion taking into account
the relevant forces acting on the particle. Generally, the particles are considered as points,
i.e. the finite dimension of the particles is not considered and the flow around the individual
particles is not solved. Since the number of real particles in a flow system is usually too large
for tracking all the particles, the trajectories of computational particles which represent a
number of real particles with the same properties (i.e. size, velocity and temperature) are

31



2.1. Particle Motion in Fluids

calculated.
In this work, the Lagrangian approach was used to model the deposition and detachment

process since it provides a detailed and realistic model for particle transport. In addition,
it gives complete information on particle impact at the surface required for sticking studies.
Furthermore, particle size distribution could be considered easily to represent reality.

2.1.1 Lagrangian Approach

In the Lagrangian approach, the motion of a solid particle in a fluid is described by an
ordinary differential equation which allows the computation of its position and velocity
at each time step. This equation, which is called the Basset-Boussinesque-Oseen (BBO)
equation, is the translation of Newton’s second law. The general form of the BBO equation
can be written as follows:

mp
dv

dt
= FD + FAM + FB + FBA + FBr + FS (2.1)

where mp is the particle mass, v is the particle velocity, and t is the time. The right-hand side
of the equation 2.1 is the sum of all the forces acting on the particle, which are respectively
the drag force (FD), the added mass force (FAM ), the body (gravity and buoyancy) forces
(FB), the Basset force (FBA), the Brownian force (FBr), and the Saffman force (FS). The
contribution to particle motion of the different forces is studied by several authors (i.e.
Brooke et al. (1992)) and depends on the particular application. For high values of density
ratio (the ratio between the particle density and the fluid density) forces other than the drag
do not give relevant contributions to the particle motion, thus they can be neglected (Crowe
et al. 1996, Armenio & Fiorotto 2001, Rispoli et al. 2015). Given these considerations, the
most important among the actions involved in equation 2.1 is the Drag force. Therefore,
the choice of the proper formulation of the drag terms represents the most important step.
Since different particle types were considered throughout this work, the actual formulation
implemented will be reported for the specific case.

2.1.2 Turbulent Dispersion of Particles

The dispersion of particles in the fluid phase can be predicted using a stochastic tracking
model. The instantaneous turbulent fluid velocity may be computed directly by a DNS
approach. Often, a Monte Carlo simulation (also known as discrete random walk modelling
in this context) is performed instead. In this approach, a particle’s stochastic trajectory is
modelled as a succession of interactions with turbulent eddies. The time-mean fluid velocity
v is calculated by a suitable turbulent computational method (e.g., the k-ϵ model). A
simulated fluctuating velocity field is then superposed to calculate the instantaneous fluid
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velocity (v = v + v′). A fluid eddy is assigned a fluctuating velocity v′, which is assumed
to stay constant during the lifetime of the eddy te. As a particle encounters an eddy on its
pathline, equation 2.1 is integrated to calculate the particle velocity and position at the end
of the particle residence time tr. Small particles usually stay within the same eddy during
the eddy’s lifetime (then tr=te); particles with large inertia may leave the eddy before the
eddy decays (in this case, tr<te). Once the particle has left the eddy or the eddy lifetime
is over, the particle encounters a new eddy at its current location, and the integration of
equation 2.1 is repeated in the same manner. The calculation for a particle is continued
until the particle is captured by a wall (deposition has then taken place) or goes out of the
computational space. The calculation procedure is repeated for many particles (Guha 2008).

In this work, for generating the instantaneous turbulence fluctuations, the DRW stochas-
tic model of Gosman & loannides (1983) and implemented in OpenFOAM-v1912 is used.
In this approach, the turbulence fluctuation is estimated as a discrete random walk model
given as (indicating with the subscript i the ith velocity component)

v′i = σi Gi (2.2)

where σi is the RMS turbulence fluctuations as obtained from the RANS simulations of the
flow, and Gis are the selected from a population of independent Gaussian random numbers
with zero mean and unit variance.

To test the reliability of the DRW already implemented in OF-v1912, the test case re-
ported in the work of Liu & Agarwal (1974a) was numerically replicated. In their tests, they
figured out the number of deposited particles in the test rig reported in Fig. 2.1(a). The test
section reproduced is highlighted in red in the figure. It consists of a circular straight pipe
with an internal diameter (Dpipe) of 1.27 cm, 102 cm length (L) and smooth walls (glass). This
simple domain was discretized with a structured hexahedral mesh composed of 3 380 000 cells
as reported in Fig. 2.1(b). The mesh was generated using Salome-v9.3 with a first cell thick-
ness of 35 µm, which guarantees a maximum value of y+ of 1.1 in the whole domain, and
a growth ratio of 1.1. In the length, the domain was decomposed in 400 parts, obtaining a
cell stream-wise length of 0.255 cm. The flow field simulation was conducted with the steady

Table 2.1: Boundary conditions for the replication of the test case reported in Liu & Agarwal
(1974a).

Patch p [Pa] v [m/s]
Inlet zeroGradient 11.84
Walls zeroGradient noSlip
Outlet 100 000 zeroGradient
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Figure 2.1: (a) Test case reported in the work of Liu & Agarwal (1974a), and (b) discretization
of the reproduced test section.

state incompressible solver simpleFoam and the SSTk-ω turbulence model. The boundary
conditions used are reported in Tab.2.1. The continuous phase considered is air with unitary
density (ρf=1 kg/m3) and kinematic viscosity µ equals to 10× 10−5 Pas. A turbulent inten-
sity (Tu) of 10% and a mixing length (lt) of 0.003m were assumed at the inlet of the domain.
A uniform inlet velocity distribution and outlet environmental conditions were also imposed
as described by the experiments. The dispersed phase injected by Liu & Agarwal (1974a)
was olive oil with a density (ρp=0.92 kg/m3). The experiments were conducted in the fully
developed flow regime, hence the measurements were performed in the central section of the
pipe, between 0.255m and 0.763m (0.508m). The latter consideration was reproduced also
in the computational domain as reported in the figure below. The particle-wall interaction
was imposed as a pure sticking behaviour (a particle that hit a wall will deposit on it), but
the deposition statistics were computed only in the active section.

In order to validate the DRW against the experimental deposition, the flow field into
the pipe has to be validated first. Since flow field data is not reported in the work of Liu
& Agarwal (1974a), the flow validation has been conducted using the experiments made by
Durst et al. (1995) and the CFD simulations performed by Parker et al. (2008) and Tang
et al. (2015). The results are reported in Fig. 2.2. In the first instance, the velocity evolution
in the boundary layer has been compared with the experiments of Durst et al. (1995).

As can be seen in Fig. 2.2(a), the dimensionless velocity (u+) against dimensionless
distance from the wall (y+) follows almost perfectly both the experimental results and the
theoretical values. Besides the velocity evolution, the turbulent quantities have to be also
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Figure 2.2: (a) Velocity evolution in the boundary layer, and (b) RMS velocity values in the bulk
region.

validated, since they are the main contributors to the dispersion. To perform this validation,
the RMS velocity values in the bulk region have been analysed. Since the SSTk-ω turbulence
model is used to model the turbulence effects, the isotropic hypothesis of the turbulence has
to be made. With this regard, the RMS velocity values are the same for all the three
dimensions and are equal to:

σ = σ1 = σ2 = σ3 =
√︁
2/3 k (2.3)

The comparison of this quantity with the experimental results of Durst et al. (1995) and
the CFD simulations performed by Parker et al. (2008) and Tang et al. (2015) is reported
in Fig. 2.2(b) only for the wall normal component. In the figure, a good agreement of this
work’s results with both experiments and CFD simulations can be recognized. The wall
normal component is the only one considered for the validation because it is the main cause
of nonphysical concentration of particles in the proximity of the wall.

Once validated the flow field, particle deposition has to be analyzed. In this context,
the numerical results found by Forsyth et al. (2016) have been considered as the reference
together with the experimental results of Liu & Agarwal (1974a) and Papavergos & Hedley
(1984). The simulations reported in the work of Forsyth et al. (2016) were carried out
with ANSYS-FLUENT. The results are reported in Fig. 2.3 in terms of the non-dimensional
deposition velocity (V +

d ) and the non-dimensional relaxation time (τ+p ) formulated as follows

V +
d =

Dpipe v

4 Lpipe uτ

(︃
Cin
Cout

)︃
(2.4)

τ+p =
Cc ρp ρf d

2
p (uτ )

2

18 µ2
(2.5)
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Figure 2.3: (a) Velocity evolution in the boundary layer, and (b) RMS velocity values in the bulk
region.

where uτ is the friction velocity, Cin and Cout are the incoming and outgoing concentration
respectively, Cc is the Cunningham slip correction factor, and dp the particle diameter. As
can be seen, in the figure a model called CRW (Continuous Random Walk) is present. In
this model, the flow is split into isotropic and anisotropic at y+=100. In the bulk region,
fluctuating velocities are calculated from turbulent kinetic energy, while at the boundary
layer the anisotropic turbulence is accounted for by extracting statistics from DNS simula-
tions. From Fig. 2.3, it can be clearly seen that a higher deposition velocity is predicted as
the DRW is used. The authors suggest the passage to CRW for diffusion-dominated flows
(lower non-dimensional relaxation time). The difference tends to be smaller as the inertial
regime is approached (for τ+p =101). In this work, the vast majority of the particles injected
belong to the τ+p >100 regime, thus slightly affected by the such difference. No modification
has been introduced to the DRW since the error due to its application in the inertial regime
is very small. However, this represents a limitation of the current analysis and efforts should
be put into improving the modelling here presented. Interestingly, it can be noted that the
modelization implemented in OF-v1912 can better replicate the experimental outcomes than
the one implemented in ANSYS-FLUENT.

2.1.3 Coupling between the Dispersed and the Continuous Phases

In two-phase flow systems, it is important to determine if the dispersed phase influences
the continuous phase. In this context, the terms one-way coupling, two-way coupling and
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four-way coupling are often used. In the one-way coupling, the particle phase has no effect
on the fluid flow. In the two-way coupling, fluid dynamic interactions between the particles
and the fluid are considered. In the four-way coupling, fluid dynamic interactions between
the particles and the fluid in addition to the collisions between particles are included. To
discriminate with which interaction type a particle-laden flow can be approximated, the
quantities of interest are the volumetric fraction of particles Φp (Eq. 2.6), the particle aspect
ratio (S/dp), the particle response time τp (Eq. 2.5), the Kolmogorov time scale τK (Eq.
2.8)), and the large eddy turnover time τe (Eq. 2.9).

Φp =
Np Vp
Vf

(2.6)

τp =
ρp d

2
p

18 µ2
(2.7)

τK =
µ ϵ

ρf
(2.8)

τe =
l

v
(2.9)

where Np is the number of particles, Vp is the particle volume, Vf is the fluid volume, S is
the distance between neighbouring particles, ϵ is the dissipation rate of turbulence kinetic
energy, and l is the length scale of the energy containing eddies. The time scale dependency
upon the volumetric fraction of particles is reported in Fig. 2.4.

Very low volumetric fractions (Φp<10−6) identify the regime in which particles have a
negligible effect on the turbulence, meaning the particle dispersion depends on the turbulent
structures, but vice versa does not hold. This regime is termed "one-way" coupling, meaning
no effects of particles on turbulence are considered. By increasing the volumetric loading
(10−6<Φp<10−3), the turbulence is somehow affected by the presence of the particle and it is
therefore called "two-way" coupling. An extra remark should be highlighted here: lowering
τp (e.g. smaller diameter for the same particle material, particles number and fluid viscosity)
increases the surface area of the particulate phase, and thus increases the dissipation rate
of turbulence energy. By increasing particle size, and therefore increasing particle Reynolds
number Rep = (v − vp) dp/νK to a value greater than 400, vortex shedding behind particles
takes place enhancing turbulence. The suspensions in these two regimes are usually referred
to as dilute. The third regime, with higher particle loading, is referred to as dense suspension,
and the "four-way" coupling should be introduced: the particle-particle interaction should
be considered as well (in addition to the former mechanisms).

Particulate flow in either the compressor or the turbine when low-grade fuels are used
is classified as dilute flow and the influence of the particle phase on the fluid flow can be
neglected. Consequently, all the calculations performed in this study considered only the
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Figure 2.4: Map of flow regimes in particle-laden flows. From Elghobashi (1994)

one-way coupling (El-Batsh 2001).

2.2 Particle-Wall Interaction

The particle-wall interaction is the part of the deposition process which determines the
fraction of incident particles that remain on the surface. In this study, both hot and cold
deposition were considered, in order to face the fouling problem in the turbine and the
compressor sections. For what concerns the hot deposition, the EBFOG model developed
by Casari, Pinelli, Suman, di Mare & Montomoli (2018) was used. On the other hand, for
cold deposition, a new mechanistic model was conceived. In this model, the particle-wall
interaction considered falls into two categories. First, pure mechanical interaction in the
absence of the fluid force. It aims to determine the condition at which no rebound occurs
and is called in this study the sticking process. Second, fluid dynamic interaction between
the fluid and the stuck particles. It studies the stability of the particles at the surface and
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is called the detachment process. Different sticking forces and mechanisms are explained.
The detachment mechanisms are also discussed and the dominant mechanism of particle
detachment is obtained.

2.2.1 Hot Deposition

Sticking Model

As already mentioned, the particle adhesion model applied in this work is the Energy Based
Fouling of Gas Turbines (EBFOG) model proposed by Casari, Pinelli, Suman, di Mare &
Montomoli (2018). The model assumes that the probability of a particle sticking (Sp), can
be described using an Arrhenius-type equation. This type of equation is used to describe
the temperature dependence of a wide range of processes in which an energy threshold must
be overcome to initiate the process. Casari, Pinelli, Suman, di Mare & Montomoli (2018)
applied it to the particle deposition process under the assumption that only particles with an
energy greater than some threshold value will stick on impact. In this specific application,
the probability of sticking (Sp), depends on a rate constant (A), and the ratio between an
activation energy (Eact), and a reference energy (Eref ), of the particle. The activation energy
defines the energy threshold of the particle-wall adhesion process based upon the physical
state of the particle and the reference energy is specified as the kinetic energy of the particle
normal to the vane. The sticking probability can therefore be expressed mathematically in
the form of Eq. 2.10.

Sp = A e
− Eact

Eref (2.10)

In the formula, the energy is comprehensive of both the kinetic and thermal terms. In
particular, the temperature influences the activation energy of the process: the higher the
temperature the lower the activation energy. This remark can be formalised by expressing
the exponential ratio in the following way:

Eact
Eref

=
C1

1
2
mp v2p,n

(︁
1 + C2

T
T ∗

)︁ (2.11)

where T ∗ is a certain temperature which causes the physical properties of the material to
change, and T is the fluid temperature. Casari, Pinelli, Suman, di Mare & Montomoli
(2018) showed that C2 is a universal non-dimensional constant equal to 3027 that applies
to all particle types. The constants A and C1 both depend upon the composition of the
dust and can only be determined by curve fitting experimental results for different particle
types. Whether these constants also depend on the particle size is currently unknown. This
fitting process was carried out by Casari, Pinelli, Suman, di Mare & Montomoli (2018) for
the volcanic ash particles, giving C1=2.51× 10−5 J and A=0.897. The outcome of the model
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is a number belonging to the range [0–1]. The decision of whether a particle sticks or not
is taken by a Metropolis-Hasting algorithm. This method uses an auxiliary random number
in the range [0–1] that is compared with (Sp). If the randomly generated number is greater
than the coefficient provided by Eq. 2.10, the algorithm rejects the sticking of the particle
and vice-versa. In this way, the overall probability is respected and the results should reflect
the actual statistics for every time step of the computation.

Deposit-Flow Field Interaction Model

Every time an impact takes place, the sticking model decides if the particle sticks or re-
bounds. If the particle sticks, the geometry is modified according to the characteristics of
the impinging parcel, by applying a displacement in the direction normal to the surface.
The normal-to-the-surface vector is assumed to be the vector normal to the boundary face
where the impact takes place. Since the faces of the cells are flat, this assumption does
not imply any interpolation error. In order to preserve the mesh quality, the displacement
of the boundary is spread onto the domain in such a way that the cells that belong to a
deforming patch retain an acceptable quality. The movement of the boundaries is followed
by a smoothing of the displacement across the internal points. The displacement of internal
nodes is determined by solving a Laplace smoothing equation with constant diffusivity. It
should be pointed out that the order of magnitude of the displacement due to the boundary
motion for each time step is very small (i.e. 10−7), and thus the numerical grid can bear
such deformation with the aid of smoothing without problems.

2.2.2 Cold Deposition

Unlike hot deposition, cold deposition experimental and numerical studies are not widespread
in the literature, the first ones mainly due to the complexity in the quantification of the de-
posits that stick to the blade and vane surfaces, whereas the second ones principally for the
complexities due to the particle motion and the lack of an adequate impact modelization.
In this context, the deposition models commonly used in the turbomachinery fouling sim-
ulations are the one proposed by Poppe et al. (2000) successfully employed by Aldi et al.
(2017), and the one developed by Bons et al. (2017), even though the latter was originally
conceived for hot deposition. A comparison among these two modelizations was conducted
by Casari et al. (2020). In their work, the two techniques were analyzed in the context of
axial compressor fouling. Specifically, they numerically reproduced the experimental tests
conducted by Döring et al. (2017a), finding the deposition patterns reported in Fig. 2.5. As
it can be noted, the Bons model well approximates the deposition pattern in regions (B),
(C), (D), and (G) while slightly over-predicting (E). Regarding regions (A), (F) and (H), the
model approach by Poppe promises more precise predictions. Considering the pressure side
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Figure 2.5: Simulated deposition pattern by using the model proposed by Bons et al. (2017) (top
right) and the one proposed by Poppe et al. (2000) (bottom right). From Casari et al. (2020).

pattern, the numerical investigation under steady-state conditions catches the phenomenon
in the region (A) of a leading edge with less deposit than the rest of the surface accurately.
The same applies to the uniform pattern just downstream in the region (B). The non-uniform
pattern further downstream (C), on the other hand, as well as the rare deposition in the
region (E), are not so well predicted. Also, region (D) is not well replicated. On the other
hand, the deposition is well predicted for regions (F) and (G) on the suction side. Region (H)
is also reasonably approximated as its concentration is considered to be low compared to the
upstream region (G). Similar to the pressure side, an increasing deposition pattern in the TE
region (I) can not be detected to the same extent as observed in the experiment. Also, region
(J) is not clearly more soiled compared to the nearby areas. A reason for this mismatch in
the region (I) might be related to the same causes highlighted for the PS. Regarding the (J)
zone, a lower amount of deposit with respect to experiments has been found. Overall, the
authors concluded that neither the Poppe model nor the Bons model completely fulfils the
engineering and the scientific community. In this respect, efforts have been done to find an
innovative particle deposition/detachment model that better predicts the cold fouling issue.

2.2.3 New Cold Deposition/Detachment Model

Sticking Model

Once a particle hits a surface, to predict deposition rate the impact/adhesion phenomenon
has to be modelled determining whether the particle sticks or rebounds. Thus it is crucial
to analyse the mechanics of impact. At the end of the 19th century, Hertz was one of the
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first scientists who introduced elasticity in impact problems. Consider two spheres of mass
1m and 1m, and radii R1 and R2 respectively, in contact with a contact load F . Define the
effective mass m∗ and radius R∗ as ⎧⎨⎩ 1

m∗ = 1
m1

+ 1
m2

1
R∗ = 1

R1
+ 1

R2

(2.12)

Hertz demonstrated that the shape and size of the zone of contact are directly connected to
the elastic deformations of the bodies. The shape is a circle and its radius is computed by

a3H =
3

4

F R∗

E∗ (2.13)

where F is the contact load, and E∗ is the equivalent Young modulus calculated as

1

E∗ =
1− ν21
E1

+
1− ν22
E2

(2.14)

with E1, ν1 and E2, ν2 the Young modulus and the Poisson coefficient respectively of the
two bodies in contact.

Hertz’s theory is correct only for high values of contact load since it does not take into
account the adhesion forces which develop at contact. As also reported in Johnson et al.
(1971), some experimental works by Roberts (1968) and Kendall (1969) demonstrate that at
low loads contact areas between two smooth rubber spheres were considerably larger than
those predicted by Hertz (see the sketch in Figure 2.6). On the other hand, they closely
fitted the Hertz theory at high loads. These experiments suggested that during the contact,
attractive surface forces act. Moreover, although these forces are negligible at high loads,
they become relevant as the load reduces to zero.

Johnson et al. (1971) modified the Hertz theory by considering the surface force and
obtained

a3JKR =
R∗

(4/3 E∗)

⎛⎝F +
3

4
Γ π R∗ +

√︄
3 Γ π R∗ F +

(︃
3

2
Γ π R∗

)︃2
⎞⎠ (2.15)

where Γ is the surface energy (also called work of adhesion).
The Johnson-Kendall-Roberts (JKR) theory became a milestone in the contact/impact

of elastic bodies. Several authors started from Hertz and JKR theories in order to study
the impact or extend it to the elastic-plastic case. Among the others, the work of Rogers &
Reed (1984) is one of the most cited and clear. They extended the energy analysis of JKR
to the elastic-plastic impact of a particle with a (stationary) surface, but their analysis can
be readily extended to the case of impact between two spherical bodies. When two bodies
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collide first they undergo elastic deformations. A contact surface develops and part of the
kinetic energy of the two bodies is stored as elastic energy. An elastic repulsive force rises
and the particle gradually decelerates. Simultaneously, some irreversible effects take place
(i.e. acoustic and elastic waves, internal friction) thus a part of the energy is dissipated.
In the case that the stress within the particle exceeds the elastic limit plastic deformations
occur, and an additional part of the energy is lost. Deformations increase until the particle
velocity becomes zero. Now elastic energy stored starts to be returned and the impacting
particle moves away from that impacted one. Accordingly, elastic deformations start to be
released. If the initial energy content of the particle is high enough to overcome the adhesion
energy, the particle bounces otherwise it sticks.

But now a problem arises. In the theory proposed by Rogers & Reed (1984), the substrate
is considered to be rigid and non-deformable. This could be a reasonable assumption for
particle impact in high-temperature environments, but it is nonphysical when particle impact
at low temperatures is considered. In these conditions, also erosive effects could arise, hence
both particle and substrate elastic-plastic behaviour have to be taken into account. In this
context, the work of Bitter (1963) helps us to face this problem. In his work, he developed a
model similar to the one proposed by Johnson to describe the erosion behaviour of particle
impact on a substrate. By integrating this latter theory with the one presented by Rogers
& Reed (1984), a more comprehensive adhesion model can be obtained. An overview of
all the possible cases that could happen during the impact is shown in Figure 2.7. As it
can be noted, both particle (in red in the figure) and substrate (in black in the figure) can
behave either elastically or plastically. To decide if the impact leads to plastic or elastic
behaviour, the critical velocity approach has been used. This is based on the assumption of

Figure 2.6: Difference between Hertz and JKR theories. From Venturini (2009).
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Figure 2.7: Sketch of all the possible behaviour that particle and substrate can have during the
impact.

parabolic pressure distribution at the contact area. The critical velocity is then determined
by equalizing the kinetic energy of the impinging particle and the pressure energy derived
by imposing a load equal to the yield stress of the materials. The resulting critical velocity
assumes the following formulation for both the theory of Rogers & Reed (1984) and Bitter
(1963)

vlim =
π2
√︁
S5
y

2 E∗2√10 ρ
(2.16)

where Sy and ρ are the yield stress and the density of the material respectively. If the normal
component of the particle velocity overcomes the critical velocity of the material, hence the
latter will behave plastically.

Generally speaking, the sphere has kinetic energy Qk,1 and as it approaches the surface it
gains additional energy due to the attractive force, which develops at the contact surface and
depends on the surface itself. While the impact process continues gradually the kinetic energy

Figure 2.8: Contact between a sphere and a flat surface. Elastic (left) and elastic-plastic (right)
deformations and pressure distribution. From Venturini (2009).
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transforms into elastic energy (Qel) and the particle decelerates until its velocity becomes
zero. Since the contact surface increases as the approach proceeds, the adhesion energy (Qad)
increases too. This produces a pressure distribution on the contact zone which, according
to Hertz’s theory, shows a peak at the centre of the contact zone (see Fig. 2.8 left). As said
before, dissipative effects, i.e., acoustic and elastic waves, internal friction, etc., are always
present even in an elastic impact. However, their contributions are very small thus they can
be neglected considering a pure elastic impact. During the approach phase pressure acting
on the contact surface may exceed the elastic limit thus also plastic deformations occur. It is
commonly assumed the approximation which considers that pressure distribution in the zone
of plastic deformations stays constant (see Fig. 2.8 right). With this assumption, plastic
deformation starts around the centre of the contact surface and is surrounded by an annulus
of only elastic deformation. Due to the irreversible nature of this deformation, a part Qpla

of the particle energy is lost. The energy balance that has to be performed to decide if the
particle stick or rebounds assumes the following form⎧⎨⎩Qk,1 > Qad −Qp,pla −Qs,pla ⇒ Rebound

Qk,1 < Qad −Qp,pla −Qs,pla ⇒ Stick
(2.17)

where Qad is the adhesion energy, Qp,pla is the energy loss due to the plastic behaviour of
the particle, and Qs,pla is the energy loss due to the plastic behaviour of the substrate.

For what concerns the first term on the right-hand side of Eq. 2.17 (Qad), represents
the energy that has to be overcome to allow the particle to rebound in a perfectly elastic
impact. To better understand the meaning of the net adhesion energy, consider a sphere
impacting a stationary flat surface. This situation is represented in Fig. 2.9 in terms of
contact load (F) against the relative approach during the contact (δ). In view of the short
range of adhesion forces, they will have no appreciable effect until the surfaces are on the
point of contact (O in Fig. 2.9). This is an unstable point. As soon as the surfaces touch,
they will snap into contact at point A on the equilibrium curve. Since this action takes place
at elastic wave speed, the change in δ from zero at this time is negligible. We assume that the
energy is entirely dissipated in wave motion so that the sphere gains no significant additional
kinetic energy through being accelerated by surface forces. Subsequent compression, until
the sphere comes to rest at some point of maximum compression B, is reversible, as is the
following expansion back along the same curve BCAE. Clearly, the criterion for separation
of the bodies after impact is whether or not the internal energy, on recoil, reaches point
D on the curve. As reported in Van Beek (2001) the net adhesion energy is computed by
integrating the force-displacement relation as given in Johnson et al. (1971) between zero
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Figure 2.9: Contact between two bodies: relative approach as a function of contact force. From
Johnson et al. (1971).

and -δD

Qad =

∫︂ −δD

0

F dδ = 7.09

(︃
R4
c Γ

5

E∗2

)︃ 1
3

(2.18)

where Γ = 2
√
γ1 γ2, and Rc is the appropriate radius that is equal to R∗ in elastic impact,

while in elastic-plastic one it depends on the deformation of the sphere. Specifically, by
applying the Hertz theory for the conditions at the end of the approach phase, in the elastic-
plastic case it results

Rc =
4
3
E∗2 r3T
F

(2.19)

with rT the radius of total deformed area equals to

r2T = r2EL + r2P (2.20)

where
rEL =

π R∗

2 E∗ Sy (2.21)

rP =
F − FEL
π Sy

(2.22)

with FEL is the elastic limit of the load.
Let’s now consider the second and the third terms on the right-hand side of Eq. 2.17,

which describe the plastic behaviour of both substrate and particle. Among the two, the
simplest one is the term regarding the substrate, which can be approximated as proposed
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by Bitter (1963)

Qs,pla =
1

2
mp (vp,n − vs,lim)

2 (2.23)

where mp is the particle mass, vp,n is the normal component of the particle velocity, and
vs,lim is the critical velocity for the substrate. The model gets more complex when the
plastic behaviour of the particle occurs. In this case, the procedure reported by Rogers &
Reed (1984) is employed. In particular Qp,pla is computed by integrating the contact load
F between 0 and H (the approach distance during plastic phase), and can be approximated
by:

Qp,pla =

∫︂ H

0

F dH ≈ (F − FEL)
2

4 π R∗ Sy
(2.24)

In the deposition model proposed in this work, the striking decision is made not by
directly solving the force balance, but by using the coefficient of restitution (COR), e, defined
as the ratio between the rebound and the incident (normal) velocities.

e =
vr,n
vi,n

(2.25)

COR takes into account the dissipation of energy during the impact, thus its expression
derives from energy analyses of the impact phase. In the case of elastic impact, there is no
energy dissipation (e = 1) and the particle bounces with a velocity equal to that of impact
but in the opposite direction. However in real impacts energy dissipations always take place
(i.e. wave propagation, plastic deformations, friction, adhesion, etc.) hence usually COR
is lower than unity. COR can also be used to predict whether an impacting body sticks or
bounces. Consider the normal impact of a particle, having velocity vi,n, with a stationary
flat surface (or sphere), and rebounding with a velocity vr,n. During the impact, the particle
undergoes a variation of kinetic energy ∆Q, given by

∆Q =
1

2
mp v

2
r,n −

1

2
mp v

2
i,n (2.26)

which equals the energy loss due to adhesion, plastic deformations, and other irreversible
effects. Then it writes

∆Q =
1

2
mp (1− e) v2i,n (2.27)

and COR becomes
e2 = 1− ∆Q

1
2
mp v2i,n

(2.28)

Finally, in the model of Rogers & Reed (1984) is equal to

∆Q = Qad −Qp,pla −Qs,pla (2.29)

47



2.2. Particle-Wall Interaction

Now, in order to solve equation 2.29 and compute the COR by equation 2.28, as well as to
compute Rc in equation 2.19, the contact load F has to be evaluated. To this aim, the energy
balance at the end of the approach phase can be used. At the end of the approach phase,
particle velocity is zero then its kinetic energy, added with the adhesion energy developed
during the approach phase Qad(F ), is split into a stored elastic energy in the only elastic
deformations zone Qel, a stored elastic energy in the plastic deformations zone QPE(F ), and
an energy loss for plastic deformation Qpla(F ):

QK +Qad(F ) = Qel +QPE(F ) +Qpla(F ) (2.30)

Once the expression of each term is known, equation 2.29 can be solved to find the contact
load, thus equations 2.28 and 2.19 can be computed.

In elastic-plastic impact elastic energy is stored in the annulus Qel of only in elastic
deformation, but also in the zone of plastic deformation QPE. These elastic energies are
computed following Bitter (1963) again. Besides the aforementioned assumptions, the author
assumes also that the pressure distribution remains the same; this assumption results in the
elastic energy stored in the annulus being constant. Therefore Qel can be evaluated by
integrating the contact load F = FEL between 0 and δEL (Venturini (2009)):

Qel =

∫︂ δEL

0

FEL dδ =
2

5

F
5/3
EL

(4/3 E∗)2/3 R1/3
(2.31)

then assuming from the Hertz theory

FEL =

(︃
2

3
π

)︃3
R∗2

(4/3 E∗)2
S3
y (2.32)

2.31 reads

QEL =
2

5

(︃
2

3

)︃5
π R∗2

(4/3 E∗)2
S5
y (2.33)

which results independent from the contact load.
The elastic energy stored in the plastically deformed area is expressed by

QPE =
1

2
hEL (F − FEL) (2.34)

where hEL is the relative approach at the limiting elastic case, that is when the contact load
equals the elastic limit FEL.

On the left side of equation 2.30 the only energy unknown is now Qad. Its expression for
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elastic-plastic impact is a function of the contact load:

Qad = Γ π

(︃
r2EL +

F − FEL
π Sy

)︃
(2.35)

Now that all the terms of 2.29 are known, it can be solved to find the load F .

Validation of the Deposition Model To test the reliability of the deposition model,
two test cases were considered. The first is the experimental campaign performed by Bons
et al. (2015), which uses 100–400µm quartz particle impacting a 2024 aluminium plate
at 30–80m/s. The properties used in the model are for quartz (E =72GPa, ν = 0.17,
ρ =2200 kg/m3), and aluminium (E =69GPa, ν = 0.32) yielding an E∗ =38GPa. The model
results are for a particle size (150µm) and velocity (50m/s) centered on the experimental
distribution. The results are reported in Fig. 2.10. The agreement between the proposed
model and the experimental data is truly remarkable. Moreover, it can be observed that
the model under investigation performs better than the OSU model proposed by Bons et al.
(2017), who honestly admits to having modified the yield stress of aluminium to reach the
shown results.

The second case considered to evaluate the reliability of the model is the test bench
described by Suman et al. (2021-22). The basic idea is to evaluate the weight change on a
reference surface, weighing it before and after each deposition test and outlining the deposit
growth trend. In this track, a small-scale wind tunnel was designed, and the deposit was
evaluated on a flat target. The latter, a 20mm x 20mm x 3mm square plate of AISI 316
set on adjustable support, is placed along a section of straight pipe, as reported in Fig.

Figure 2.10: COR versus the impingement angle for quartz particle impact on aluminium. Model
for 150 µm particles compared to data from Bons et al. (2015) and Grant & Tabakoff (1975).
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Figure 2.11: Experimental test bench arrangement Suman et al. (2021-22).

2.11, and it is invested by an airflow contaminated with ARD (Arizona Road Dust) nano-
sized particles. For the contaminant characterization, refer to Suman et al. (2021-23). The
air-sand mixture is obtained through the solid aerosol generator TOPAS SAG 410, which
allows the injection of a constant sand mass flow rate in the test duct. An inverter-controlled
centrifugal blower ensures constant airflow, whereas a filtration system at the suction of the
blower avoids ingestion of contaminants from the external. Temperature and relative hu-
midity (RH) are monitored through a barometric station. Each deposition test was recorded
with a 1080p full HD camera; this allowed the identification of the detachment processes that
occurred after a certain amount of deposit had been reached on the target. Tests for normal
and tangential impact and two different kinetic energy values of particles were carried out.
For a more detailed description of the apparatus, the reader is referred to the work of Suman
et al. (2021-22). The experimental section of the cited study was reproduced numerically.
Specifically, the computational grid was generated with ANSYS Meshing, whereas the nu-
merical calculations were carried out with the open-source software OpenFOAM-v2021. The
solid domain under study is reported in Fig. 2.12(a). The computational grid, shown in
Fig. 2.12(b), comprises 932,483 tetrahedral elements, with a structured 5-layer prism mesh
to resolve the near-wall region. After a sensitivity analysis with three meshes, grid indepen-
dence was achieved with the mesh described above. The duct internal flow field was modeled
by the traditional Reynolds-Averaged Navier-Stokes equations (RANS). The resolution was
carried out using the rhoSimpleFoam solver of OpenFOAM-v2021. The operating conditions
considered for the study reproduces the settings used for the experimental campaign. At

50



2.2. Particle-Wall Interaction

Figure 2.12: a) Geometry of the test section, b) computational grid of the studied section, c)
static pressure distribution on the target surface and at the mid duct height, and d) validation of
the mid-height pressure distribution numerically computed against experimental measurements.

the inlet of the domain, a mass flow rate equal to 0.055 kg/s, and a uniform temperature
equal to 293.15K were imposed, whereas a static pressure of 101 325Pa was set at the outlet
section. What concerns the turbulence is accounted for by using the k− ω SST model. The
version available in OpenFOAM is based on Menter et al. (2003), which needs the use of
wall functions to model the behavior at the wall since it is implemented as a High-Re model.
Therefore, standard wall functions are used for this scope. The CFD results obtained are
reported in Fig. 2.12(c) in terms of pressure distribution. Their reliability was tested by
comparing the pressure distribution at the mid-height of the target obtained with numerical
computations and experimental measurements (Fig. 2.12(d)). The latter was obtained by
measuring the total pressure distribution in front of the eductor. A set of five pressure taps
was realized in the front of the target with a hole diameter equal to 1mm. An array of five
holes was designed to span the entire frontal surface. As can be seen, good agreement was
achieved from the comparison.
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Once the flow field was solved and validated, particles were seeded from the inlet of
the domain with a uniform distribution between 0.8µm and 1.2 µm. The injection location
is randomly chosen across the patch. Since in Suman et al. (2021-23) the tests was con-
ducted with the Arizona Road Dust as the reference contaminant, particles density is set to
ρp = 2700 kg/m3. For the particle tracking, the estimation of the drag action is typically
simplified by assuming spherical particles. This assumption could lead to a considerable un-
derestimation of the force, especially when particles with highly irregular shapes are treated,
i.e. Arizona Road Dust Connolly et al. (2020). For this reason, the non-spherical drag
coefficient (CD,shape) has been used to predict the drag force on the deposit:

FD =
1

2
π R2 CD,shape ρf u

2
τ (2.36)

where R is the particle radius, ρf is the fluid density, and uτ is the friction velocity. Specifi-
cally, the formulation proposed by Connolly et al. (2020) was employed for CD,shape:

CD,shape =
24 FNe
Rep

[1 + 0.1 (Re∗p)
0.6] + 0.3 (2.37)

where Rep is the paticle Reynolds number, and FNe and Re∗p are the Newton drag and the
modified particle Reynolds number respectively, calculated as follows:

FNe =

√
6

CSF
− 1 (2.38)

Re∗p =
FNe Rep
FSt

(2.39)

where FSt is the Stokes drag:

FSt = CSF−0.18. (2.40)

As can be seen, both the Stokes and the Newton drag equations involve the Corey Shape
Factor (CSF), which is a parameter that describes the irregular particle shape. This factor
was firstly introduced by Corey Corey (1949), and defined as follows:

CSF =
dmin√

dmax dmed
(2.41)

where dmin, dmax, and dmed are the minimum, the maximum, and the intermediate/medium
dimension of the shape respectively. For more details about this parameter and its determi-
nation, the reader is referred to Connolly et al. (2020).

In his work, Connolly deeply analyzed also the normal variation of the CSF value for the
ARD. He found that this parameter follows a normal distribution with a mean of 0.55 and
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Figure 2.13: (left) CFD results by applying the deposition model to the simulation of the test
section, (right) experimental results of the tests reported in Suman et al. (2021-23).

a standard deviation of ±0.2. To take this effect into account, in this study, the CSF was
defined as a normally distributed random variable, with mean and standard deviation equal
to the ones reported above. This, in turn, involves an aleatory drag force.

The results obtained by applying the proposed deposition model in the CFD simulation
of the test section are reported in Fig. 2.13. Even if the comparison is qualitative, a good
agreement between the pattern obtained by the experimental tests and those resulting from
the CFD simulations can be recognized. Specifically, the sticking model proposed in the
present work is capable to capture the globular deposit distribution in areas A (sides of the
target), and the more uniform distribution in area B (center of the target).

Detachment Model

The evolution of the deposit corresponds to a change in the fluid flow, then to a variation
in the forces that act on the adhered mass. In particular, when the build-up reaches a
critical thickness value, the deposit can detach from the surface and resuspend (Casari,
Pinelli, Suman, di Mare & Montomoli 2018). This phenomenon is called deposit detachment.
Different models are present in the literature to approximate the removal of the adhered mass.
Some of them are mainly based on the imposition of a threshold value to a flow property
close to the adhered particle considered to establish if it detaches or not from the surface
(El-Batsh 2001). Among the others, one of the most used strategies in this group is the
one proposed by Konstandopoulos (2006). The author found a critical impact angle beyond
which the particle cannot adhere to the surface in his work. Other studies, on the other
hand, try to approximate the physics of the phenomenon in terms of forces and moments
balance (Nasr et al. 2019). These models are widely applicable but more complex, and due
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to their high complexity, they are often simplified in terms of the actions considered. In this
second model type, a deposited layer detaches from the surface when the external excitations
overcome the adhesion forces (Nasr et al. 2017). Different techniques are proposed in the
literature to approximate the detachment of the deposit with this process (Nasr et al. 2019),
but almost all of them focus on the single particle and not the whole deposit layer. This
is a crucial aspect because when a solid particle adheres to a build-up deposit, it begins
to behave as an aggregate of particles as asserted by Suman et al. (2021-22). Thus when
detachment occurs, the deposit resuspends as a particle agglomerate. In addition, these
models are helpful only when multiphase CFD simulations are performed, which are known
to be computationally expensive, mainly due to the need to track the particles through the
domain. For example, Bons et al. (2017) proposed a deposition-detachment model in which
the particle removal is governed only by the drag force. A step forward was carried out in the
work of Casari, Pinelli & Suman (2018b), where all the known physical detachment actions
were considered. Nonetheless, they applied the procedure to the single-particle, neglecting
the deposit layer growth and weight.

This work proposes a new strategy composed of existing and new physical models to
predict deposit detachment in terms of area of interest and critical thickness. The novelty
of the present investigation matches the need for a comprehensive model which accounts
for the micro-sized particle adhesion and detachment. The model hypotheses are based on
experimental evidence, while the basic models used in the present investigation are taken
from the literature. The step forward proposed in the current manuscript is related to
the fact that the models are tuned and connected to obtain a feasible prediction of the
deposit evolution over time. One of the main advantages is the absence of multiphase CFD
simulations, with a consequent saving in computational costs. At the same time, the process
proposed here is physics-based and can be easily implemented in a CFD code. Furthermore,
it does not focus on the single particle but on the whole deposit layer. The results carried
out with this strategy are validated against experimental outcomes obtained with an ad-hoc
test rig.

Experimental campaign The experimental campaign considered is the one already ex-
plained as the second validation case in section 2.2.3. To facilitate the comprehension of the
work process, some of the experimental results are recalled in this section. Specifically, the
ones gathered with perpendicular particle impact are exposed. The tests were conducted
with a fixed air mass flow rate equal to 0.055 kg/s, which corresponds to roughly 17m/s as a
free field velocity. The analysis was carried out for an exposure time of over 60 h during which
the nanoparticle layer grows and detaches. An example of the results obtained is depicted in
Fig. 2.14, where the deposited mass data over time is shown Suman et al. (2021-22). As can
be seen, initially, the deposited layer grows almost uniformly and linearly in time. However,
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Figure 2.14: Deposited mass over time for normal particles impact.

when the thickness of the deposit reaches a critical value (peak), detachment occurs, and
the mass accumulated by the target drops suddenly.

Detachment modeling This section reports a theoretical and experimental analysis of
the phenomenon of flow-driven deposit layer detachment. In this study, a deposited layer is
defined as a pile of stacked particles as sketched in Fig. 2.15. This hypothesis is supported
by the experimental observations reported in Suman et al. (2021-3). The theory presented
is mainly based on the following assumption: the decision of whether the local deposit de-
taches or not can be made after a force balance is carried out on it. Specifically, the forces
considered in this study were divided into two groups: detaching forces and adhesion forces.

Figure 2.15: Schematic diagram of force balance for a deposit layer on a surface.
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Typically, forces belonging to the first group are the centrifugal (Fcent) and the drag (FD)
force. Especially for the latter, the knowledge of the near-wall flow in the turbulent regime
is required for its accurate determination. The centrifugal force could belong in the detach-
ing or adhesion group depending on the surface orientation. Typically, it acts in the same
direction as the weight force (Fg), which is generally considered significantly smaller than
the centrifugal one. However, this is not true if non-rotating cases are considered. In this
respect, stationary experiments are conducted in this work, then the centrifugal force was
ignored and the gravitational one was accounted for. Other effects, such as turbulent bursts,
were not considered since they could be considered negligible (see Soltani & Ahmadi (1994)
for reference). In particular, this is even more true for the deposited layer instead of the
single particle.

The second group contains the forces that tend to keep the deposit attached to the
substrate. These are the Van der Waals (FV dW ), and the capillarity (Fcap) force. In the
vast majority of engineering applications (such as turbomachinery and energy systems),
the electrostatic force is commonly neglected (Nasr et al. 2019, Kurz et al. 2016), mainly
because the size of contaminants is usually larger than 100 nm (Mittal & Jaiswal 2015).
Besides, information about the charge state of the particles or the surfaces is often unknown
(Nasr et al. 2017). For these reasons, the electrostatic force was neglected in this work, but,
if necessary, it can be easily added to the model (Israelachvili 2011). The deposit is removed
from the surface when the detachment actions overcome the adhesion forces. The schematic
diagram of force balance on a spherical particle deposit layer is shown in Fig. 2.15, where
GD and Gp are the centers of gravity of the deposited layer, the last particle, respectively.
As reported by Soltani & Ahmadi (1994), there are three main mechanisms for removing a
deposit from the surface: (1) rolling, (2) sliding, and (3) lifting. Soltani & Ahmadi (1994)
showed that deposits are more easily removed by the rolling mechanism compared to lifting
and sliding (the flow velocity required to roll a particle is much lower than that required
to lift/slide the particle from/on the surface (Nasr et al. 2017)). This evidence leads the
authors to consider only the rolling mechanism in the detachment analysis. In this track, a
torque balance for the onset of rolling has to be performed.

It is known from the literature that when a particle approaches a surface in a humid
environment, capillary force dominates until the particle is located at a certain critical dis-
tance, beyond which the dominant action becomes the Van der Waals force. Nonetheless,
detachment is modeled in this work as an on/off process (steady state detachment), and the
distance between the particle and substrate is considered constant. To detach, the particle
has to overcome the attractive force which is considered as the sum between capillary and
Van der Waals forces making an easier and ready-to-be-done force balance (instead of an
iterative calculation that could be used to find out the equilibrium between the forces). Be-
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sides that, since the target, hence the deposit, is invested by a constant humid flow field, the
liquid bridge is considered stable over time. All the forces acting on the deposit are listed
and explained in the next paragraphs.

Adhesion Forces

• Van der Waals : The Van der Waals forces are attractive forces that originate between
the neutral molecules due to dipolar interactions. After London had published his
explanation of the dispersion forces (London 1930) it was recognized that the dispersion
interaction could cause these attractive forces between macroscopic objects. This idea
prompted Hamaker (Hamaker 1937) to develop a theoretical description of the Van der
Waals forces by exploiting the earlier work by Bradley (1932), and de Boer (1936). In
its theory, the Van der Waals interface energy of adhesion can be calculated as follows

WV dW =
HA

12 π z20
(2.42)

where HA is the Hamaker constant and z0 is the minimum equilibrium separation
distance between the objects (z0 ≃ 4Å). For micrometer-sized particles, there are
mainly two theories in the literature to quantify the Van der Waals force given the
adhesion energy: the Johnson-Kendal-Roberts (JKR) (Johnson et al. 1971) and the
Derjaguin-Muller-Toporov (DMT) (Derjaguin et al. 1975) theory. According to Muller
et al. (1980), the DMT model is appropriate for small-size and hard particles with high
Young’s modulus. The JKR model, however, is more applicable for larger particles with
low Young’s modulus (soft material). Since ultrafine particles, that is, the ones that
contribute the most to fouling, are generally complex (Bojdo & Filippone 2019), with
high Young’s modulus (Casari, Pinelli & Suman 2018b) the DMT approach was chosen
to compute the Van der Waals interaction. In this model, considering dp as the particle
diameter, the Van der Waals force of adhesion has the following form,

FV dW = π WV dW dp (2.43)

At this point, only the Hamaker constant has to be figured out to calculate the force.
For this purpose, among the others, the relation proposed by Visser (1972) is used
(Eq. 2.44), mainly for its simplicity, where the constant representative of the case is
obtained by the union of the constants of the elements in contact.

HA = Ct (H12 +H33 −H13 −H33) (2.44)

In this specific case, 1 refers to the particle (ARD), 2 to the surface (stainless steel), and
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3 to the condensed liquid (water). Their values will be defined later in the manuscript.
Furthermore, Ct is a constant that depends on the medium material 3 and is equal to
1.6 for condensed water due to humidity. As noted, in the Eq. 2.44 only mixed terms
Hij are present. These should be evaluated using the geometric average

Hij =
√︁
Hii Hjj (2.45)

• Capillarity : When two solid surfaces approach, the micro contacts act as active sites
for condensation in a humid environment if the relative humidity (RH) is high enough.
These sites are known in the literature as nuclei of condensation (Yamamoto et al.
2021). A liquid meniscus originates in the contact region when condensation occurs,
bridging the two solid surfaces. This bridge contributes to increasing the adhesion
energy by a further force composed of three parts: a surface-tension force that resides in
the meniscus, a capillary pressure force that is transmitted by the liquid but originates
in the curvature of the meniscus, and a buoyancy force associated with the wetted
segments of the sphere. The contributions can be computed by solving the Young-
Laplace equation, that in the case of sphere-plate contact (particle-substrate) leads to
the following result (Orr et al. 1975)

Fcap = 2π R γl
cos(θ1) + cos(θ2)

1 +D/d
+ 2π R γl sin(ψ) sin(ψ + θ1) (2.46)

where γl is the surface tension of the liquid bridge, θ1 and θ2 are the contact angles,
D is the minimum equilibrium separation distance, d is the height of the particle
inside the liquid bridge, R is the particle radius, and ψ is the filling angle. All these
geometric quantities can be recognized in Fig. 2.16. Among the parameters present in
the relation, the filling angle plays a crucial role in the computation since it is directly

Figure 2.16: Schematic of the particle, meniscus and substrate.
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related to the relative humidity according to the Kelvin equation (Eq. 2.47):

κ(ψ) =
Rg T

Vm γl
ln(RH) (2.47)

where κ is the mean curvature of the meniscus, Rg is the gas constant, T is the
temperature expressed in K, and Vm is the molar volume of the liquid. As pointed
out, the curvature is a function of the filling angle. The general formula to compute
the mean curvature of the meniscus includes the calculation of elliptic integrals (Kim
& Bhushan 2007), which is expensive to compute. For this reason, the assumption
of a circular meniscus profile was used in this work, leading to the following more
straightforward formula for the mean curvature Orr et al. (1975):

κ(ψ) =
1

2R

[︃
sin(θ1 + ψ)

sin(ψ)
− cos(θ1 + ψ) + cos(θ2)

1− cos(ψ)

]︃
(2.48)

Now, the filling angle can be computed by an iterative procedure using the Eqs.2.47
and 2.48. After that, the calculation of the capillary force is straightforward.

As reported above, the extent of the condensation depends on the relative humidity.
Furthermore, its distribution could not be uniform on the surface. A local RH value
was calculated on the target to account for this phenomenon. A sensitive heating
process for the air from the inlet to the target was assumed. In other words, the
process is considered at constant absolute humidity (x). Therefore, in this track, the
first step consists of the calculation of x:

x = 0.622
RHinlet ps(Tinlet)

pinlet −RHinlet ps(Tinlet)
(2.49)

where ps is the saturation pressure of water at the temperature T. The second step
involves the computation of the local relative humidity:

RHi =
x pi

0.622 ps(Ti) + x ps(Ti)
(2.50)

where the subscript i stand for the ith point on the surface where pressure and tem-
perature are known.

Removal Forces

• Weight : Generally, the weight of the deposit is considered negligible in detachment
problems. This hypothesis is acceptable when small deposit thickness occurs but be-
comes unrealistic when they outweigh several orders of magnitude the particle size. In
the specific case, to take into consideration the gravitational effects of the deposit, the
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Figure 2.17: a) Target before and after exposure to ARD contaminant, b) schematic of the
cohesion between particles of the same pile, c) photo of ARD deposit on stainless-steel substrate
(Suman et al. 2021-3), and d) photo of Soot deposit on a stainless-steel substrate (Suman et al.
2021-3).

following assumptions were made:

1. Uniform deposit distribution on the surface;

2. When the detachment takes place, the whole deposit pile corresponding to the
detachment position detaches.

The first assumption can be justified by considering the picture of the target before
and after the exposure (Fig. 2.17(a)). As can be noted, the deposit distribution onto
the surface appears uniform. This hypothesis is no longer valid in two cases:

– in the first few moments in which the deposition process begins, which correspond
to a non-uniform deposit accretion.

– when detachment occurs. In this case, localized steps produced by deposit de-
tachment originate.

The second assumption, on the other hand, depends on the contaminant considered.
Presuming perfect particle stacking, the deposit structure can be schematized as in
Figure 2.17(b). Let’s consider two particles belonging to the same pile. Their adhesion
strength is mainly guided by the Van der Waals force, which is proportional to the
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Hamaker constants of the materials in contact (Eq. 2.45). Now, it is obvious that
the deposit detachment is likely to take place where the Van der Waals adhesion is
weaker, that is where the Hamaker constant is smaller. If we consider the contact
ARD-ARD, we obtain a Hamaker constant equals to 5 × 10−19 J (Israelachvili 2011).
On the other hand, the contact of ARD with stainless steel (SS) involves a value of
3.3× 10−19 J for the constant (Israelachvili 2011). This led to the conclusion that the
adhesion strength of ARD deposit on the SS surface is weaker compared to the ARD-
ARD contact. Thus, these contaminants are more prone to detach from the substrate
interface, leaving a clean surface. In the same manner, as reported earlier, the same
situation with Soot instead of the ARD led to different Hamaker constants (2×10−19 J

(Liu et al. 2018) for Soot-Soot, and 2.1 × 10−19 J for Soot-SS (Israelachvili 2011, Liu
et al. 2018)), involving a detachment at a position within the deposit. The theoretical
reasoning just exposed found its ground when the experimental results obtained by
Suman et al. (2021-3), reported in Figure 2.17(c) ad 2.17(d), were analyzed. The
former reports the ARD deposit on the SS surface, whereas the latter reports the Soot
deposit on SS. The pictures show how the ARD detaches from the substrate interface,
whereas several cracks within the deposit thickness originate in the Soot. These results
support the above conclusions and justify the present study’s second assumption. At
this point, the explained assumptions allow the schematization of the single deposit
pile as a uniformly loaded cantilever beam, where the load is the deposit overlying the
pile in the direction of the gravitational force. A sketch of the concept is reported in
Fig. 2.18. As it can be seen, a specific pile (in red in the figure) is uniquely defined by

Figure 2.18: Analogy between a deposit pile and a uniformly loaded cantilever beam.
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its distance from the bottom of the target (y). To compute the load (q) that weighs on
the pile considered, the number of particles in the y (ny) and z (nz) directions has to
be computed. This was done by knowing the target height (L), the deposit thickness
(th), the particle density (ρp), and the diameter of the particles (dp), with which the
particle volume (Vp) can be estimated. The results depend on the packing law chosen
for the layers. In this specific case, simple packing was enforced.

• Drag : the drag fomulation is the same described in the second case of section 2.2.3.

Moment balance All the torques of the forces described have to be computed with
the same rotation center, indicated as O in Fig. 2.15. Furthermore, the deposit thickness
has to be considered for those forces that act parallel to the surface (drag and weight). With
this in mind, in this work, the torque arms are computed in the following fashion:

• drag: The drag force is thought to be applied in the center of gravity of the last
particle in each pile. This is because according to the uniform and packed deposit
distribution hypothesis Suman et al. (2021-3), the only particle that contributes to the
drag is assumed to be the one directly exposed to the flow, so the last of the whole pile,
since it is the only one wetted by the flow. Thus, the drag torque arm is approximately
equal to the deposit thickness reduced by the particle radius.

MD = FD

(︃
th −

dp
2

)︃
(2.51)

• weight: the weight torque is the one computed with the assumption of a uniformly
loaded cantilever beam, so

Mp = πρpg
dpt

2
h

24
(L− y) (2.52)

• capillary and Van de Waals: these forces are considered perpendicular to the surface
and applied to the center of the meniscus bridge. The arm should therefore be equal
to the radius of the ring, but, to avoid further uncertainties, the particle radius was
used:

MV dW = FV dW
dp
2

(2.53)

Mcap = Fcap
dp
2

(2.54)

Deposit characteristics Besides those already exposed, two additional points should
be considered to increase the reliability of the results: the deposit thickness and the deposit
roughness. The former is related to the torques since it represents the arm of the forces,
whereas the latter only influences the drag force. In particular, it is well recognized that a
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rough surface involves high shear stresses, then high shear velocity gradients (Moody 1944).
This, in turn, affects the drag force and then the drag torque. Since the latter effect is hard
to estimate with a simple model, specific computational fluid dynamics (CFD) results have
been exploited in this respect.

Deposit thickness As just explained, to compute the torques, the calculation of the
deposit thickness is needed. Specifically, a critical thickness value defined as the thickness
to which the detachment occurs was determined. To assess the reliability of the theoretical
critical thickness, it was compared with an approximation of this quantity estimated by the
results obtained by Suman et al. (2021-22). In their work, the accumulated ARD mass on
the target was measured over time. From this information, the calculation of the thickness
in time using the uniform deposit assumption is straightforward. Let us consider the mass
evolution for the test with the normal impact of particles. Here, the target was oriented to
guarantee a mean orthogonal impact of the particles. The measurements show that the peak
value of the mass at which the detachment occurs is 3.9 × 10−5 kg, and it takes place after
eleven hours of exposure. With the assumption of uniform deposit, the mass at a specific
time can be defined as

mp = ρp Vp nx ny nz νf (2.55)

where nx, ny, nz, and νf are the number of particles in the x, y, and z directions and the
void fraction, respectively. These quantities are defined as

nx = ny =
L

dp
(2.56)

nz =
th
dp

(2.57)

νf =
real deposit volume

deposit volume without void parts
. (2.58)

The thickness height value can be then expressed as

th =
6mp

π νf ρp L2
. (2.59)

Deposit induced roughness The common way to model roughness in CFD simula-
tions is by using the well-known equivalent sand-grain roughness height (ks), which is the
size of uniformly packed sand-grains tested by Nikuradse (1933) and utilized by Schlichting
(1937). The magnitude of ks represents the size of sand grains which give the same skin
friction coefficients of the roughness being evaluated. Considering the characteristic dimen-
sions of the particles responsible for fouling (Suman et al. 2017) and the effects induced by
the deposition of particles, it appears necessary to consider the effect of the local variation
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of roughness in the estimation of losses. In the literature, several correlations are proposed
(Bons 2010) to compute the ks value given a set of statistics. Most of them are suitable
for machined surfaces but not for fouled ones, mainly because the latter are difficult to be
described by the standard statistics (Bons 2010). For this reason, a study was conducted in
order to find the existing correlation that best defines the surface of interest of this work.
To do so, the reference relation considered is the following one:

Statistics→ ks → ∆p (2.60)

where ∆p is the losses induced by the rough wall. The first step of the study was to
verify that the roughness model implemented in the software used is suited to model the
phenomenon under investigation (ks → ∆p). This was done by reproducing the experimen-
tal test conducted by Schultz & Flack (2013). After that, the experiments of Bons et al.
(2008) was numerically reproduced to find the best correlation that describes fouled surfaces
(Statistics → ks). In their work, they reported the surface statistics of fouled surfaces and
the corresponding skin friction coefficient. These two steps are explained below:

• Validation of the ks law : Referring to Eq. 2.60, in this section the relationship between
the ks and the ∆p induced by skin friction is analyzed in order to test the reliability of
the modelization employed in the open-source software used. Schultz & Flack (2013)
and Flack et al. (2020) conducted experimental tests with water on smooth and rough
surfaces respectively in the high Reynolds number turbulent channel flow facility at the
United States Naval Academy. The facility has a rectangular test section of 25mm in
height (Hts) and 200mm in width (Wts), equipped with nine pressure taps that allow
measuring the streamwise pressure gradient. The achievable bulk mean velocity in the
test section ranges from 0.4-11.0m/s with a corresponding Reynolds number based on
the channel height and the bulk mean velocity (Eq. 2.61) between 10 000-30 000.

Rem =
vmHts

νK
(2.61)

Table 2.2: Experimental test conditions from LDV measurements

Rem vm [ms−1] vcl [ms−1] uτ [ms−1] V iscous length
(νK/uτ ) [µm]

39 800 1.48 1.69 0.075 12.50
84 300 3.13 3.48 0.145 6.47
188 900 6.99 7.73 0.300 3.13
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Through the experimental test, they derived ks from the pressure drop measured along
the test section as described next. For each test, velocity measurements were carried
out using a two-component laser Doppler velocimetry (LDV) whose use and description
is reported in Schultz & Flack (2007). The speed components measured with LDV are
indicated in the Tab. 2.2. Roughness-covered plates form the top and the bottom walls
of the test channel starting from 60H (where H here represents the channel height)
from the inlet section. The wall shear stress is calculated as reported in Eq. 2.62 with
the pressure drop measured between 90H and 110H downstream from the inlet.

τw = −H
2

dp

dx
(2.62)

Typically, τw is found in the definition of the skin-friction coefficient Cf :

Cf =
τw

1
2
ρv2m

= 2
(︂ uτ
vm

)︂2
(2.63)

The rough surfaces tested by Flack et al. Flack et al. (2020) were generated mathe-
matically in MATLAB using a circular Fast Fourier Transform and so, they had known
surface statistics from which to derive roughness parameters. Then, these surfaces were
reproduced using a high-resolution 3D printer. For other details, the reader is referred
to the aforementioned paper. Seven different rough surfaces were tested for the entire
allowable range of Rem then, the roughness function is computed following Granville’s
method (Granville 1987):

∆u+ =

√︄
2

CfS
−

√︄
2

CfR
(2.64)

where CfS and CfR are the skin-friction coefficients in the smooth and rough case
respectively, at the same Rem(Cf )1/2 or Reτ . From the roughness function, ks can be
determined from the following equation:

∆u+ =
1

κA
ln k+s + A−B (2.65)

where κA = 0.40 is the von Kármán constant, B = 5.0 is the log-law intercept for
a smooth wall, and A = 8.5 is the intercept for a uniform sand-grain surface. In
the end, the authors concluded that the root mean square of the roughness height
(krms =

√︂
(1/N)

∑︁N
i=1 z

2
i ) and the skewness (Sk = (1/N)

∑︁N
i=1 z

3
i /[(1/N)

∑︁N
i=1 z

2
i ]

3/2)
are the roughness parameters that best predict the value of ks, then proposing the
following correlation:

ks = 4.43krms(1 + Sk)1.37. (2.66)

It is interest of this work to predict reliably the pressure losses induced by skin friction
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Figure 2.19: Flow validation of Schultz & Flack (2013) at 90H downstream from the inlet of the
test section for Rem = 84300.

imposing the ks value on rough walls. For this purpose, CFD simulations of the
experimental test described above are carried out with the OpenFOAM-v2006 software.
The flow validation of the Schultz and Flack’s test section with smooth walls Schultz
& Flack (2013) is reported in Fig. 2.19. This chart shows the experimental velocity
profile along with the height of the test section at 90 Hts downstream from the inlet
compared with the results of the simulations for the smooth case with a Rem = 84300.

Two of the seven surfaces tested experimentally by Flack et al. (2020) were numerically
reproduced and simulated, with respectively low and high ks value, in addition to
the smooth one for three different Rem. The statistics of each rough surface tested
(R.S.) are reported in Tab.2.3. Among the available experimental data, skin-friction
coefficients are known, and, reworking the equations 2.62 and 2.63, it is possible to
relate the pressure gradients with the friction velocity obtaining the Eq. 2.67:

d
(︁
p
ρ

)︁
dx

= 2
uτ

2

Hts

(2.67)

The results obtained in terms of pressure gradient from the simulations between 90Hts

Table 2.3: Statistics of the simulated rough surfaces tested by Flack et al. (2020)

R.S. ks [µm] krms [µm] ka [µm] kt [µm] Sk Fl ES
1 65 44.9 36.0 397 -0.07 2.95 0.19
5 245 87.7 71.5 681 0.35 3.05 0.37
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Figure 2.20: Pressure gradient between 90H and 110H downstream from the inlet for surfaces
with different roughness: experimental data compared with simulation results

and 110Hts down from the inlet for three different Reynolds numbers are summarized in
Fig. 2.20. Pressure gradient predictions are in good agreement with the corresponding
experimental data. The relative errors for both smooth and rough cases do not ex-
ceed 12% and the greater values are found for the lowest Reynolds number simulated.
Overall, the higher the velocity, the smaller the error.

• Derivation of ks from roughness : As discussed in the previous section, the equivalent
sand-grain roughness height is widely used to model the viscosity effect near walls. To
estimate the appropriate value of this height, several approaches can be found in the
literature. The first method consists of deriving the value of ks from the statistics of
surface roughness applied to empirical correlations: parameters like the centerline av-
erage roughness height (Ra) or the peak-to-trough roughness height (Rt) are the most
frequently used. Bons (2010), for example, reported the most widespread empirical
roughness correlations to derive ks from roughness statistics for gas turbines. How-
ever, the value attributed to ks when it is derived from surface roughness statistics is
not often representative of the updated skin-friction that arises from a modification
of the roughness due to particles deposition, especially for irregular, three-dimensional
distributed surface roughness. A second method to estimate the ks, introduced by
Sigal & Danberg (1990), foresees to take into consideration the topology of the ana-
lyzed surface through a roughness parameter Λs. Their approach consists of considering
uniformly-sized and uniformly-shaped "two-dimensional" roughness elements spread in
a uniform pattern over a test surface. Afterward, Van Rij et al. (2002), extended the
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Figure 2.21: Comparison between experimental data and predictions of Cf with literature models:
Sigal & Danberg (1990), Van Rij et al. (2002), Bons (2002), Flack & Schultz (2010).

validity of this approach for three-dimensional, non-uniform, randomly placed rough-
ness reworking the formulation of Λs. The resulting formulation assumes the following
form:

Λs =
(︂Sref
Sf

)︂(︂Sf
Ss

)︂−1.6

(2.68)

where Sref is the reference area, Sf is the total frontal area and Ss is the total wetted
surface area. To reasonably predict ks, experimental data of pressure drop related
to surface roughness are needed. Bons et al. (2008) obtained the skin friction coeffi-
cients by performing tests at the open-loop wind tunnel located at Wright-Patterson
AFB with smooth and rough surfaces. The wind tunnel and the test procedure are
well described by the authors in Bons (2002), Bons et al. (2008). The test case was
numerically reproduced and simulations for the rough case were carried out using dif-

Figure 2.22: Roughness parameters calculation strategy.
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ferent ks values derived from some of the most widespread models in the literature. In
particular, the considered models are the ones provided by the following authors: (i)
Sigal & Danberg (1990) derived ks from roughness parameter Λs, (ii) Van Rij et al.
(2002) proposed a modified formulation for Λs, (iii) Bons (2002) predicted ks through
the root-mean-square deviation of surface slope angles and (iv) Flack & Schultz (2010)
used roughness statistics (krms, Sk). Subsequently, in order to understand which of
them preaches ks value closest to the experimental conditions, skin-friction coefficients
obtained from the simulations are compared with the experimental one. The results
are summarized in Fig. 2.21. As can be seen, all the considered models give com-
parable results with the experimental ones, however the authors opted for the closest
prediction of Cf which is obtained using the approach proposed by Van Rij et al.
(2002). The relative error is about 2.1%. Referring to Fig. 2.22, Ss is calculated as
the sum of each quadrilateral surface facing the flow direction (

∑︁N
k=1Ascell_k

), and Sf
is calculated as the sum of each surface square projected onto a plane perpendicular
to the flow direction (

∑︁N
k=1Afcell_k

).

Comparison Between the Detachment Model and the Experimental Results

In this paragraph, the main results obtained in this study are reported. Firstly, an analysis
of the time-varying roughness of the fouled surface is exposed. Then, the outcomes obtained
were used as boundary conditions for the CFD analysis to get the drag effects on the rough
wall.

As stated before, a correct value of ks is paramount to quantify the real drag effects on the
deposit. The Van Rij correlation was chosen in this track to find the ks from the roughness
statistics. The latter were obtained by analyzing the surface topological feature of the target
after deposition by using a Talysurf CCI-Lite non-contact 3D profilometer (Taylor-Hobson,
Leicester, UK). Such an instrument, which is a Coherence Correlation Interferometry (CCI),
measures the surface features thanks to interference. The vertical resolution (i.e., the ability
of the instrument to resolve a surface profile along the z-axis) of the Talysurf CCI-Lite non-
contact 3D profilometer is 0.01 nm, while the lateral resolution (i.e., one-half the spatial
period for which the instrument response falls to 50%) is dependent on the objective Casari
et al. (2022). Since the instrument’s resolution is considerably smaller than the diameters of
the particles considered in the present work, it does not influence the roughness measurement
or the reported results. More details about these measurement techniques are reported in
Casari et al. (2022).

Not all the target area was scanned, but only its central part of dimension 1mm x 1mm.
In particular, this area is representative of the entire surface for both the clean and the
heavy fouled conditions Suman et al. (2021-3, 2022), but not for the mild fouled ones. The
latter presents a highly non-uniform roughness distribution, and to overcome this problem,
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Figure 2.23: Roughness acquisition in mm for a) initial deposition, b) mid deposition, and c) high
deposition

a set of 10 areas (each 1mm x 1mm) was randomly chosen and scanned to ensure statistical
reliability. The acquisitions, reported in Fig. 2.23 were carried out for three specific instants:

• first deposition: the first few particles start to adhere to the surface (Fig. 2.23a));

• mid deposition: the target surface is completely covered by the deposit (Fig. 2.23b))
but the layers formed are not yet compact;

Figure 2.24: ks evolution over time for the fouled target surface.

70



2.2. Particle-Wall Interaction

• high deposition: just a few moments before the detachment take place (Fig. 2.23c)).
Uniform and compact layers are formed. Further particles deposition starts to generate
surface irregularities.

The Van Rij correlation was directly applied to the acquired data, leading to the roughness
history depicted in Fig. 2.24. As can be seen, the trend of the ks overtime starts with a
low value, correspondent to a clean, valley-dominated surface typical of the machine-tool
operation or millwork, and reaches its maximum when deposition starts, as shown by the
detections reported in Suman et al. (2021-23) and then drop to an intermediate value. The
latter is most likely guided by a valley-filling process that tends to level out and smooth
the surface. In this case, the size and the morphology of the particles dominate the surface
roughness.

Clearly, the trend reported in Fig. 2.24 is only one of the possible ways in which the ks
results can be connected. The red line that connects the first and the mid deposition ks values
could be enormously different from the one sketched. For example, all the valleys composing
the clean surface may be subjected to the valley-filling phenomenon when deposition starts.
This, in turn, would lead to a ks smaller than the one for the initial surface, then to a
different trend (see the green line in Fig. 2.24). Nevertheless, since the detachment analysis
was based on the three calculated ks, a different trend does not affect the results and the
conclusions of the present study.

The reported roughness history was used as boundary conditions for the CFD simulations.
In particular, the three values of ks were imposed at the target wall. This directly affects
the boundary layer of the fluid flow and impacts the drag friction of the surface. Once the
simulations reached convergence, the target’s local values were stored and used offline to
analyze the detachment. Specifically, the local values of τwall (for the uτ calculation), p and
T (for the local RH calculation), were gathered. These were entered in the formulas exposed
earlier to compute the torques acting on the target wall.

To robustly test the model exposed, two different particle impact directions were studied:
normal and tangential, which correspond to a target wall exposed at 90° and 40° with respect
to the duct axis, respectively. For what concerns the normal impact, the results of this
analysis are reported in Fig. 2.25, where the total adhesive (grey plane) and detachment
(red circles) torques are depicted. The results are obtained using the three deposit thicknesses
corresponding to the three ks values computed. At this point, two primary considerations
can be made:

• since uniform deposit distribution was assumed, shear stresses (τwall) higher than the
real ones were found at the target left and right extremities. The real shape of the
deposit in these areas would be smoother and rounded, leading to smaller torques arms,
then lower torques magnitude. This is due to the boundary effects that are difficult to
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be reproduced (e.g., the fillet of the target edges due to the manufacturing process).

• as the thickness increases, the detachment torques increase more at the lower part of
the target due to the deposit weight. This is because the particles piles at the lower
extremity have to sustain the whole deposit.

As discussed in Sec.2.2.3, in the experimental tests, a deposited mass equal to 3.9× 10−5 kg

was found as the peak value just before the detachment. Entering this value in Eq. 2.55,
considering a unitary void fraction coefficient, a critical thickness of 6.89 × 10−5m was
obtained, which is close to that estimated by using the model proposed in the present study,
which is 6.95 × 10−5m. This means that, with the strategy here exposed, the thickness at
which the detachment occurs can be accurately predicted, considering the approximation of
the void fraction of the deposited layer.

In addition to that, the detachment area was studied. The results are depicted in Fig.
2.26. As can be seen, the lower target edge is the zone where the detachment torques
overcome the adhesion ones. This means that the removal is likely to take place in this
region. The outcome was compared to the experimental observations (reported in Fig. 2.26),
and a good agreement was observed on what concerns the area where detachment occurs.
As noted, the first detachment was detected in the same area predicted by the model. This
means that in addition to the critical thickness, the region where the detachment occurs can
also be adequately expected by the current approach.

To test the limits of the process proposed here, the tangential particle impact was also
tested. In this track, the target was rotated to set an angle of 40° with respect to the duct
axis. Now, the hypothesis of the uniform deposit distribution becomes inappropriate. This
has led the authors to the assumption of a triangular deposit distribution as sketched in Fig.
2.27. This assumption was done in accordance with the experimental results, in which rather
than a uniform distribution a sort of triangular one takes place. In the figure are reported
the two quantities that the algorithm needs to be executed, the maximum (thmax) and the
minimum (thmin) thickness.

As was done for the normal impact, CFD simulations were carried out for this configu-
ration to get the local values of the thermo-fluid-dynamics quantities. The same algorithm
reported earlier was then used, which led to the results reported in Fig. 2.28 with a thmax
equals 1.5× 10−4m and a thmin equals 0m.

As can be seen, the detachment zone experimentally observed is different when the impact
angle becomes tangential. Nonetheless, a good agreement can be recognized between the
model and the experimental results. In particular, the wall part most likely subjected to the
deposit detachment is the one most exposed to the air flux, thus the one closer to the inlet
section. The shear stresses here are higher than in the rest of the target, which is the main
reason for the rise of the detachment torques. Furthermore, it can be noted that also the
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Figure 2.25: Adhesion (grey) and detachment (red circles) torques at the target surface, at
different values of deposit thickness and roughness.

deposit weight contributes to the detachment (as the y coordinate drops, the detachment
moment rises), but in a less pronounced way.

Despite the promising results regarding predicting the detachment area, the model does
not perform well in estimating the critical thickness. This was approximated in the same
manner as for the uniform deposit distribution but considering the new triangular shape. In
this track, a critical thickness equal to 5.5×10−5m was found experimentally, whereas a value
of 1.5 × 10−4m results from the model. These outcomes conclude that the reported model
performs well when normal particle impact occurs and performs less well when tangential
impacts occur.

To increase the usefulness, a summary of the critical thickness prediction against the
experimentally estimated one is reported in Fig. 2.29. Here, an experimental error was
added in terms of deposit void fraction. Specifically, the void fraction, which for spherical
particles is approximately equaled to π/6 (µνf ), was varied with a standard deviation (σνf )
of ±0.1, to account for the non-sphericity of the particulate.
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Figure 2.26: Comparison between the predicted and the experimentally observed detachment area
for the normal particles impact.

Deposit-Flow Field Interaction Model

The effects of the deposit on the flow field were accounted for by means of roughness variation.
For this purpose, the microscale strategy proposed by Casari, Pinelli & Suman (2018a) was
used. If the incoming particle sticks, as decided by the deposition model described in the
previous section, then it contributes to the local roughness variation. First of all, a collection
of the deposit on the boundary face is done by creating a 2D subgrid on the impact surface.

Figure 2.27: Sketch of the triangular deposit imposed at the target.
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Figure 2.28: Comparison between the predicted and the experimentally observed detachment area
for the tangential particles impact

This subgrid is generated by using the transfinite interpolation algorithm (Casari, Pinelli &
Suman 2018a). After that, the tracking algorithm locates the particle impact point inside
one facet of the so-generated subgrid. The deposit is hence accumulated in every impact
boundary face in the form of a histogram distribution as sketched in Fig. 2.30. The height of
each column of the histogram is computed by summing up the diameters of all the particles
that are stuck in the corresponding facet of the subgrid.

Figure 2.29: Comparison between the predicted critical thickness and the experimentally esti-
mated one for uniform and triangular deposit distribution.
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When the last particle is tracked through the domain, a pattern similar to the one
reported in Fig. 2.30 will be present in every boundary face in which deposition occurred.
For each pattern, a specific set of statistics is calculated in order to compute the local
ks value. In order to test the reliability of the method, the experimental tests conducted
by Döring et al. (2017b) was numerically reproduced. The proposed strategy follows the
process reported in Fig. 2.31. Starting from a smooth wall (ks=0), a steady-state CFD
simulation with no particle injection is performed. Once the flow field is solved, particles are
seeded into the domain and tracked through it. Every time a particle impacts a surface, a
deposition model decides if it sticks or rebounds. Once the last particle has been computed,
the microscale model proposed by Casari, Pinelli & Suman (2018a) is used to calculate the
ks value for each mesh face in which deposition occurred, in order to obtain a non-uniform
roughness distribution along the wall surface. After that, the ks distribution is updated, and
the steady-state CFD runs again with the modified roughness as a new boundary condition.
This implies a stepwise variation of the flow field consequent to a nonuniform deposit-induced
roughness distribution.

The performance deterioration of the cascade due to contaminant adhesion was assessed
by using the static pressure rise coefficient

ψP =
|∆p1→2|
q1

(2.69)

where ∆p1→2 is the static pressure rise, and q1 is the inflow dynamic head. Specifically, its

Figure 2.30: Schematic of the histogram created on the fouled mesh face (b) starting from the
deposit distribution on the subgrid (a).
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Figure 2.31: Outline of the procedure for the proposed strategy

relative variation from the clean (ψ0) to the fouled (ψF ) condition was used

∆ψP
ψ0

=
ψF − ψ0

ψ0

. (2.70)

The simulations were carried out by injecting subsequent batches of mp,i=2 g of contami-
nants. Every injection involves a loop of the procedure reported in Fig. 2.31. The resulting
static pressure rise coefficient with increasing injected contaminant is reported in Fig. 2.32.
Also, the experimental values with the respective uncertainties are depicted.

In both numerical and experimental results, the deterioration curve tends to approach
an asymptotic value with the increase in the mass injected. This represents the typical
behavior of the performance degradation in real engines (Vulpio et al. 2021-22). Starting
from the clean conditions, a drastic reduction of performance is experienced at the beginning
of the deposition process. As the deposition proceeds, the magnitude of the reduction in
performance tends to diminish, leading to a sort of asymptotic behavior. This result was
also encountered in the work of Melino et al. (2010), where a study of engine degradation by
means of a lumped-parameter approach has been conducted. This phenomenon may depend
on the distribution of the deposited mass. Specifically, when the contaminants start to
adhere, a sparse deposit distribution occurs. This, as concluded in the comparison between
the deposit areas and the ks distribution, lead to a highly rough surface. On the other hand,
as the deposition grows, the phenomenon of valley filling takes place. In other words, more
uniform and compact deposit layers are formed, leading to a less rough surface.

For what concerns the magnitude of the effects, it can be observed that the prediction
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Figure 2.32: Performance deterioration results.

Figure 2.33: Normalized performance deterioration results.

error between numerical and experimental results increases with the increase in the injected
mass of contaminant. There are many causes that could be the source of this mismatching.
An example is the occurrence of micro-detachments during the deposit accretion as reported
by Suman et al. (2021-22). This phenomenon is difficult to be predicted, and no specific
modeling techniques are present in the literature. This source of error can be amplified if
the different sensitivity to fouling of the pressure side and the suction side is considered. It
is well-known that for axial flow compressors, the suction side of the vane is more sensitive
to particle deposition Morini et al. (2011), Aldi et al. (2013). In this track, if a micro-
detachment occurs in this area, the effects can be significant in real operations, but not
detected by the deposition/detachment model. Besides the micro-detachment, it is of main
importance that with the increase of the deposited layer, the effects of the thickness variations
become relevant. Since only deposit-induced roughness is modeled here, these effects are not
taken into account.

From the exposed results, it can be concluded that the strategy proposed is able to catch
the physics underlying the phenomenon of deposition-induced deterioration, since the overall
trend is quite well predicted. This can be appreciated in Fig. 2.33, where the quantities
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are normalized with their maximum values. Concerning the magnitude of the effects, the
approach proposed in this work is more suitable to predict the deterioration in its initial
phases. This is mainly because the effects of the thickness variation become important with
the increase in the size of the deposited layers.

It is worth highlighting that with the methodology reported in the present work, the
effects of the deposit on the fluid flow can be predicted without a moving grid technique.
Furthermore, every time the flow is updated because of the modified roughness (ks), the
deposition pattern varies as a consequence, leading to more realistic results.

2.3 Conclusions and Remarks

In this chapter, an innovative procedure for explaining particle deposit and detachment
has been introduced. Firstly, the phenomenon was observed by using an ad-hoc test rig.
Then, all the forces that hypothetically act on the deposit were defined and modeled. After
that, the theoretical results were tested against the experimental ones. Good agreement
was found between theoretical and empirical events. This prompted the Authors to convert
the analysis into an innovative theoretical procedure having the main purpose of predicting
particle deposit detachment area and its critical thickness. The proposed strategy has to be
intended as the first step towards a tool for predicting the deposit detachment both in terms
of area interested and critical thickness.

In the second part of the chapter, the deposition/detachment model proposed has been
used to predict the effects of particle deposition on turbomachinery. In particular, deposit-
induced roughness was considered the main cause of performance degradation. A preliminary
study of the existing ks correlations was conducted in order to find the one that best describes
fouled surfaces. Here, the relation proposed by van Rij results in the best among the ones
analyzed. The whole strategy was then used to replicate an experimental compressor fouling
test, in order to assess the reliability of the approach. In the first instance, the deposit areas
predicted by the model were compared with the experimental ones. A good agreement was
found for what concerns the pressure side of the vane. On the other hand, the suction side
deposition was found to be not optimally predicated. Finally, the performance reduction in
terms of the static pressure rise coefficient was evaluated. The results obtained lead to the
following observations:

• the overall trend of the degradation is well caught by the modelization. Both experi-
mental and numerical deterioration curve tends to approach an asymptotic value with
the increase in the mass injected;

• the prediction discrepancy between experimental and numerical results tends to in-
crease with the increase of the injected mass of contaminants.
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The strategy here proposed can be considered as the first step towards a general methodology
to quantify the effects of particle deposition in turbomachinery.
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Chapter 3

Turbine Section: Design for Fouling

In this chapter, the first step toward a design of an HPT section in order to make it less
sensitive to the fouling problem is presented. This branch of research has been called Design
for Fouling (DfF). For this purpose, several machine learning techniques were used to obtain
new design guidelines. The main outcome of the whole study is a map, that outlines the
best design parameters combination to generate a geometry less sensitive to degradation.
Moreover, the impact of the inflow uncertainty conditions on deposition in an HPT vane
was analyzed to be certain that a deterministic design optimization is sufficient to face the
DfF.

3.1 Towards a Machine Learning Based DfF of an Axial

Turbine Vane

In today’s competitive environment, the turbomachinery design phase needs to be not only
efficient but also fast and with low costs. This concept is especially valid in the aeronautical
industry, where the complexity of the shapes and the need for computational fluid dynamics
(CFD) simulations lead the design process to a difficult level to be undertaken with classic
methods (Li & Zheng 2017). For this purpose, nowadays the design process often includes
an optimization procedure. Specifically, the shape optimization of aeronautical gas turbine
(GT) blades plays a critical role, due to the complex multi-physics phenomena which occur
in this component and its crucial importance in the machine operation. Despite the huge
amount of work that has been undertaken on the aerodynamic shape optimization problem
during the last three decades, no specific algorithm has appeared to be really adequate for
all problems related to GT operating conditions, or at least for a very wide range of them
(Peter & Marcelet 2008).

One of the first works that tried to solve this issue was conducted in 1974 by Hicks et al.
(1974). They proposed a procedure for the optimum design of aerodynamic shape using the
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method of feasible directions, using the finite difference method for computing the gradient.
The study was extended in 1978 to a three-dimensional problem, coupling a numerical op-
timization program with an aerodynamic solver (Hicks & Henne 1978). As pointed out by
these studies, aerodynamic shape optimization is often performed with a large number of
geometric variables. This renders the computation of the gradient using a finite difference
method prohibitive. This issue was partially solved in the late 80s by the development of the
so-called adjoint method (Martins & Hwang 2013), which is less expensive than the finite
difference one. Nowadays this technique is still studied, with the purpose of combining it
with other approaches and finding the best platform with the lowest computational cost.
The main efforts related to the above-mentioned optimization methods are directly linked
to gradient computation. To overcome this issue, so-called heuristic optimization methods
were developed in the late 80s and the beginning of the 90s. These avoid the calculation of
the gradient conducting the optimization with a form of stochastic search. The most famous
and used heuristic approach is the genetic algorithm (Goldberg 1989). All the attempts to
find the best technique for the aerodynamic design had to face the bottleneck of the huge
computational cost of the numerous design evaluations (i.e. CFD simulations) requested by
the algorithm used. Nowadays, this problem remains a research topic. To find a solution,
starting from the early 90s, many authors substituted some of the exact evaluations (deriving
from CFD simulations) with approximated ones, derived by a procedure of response approx-
imation called metamodel or surrogate model. One of the first attempts to implement these
approximation methods was explained in the work of (Booker et al. 1998), which reported a
simplified but rigorous optimization framework for a helicopter rotor blade, considering only
geometric constraints. Aerodynamic applications of this method were studied in the mid-90s
(Sun 2011, Giunta et al. 1994), generating the response surfaces with second-order polynomi-
als. Specifically, Giunta & Watson (1998) applied the technique to an optimization process of
High-Speed Civil Transport aircraft. In their work, they encountered convergence difficulties
due to the numerical noise in the aerodynamic computational calculations. Since the 2000s,
the response surface methodology has become the main tool for aerodynamic optimization
procedures, due to the increasing number of design variables considered in the design phase
to describe increasingly complex shapes. This has led the CFD simulation cost to a critical
level. The complexity of the phenomena that take place in an aircraft engine, forced the
designers to focus their efforts to find new surrogate techniques able to capture the complex
physics with lower computational costs. For example, Rai & Madavan (2000) incorporates
traditional polynomial-based response surfaces and neural networks for the optimization of
a gas turbine airfoil. They developed a strategy that has the capability of neural networks to
maintain the economy of low-order polynomials. Representative and exhaustive comparisons
among all of them were reported in the studies of Giunta et al. (1994) and Jin et al. (2001).
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Despite the vast number of papers that have addressed approximation methods, there is no
univocal approach for aerodynamic design in the aircraft industry (Yondo et al. 2018). The
latter consideration forced the authors to focus on the study of optimization procedures that
are of general application purpose. Nevertheless, optimization processes still strongly relate
to the specific problem.

In this work, an innovative open-source automatic tool-chain for a 2D surrogate-based
optimization applied to an aircraft engine was studied. The open-source software constitut-
ing the tool-chain are OpenFOAM for the CFD analysis, Dakota for the surrogate model,
and Salome for the geometry update and mesh generation (https://github.com/rFriso/
Geometry_and_mesh.git). The specific problem considered by the authors is the critical
effects the particulate ingestion of volcanic ash have on the high-pressure turbine (HPT)
vane of the GT, namely turbine degradation. Turbine degradation can be traced back to
two main causes: the erosion of the blade/vane surface and deposition of contaminants (Igie
et al. 2014, Granovskiy et al. 2013). The main consequences of these detrimental condi-
tions are the reduction in engine lifetime and machine performance. There are several works
focused on capturing the particles’ behavior in GTs. Among them, Suman et al. (2017)
assessed and compared over seventy experimental tests, identifying qualitative thresholds
for further development of sticking models. Concerning the effects of deposition and erosion
in gas turbines, the works of Kurz & Brun (2000) and Hamed et al. (2006) reported all the
major problems related to these detrimental issues. Please refer to these works for further
insights. In the present study, the EBFOG in-house model and the Tabakoff model (both
implemented in OpenFOAM) (Casari, Pinelli, Suman, di Mare & Montomoli 2018, Tabakoff
& Malak 1987) were used to replicate the particle deposit and erosion respectively on the
HPT vane (https://github.com/rFriso/EBFOG.git).

In this scenario, the need for adequate guidelines about design against deterioration
conditions is getting stronger. The detrimental effects of degradation on the aeronauti-
cal engines, forced Rolls Royce to undertake the study of conditions considered safe-to-fly
(Clarkson et al. 2016), developing a safety map currently used in the aeronautical sector.
The preliminary optimization results of the problem mentioned above were reported in Friso
et al. (2019), where a neural network surrogate model was used. This paper aims to take a
step forward. Firstly, a sensitivity analysis on that surrogate for a reduction of the problem
dimensions has been performed. For this purpose, statistical instruments such as analysis of
variance (ANOVA) and self-organizing map (SOM) were used. This analysis is fundamental
since each objective function evaluation is computationally expensive, due to the complexity
of the modelled phenomenon, and a reduction of design parameters leads to a significant
drop in computational time. The sensitivity analysis results are then used for a critical
investigation of the response surface. This includes the study of the metamodel, pointing
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Figure 3.1: Open-source software toolchain and direct design optimization process employed in
this work

out parameter combinations that lead to the best nozzle performance. The sensitivity and
stability of the surrogate will be then evaluated, highlighting the most critical and influen-
tial factors. The main outcome of the whole study is a map, that outlines the best design
parameters combination to generate a geometry less sensitive to degradation.

3.1.1 Design optimization platform

Aerodynamic design optimization methods can be split into inverse and direct methods.
Different authors use different definitions for these terms (Wilson & Korakianitis 2014).
For the scope of this paper, the inverse design is characterized by specifying a pressure
distribution to develop a profile shape by iterative modifications of the vane shape, whereas
direct design is the method where the shape is optimized based on secondary aerodynamic
properties like aerodynamic losses (Li & Zheng 2017). In the optimization platform developed
by Friso et al. (2019) the direct approach was used, thanks to its lower computational cost
involving a lower number of flow calculations. The open-source software tool-chain and the
direct design optimization process considered in Friso et al. (2019) and analyzed in this
work are shown in Fig. 3.1. The figure reports the entire optimization platform with the
three open-source software used: Dakota-v6.4.0 for the design of experiment (DOE) and
surrogate-based optimization (SBO), Salome-v8.4.0 for the generation of vane geometry and
computational grid, and OpenFOAM-v3.0.1 for the flow field calculations (CFD simulations).
The steps that compose the algorithm platform is reported and explained below:

1. DOE: In this step, all the input vectors x* (composed by the shape parameters which
will be used for the simulations) are chosen. This is a crucial step since a large sample
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size involves a large number of simulations and so large computation time. On the other
hand, a small sample size reflects in an underrating of the whole space of geometric
configurations, and so poor accuracy. In order to reduce the sample size maintaining
a reasonable accuracy, the Latin hypercube sampling (LHS) method as proposed by
Helton et al. (2006) was used.

2. Geometry generation: Each point sampled in the previous step represents a geometry,
and therefore for each point, a 2D parameterized vane shape is generated. For this
purpose, the class shape function transform (CST) method in the version proposed by
Cicic et al. (2002) was used.

3. Mesh generation: Once the 2D fluid domain was generated, the discretization process
takes place. In order to guarantee the best results as possible, an automatic mesh
generation algorithm is developed using the Salome library. This grid generator allows
for geometric variations of the vane shape maintaining good mesh quality metrics.
This feature is of primary importance since the vane shape is subjected to geometric
variations due either to the optimization process and the deposition/erosion due to the
particles.

4. CFD simulation: In this step, the flow field and particle injection effects are analyzed.
This is the actual bottleneck of the entire process. When the convergence of the
numerical simulation is reached, an automatic post-process is conducted in order to
extract the objective function value (Λ).

5. After the calculation of the objective function, Dakota processes the data, identifying
what the optimal point may be. Such point may or may not correspond to one of the
given set of parameters. When the optimal combination is found, this step gives the
best geometry for the given problem (xopt).

Test case description

Overview of the problem The test case considered as a specific problem for the opti-
mization purpose is the effects of particulate ingestion of contaminants by an aircraft engine.
Aeronautical GTs are often forced to operate in harsh operating conditions due to the con-
taminants present in the working fluid (atmospheric air) and in the fuel, (Suman et al. 2017,
Ogiriki et al. 2015). In these critical circumstances, the gas turbine components experi-
ence different forms of degradation, that often lead to off-design behaviours (Casari, Pinelli,
Suman, di Mare & Montomoli 2018) or their premature failure (Ogiriki et al. 2015). Some of
the principal causes of degradation include fouling, erosion, damage, and abrasion (Ogiriki
et al. 2015, Lanzillotta et al. 2017), due to the ingestion of contaminants. The removal of all
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kinds of impurities without affecting the performance of the turbomachinery (pressure drop,
an overall increase in engine weight) is difficult, mainly since even very small particles can
cause serious damage (Hamed & Kuhn 1995). These harmful degradation conditions can
manifest either in the compressor or turbine components. However, the main issues occur
in the hot section part, specifically in the high-pressure turbine (HPT) (Dunn 2012b). The
particle behaviour considered in this paper is only deposition.

Geometry The geometry definition and parameterization are the first steps of every shape
optimization problem. It consists of a description of the entire geometry by a finite number
of parameters. By modifying these parameters different geometries can be obtained. Many
parameterization methods are available in the literature for airfoils, like Ferguson Curves,
Hicks-Henne bump functions, B-Splines, PARSEC, and CST (Ceze et al. 2009). Several
attempts aimed to compare these methods have been done, each with different comparison
criteria (Sripawadkul et al. 2010). One of the most recent ones is the work done by Sripawad-
kul et al. (2010), where the most used parameterization methods are compared using five
parameters: parsimony, orthogonality, completeness, flawlessness, and intuitiveness. The
comparison shows that the most suitable approaches are the PARSEC and CST methods
for their completeness, which allows the parameterization to describe any airfoil, and or-
thogonality, which guarantees that each airfoil shape corresponds to a unique set of input
parameters. In this work, the CST method in the version proposed by Kulfan & Bussoletti
(2006) was chosen. This geometric representation has the advantage of directly controlling

Figure 3.2: The 5 CST parameters for the description of airfoil shape
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key engineering parameters, namely the leading edge radius (Rle), the boat-tail angle (βte),
maximum thickness and its location and trailing edge thickness (∆zte). Figure 3.2 shows
these five variables/parameters definition for a symmetric airfoil. Such method represents a
two-dimensional geometry by the product of a class function, C

(︁
x
c

)︁
, where c is the airfoil

chord, and a shape function, S(x) plus a term that characterizes the trailing edge thickness
(∆zte) and the TE position in the y-axis (yte):

y

c
= C

(︂x
c

)︂
S
(︂x
c

)︂
+
x

c

(︃
∆zte
c

+ yte

)︃
(3.1)

where the latter term (yte) is a modification to the version of Cicic et al. (2002) introduced
by the authors, and so not comprised in the original form. The class function is given in a
generic form by:

C
(︂x
c

)︂
=
(︂x
c

)︂N1
[︂
1− x

c

]︂N2

, 0 ≤ x

c
≤ 1 (3.2)

where The exponents N1 and N2 define the type of geometry to be represented. An airfoil
is represented by N1=1/2 and N2=1. The shape function, that acts as a scale function for
C
(︁
x
c

)︁
, is built with the following constraints:

S (0) =

√︃
2Rte

c
(3.3)

S (1) = tan (βte) +
∆zte
c

(3.4)

and defined on the basis of the Bernstein binomials, by the introduction of weight factors bi
as follows:

S
(︂x
c

)︂
=

n∑︂
i=0

[︃
biKi,n

(︂x
c

)︂i (︂
1− x

c

)︂n−i]︃
(3.5)

where Ki,n is the binomial function:

Ki,n =
n!

i! (n− i)!
(3.6)

For a 4th order binomial series as S(x), the influence factors for each binomial at each control
point were studied by Ceze et al. (2009). They found how much each weight influences the
overall geometry variations, concluding that only the first and the last ones have the 100%
of control respectively to the LE and the TE. All the other influence factors have definitely
lower impact than the two above mentioned. In this work, a 4th order polynomial was chosen
as the airfoil CST representation function. The LS89 vane nozzle of the VKI test case (Arts
& Lambert de Rouvroit 1992) was used as base geometry. Figure 3.3 depicts the weighted
Bernstein functions derived by the parameterization procedure in order to fit the baseline of
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Figure 3.3: 4th order shape functions for the LS89 fitting with CST parameterization method

the LS89. The name associated with each binomial is Bi, where the subscript indicates the
binomial order. The weights directly associated with each binomial for the baseline fitting
are:

b =

⎧⎨⎩bSS = [0.8, 1.8, 2, 3.3, 2.9]

bPS = [−0.17, 0.37, 0.5, 1.3, 1.4]
(3.7)

where the subscript ‘PS’ stands for the pressure side and the subscript ‘SS’ is for the suction
side. Another important characteristic of this parameterization method is related to the
ability to generate a 2D geometry with constant local curvature and slope-of-curvature (Ceze
et al. 2009), which is the fundamental conditions to avoid surface Mach number spikes
(Wilson & Korakianitis 2014). Since the principal vane zone affected by deterioration is the
pressure side (PS) Casari, Pinelli, Suman, di Mare & Montomoli (2018), this is the only area
of the geometry that will be changed for optimization. The bounds chosen for this purpose
correspond to a variation of ±20% for each parameter.

Mesh After the geometry generation, the computational mesh of the entire fluid domain
has to be created. For this purpose, Salome-v8.0.4 was used. Specifically, a python code
using the Salome library was developed for the creation of an automatic grid generator. The
purpose of this generator is the construction of a semi-structured mesh, which is completely
structured near the airfoil (with a user-specified thickness) and non-structured in the re-
maining fluid domain. The structured part of the mesh is of fundamental importance since
the EBFOG algorithm utilizes a mesh-morphing technique for taking into account the ge-
ometric variations due to the particle impacts. These variations are considered moving the
grid cells near the impact point outward (deposition) of the geometry. Another important
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Table 3.1: Boundary conditions for the flow field calculation

Quantity Value
Total pressure 15.23 bar
Total temperature 1708 K
Turbulence intensity 5%Inlet
Turbulent mixing length 0.004 m

Walls Temperature 1100 K
Isentropic Mach number 1.02Outlet
Pressure 7.766 bar

characteristic the mesh must have is related to particle tracking. The tracking algorithm
used by OpenFOAM consists of a tetrahedral decomposition of each cell, which in turn must
have the adequate topological shape that allows this decomposition. The coupling model is
an Eulerian-Lagrangian type, which computes each particle trajectory (Lagrangian) into the
fluid flow field (Eulerian).

Flow computation The numerical flow field analysis was conducted using the sonicFoam
solver from OpenFOAM-v3.0.1 set for compressible flow. For the turbulence modeling the
two-equations SST k-ω turbulence model was used, thanks to its robustness in the resolution
of the near-wall region. The boundary conditions (BCs) considered for each simulation is
reported in Table 3.1.

In the surrogate generation process, each CFD simulation starts with the initialization
of the flow field, in which no particles were seeded until the converged solution was reached.
When the latter condition was satisfied the particulate was injected from the inlet patch
of the domain. A total mass of 9x10−7 kg of ash particle has been injected, considering
a concentration of contaminant equals 250 mgash/m3

ash, that is well above the Safe-to-fly
limit(Clarkson et al. 2016). The amount of particulate injected is derived considering also
the One-way Lagrangian flow conditions coupling (Elghobashi 1994) in which the volumetric
fraction of contaminant at the inlet must be less than 1 ppm (part per million). The main
physical properties of the particles are the density (ρp = 3000 kg m−3) and the specific heat
capacity (cp = 800 J kg−1 K−1) which are used in Ghosal & Self (1995b) for ash particles.
As reported above, the analysis of the behaviour of the particles was carried out using a
Lagrangian tracking model with the integration of numerical modelling for the deposit and
erosion implemented in the CFD software by Casari, Pinelli, Suman, di Mare & Montomoli
(2018). They also take into account the heat transfer between the gas and the particles
using the Ranz-Marshall equation for the Nusselt number. The impact modelling between
the particles and the blade was built considering that a particle that does not stick to
the surface erodes it. The erosion of the deposit is not considered in the model used for
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Figure 3.4: Objective function for all the fouled and clean cases

this work. The objective function chosen for the surrogate optimization purpose was the
isentropic efficiency calculated as follows:

η =
hinlet − houtlet
hinlet − houtlet,is

(3.8)

where, since this study is focused on the HPT vane, h is the static enthalpy. The purpose
of the optimization is the maximization of this quantity. The isentropic efficiency is of
paramount importance since a reduction of the performance of the nozzle reflects immediately
on its value.

Optimisation results

The results of the preliminary optimization above described are reported in details in Friso
et al. (2019). Here we recall the main outcomes of the cited study to ease the reader. As the
optimization process is guided by the objective function (Eq. 3.8), this is the first parameter
analyzed. In Fig. 3.4 is reported the isentropic efficiency for all the four cases considered in
the study, either clean and fouled (lower and upper are the bounds of parameters variation).
In the clean ones, the best performance is related to the base case, whereas the optimal
one shows the lower value of the objective function. In the fouled case instead, the higher
isentropic efficiency has been found for the Optimal configuration. The main considerations
have to be done not for the absolute values of the objective function but for its relative ones.
As a matter of fact, Fig. 3.4 shows a bigger performance loss for the base configuration
compared with the optimal one, going from the clean to the fouled case. This means that
the Optimal geometry found by the optimization process is less sensitive to the degradation
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Figure 3.5: Capture efficiency for the four cases considered

problem. Another important parameter considered in the analysis is the capture efficiency
(Ce) calculated as follows:

Ce =
particulate stick on vane surface

particulate seeded
(3.9)

The values of this parameter for all the cases considered are shown in Fig. 3.5. As can be
seen, the capture efficiency of the Optimal configuration is lower than the one of the Base
geometry. Moreover, the isentropic efficiency trend (Fig. 3.4) seems to be closely related to
the capture efficiency variation: decreasing when the latter increases.

Sensitivity analysis

Since the computational cost related to each CFD simulation is remarkably high, a reduction
of the number of total objective function observations is desirable. This can be obtained,
for example, by reducing the number of parameters to be considered. There are several
statistical instruments that can be exploited for this purpose, such as ANOVA (Jeong et al.
2005), scatter plot matrix (Tatsukawa et al. 2008) and Self-Organizing Map (SOM) (Asan
& Ercan 2012). In this work, the ANOVA test and SOM were used. The first was used
for evaluating not only the quantitative effect of the single design variables but also the
effect of the interactions between each of them on the objective function (Li & Zheng 2017).
The SOM is employed because it offers a qualitative but useful overview of the influence of
each parameter. The statistical ANOVA test, as well as the SOM, was conducted using the
Matlab Machine learning toolbox.
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ANOVA ANOVA (ANalysis Of VAriance) describes the observations of the objective func-
tion with the so called "effects model", which for a two factors problem has the following
formulation:

yijk = µ+ τi + βj + (τβ)ij + ϵijk (3.10)

where i is the treatment level, j is the observation, k is the replication and:

µ =

∫︂
...

∫︂
y (x1, ..., xn) dx1...dxn

τi =

∫︂
...

∫︂
y (x1, ..., xn) dx1...dxi−1dxi+1...dxn − µ

(τβ)ij =

∫︂
...

∫︂
y (x1, ..., xn) dx1...dxi−1dxi+1...dxj−1

dxj+1...dxn − τi − βiµ

In the formulas above µ is the overall mean effect, τi is the effect of the ith level of the first
factor, βj is the effect of the jth level of the second factor, (τβ)ij is the effect of the interaction
between τi and βi, and ϵijk is a random error component. For hypothesis testing, the model
errors are assumed to be normally and independently distributed random variables with
mean zero and variance σ2. The variance σ2 is assumed to be constant for all the levels of
the factors. The test hypothesis can be performed as follows:

hypothesis =

⎧⎨⎩H0 : τ1 = ... = τa = 0 for all levels

H1 : τi ̸= 0 for at least one i
(3.11)

Thus, in this phase the equality of treatment means is under test or, in other words, the test
is devoted to proving that the treatment effects (the τi) are zero.

SOM SOM (Self-Organizing Map) is a qualitative comparison tool based on an unsuper-
vised learning algorithm. The special principle that SOM aims to imitate is the mapping of
high-dimensional input data to a low-dimensional output network in a topology-preserving
way (Fig. 3.6). The learning algorithm behind the method is based on an organization
process of the single neuron, which in turn possesses two attributes: a fixed position and a
mutable weight. The positions of the nodes are initially set up once and not altered by the
map organization process. The attribute that will be altered is the nodes’ weights, which is
the key to topological preservation.

After the generation of the topology of the neural networks with random initialization
of neurons’ weight, for each learning cycle and for each input vector the algorithm acts as
follows (Asan & Ercan 2012):
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Figure 3.6: SOM map architecture

1. Find the single node (neuron) whose weight matches the input vector most closely. If
there are multiple output nodes that equally match the input vector, chose a random
one of those;

2. Adjust the weight of the winning output node just found to closely match the input
vector and adjust the weights of this node’s topological neighborhood as well.

The neural networks’ topology for this work is a 20x20 square map, training with 200 epochs.
The winning node (nwinner) is identified based on the input vector (v) with a function bmu(v)
defined as:

bmu(v) = arg min diff(v, niweight
) i = 0, ..., card(S)− 1 (3.12)

where S is the output node set space and diff( ) is a function denoting the difference between
the input vector and the node’s weight. In this work, the input vector space is the Rn space,
so the Euclidean distance is used as a difference function. The determination of the winning
node is followed by the adaptation of all output nodes’ weight according to the given formula:

nk+1
iweight

:= nkiweight
+ αkh(||nwinner − ni||, k)diff(vi, nkiweight

) (3.13)

where the apex indicates the kth learning cycle, and α and h(||nwinner − ni||, k) are the
learning rate function and neighbourhood function respectively. The two latter functions
are implemented in the SMO toolbox as follows:

αk =
0.05

1 + 100 k
T

(3.14)

h(d, k) = e
−d2

2r2n (3.15)

where T is the training length and rn is the neighborhood radius at learning cycle k, which
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determines to what degree neighborhood nodes adapt depending on their distance to the
winning node, calculated as:

rn = ||nwinner − ni|| (3.16)

Surrogate model

Suppose the simulation results can be written as a function:

f(x), f : Rn → Rm (3.17)

A metamodel (or surrogate model) is a function:

f̃(x), f̃ : Rn → Rm (3.18)

with much lower computational cost than f (x) and such that:

||f(x)− f̃(x)|| < ϵ (3.19)

where || || is an appropriate Lp norm and ϵ is sufficiently small. This type of model provides
us with a novel optimization framework in which the conventional optimization algorithms,
e.g. gradient based are used for sub-optimization. In the following section the ANN surrogate
model, which is the metamodel used in this work, will be explained.

ANN Artificial neural networks (ANNs) implement an algorithm that attempts to achieve
a neurological-related performance, such as learning from experience, making a generalization
from similar situations, and judging states where poor results were achieved in the past
(Meireles et al. 2003). Nowadays there are several ANN types. Some of the more popular
methods include multilayer perceptron (MLP), learning vector quantization, and radial basis
function (RBF), to name a few. A comprehensive review of many of these techniques for
industrial applications was given by Meireles et al. (2003). The metamodel used in the
present work is the Artificial Neural Networks (ANNs) fitting model with stochastic layered
perceptron (SLP), designed to have a lower training cost than traditional ANNs (Eldred
1998), based on the direct training approach of Zimmermann (1996). The main difference
between SLP ANNs and traditional ANNs is that, in addition to having a transfer function
for each perceptron, it also contains an activation function with a stochastic discriminant.
The software used for this purpose is Dakota, which implements the SLP ANN model in the
form:

f̃(x) = tanh(tanh((aA0 + θ0)A1 + θ1)) (3.20)

where x is the current point in n-dimensional parameter space and terms A0, θ0, A1, θ1 are
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Figure 3.7: Perceptron architecture used for ANN MLP

the matrices and vectors that correspond to the neuron weights and offset values in the ANN
model. The general structure of perceptron is shown in Fig. 3.7.

The principal components of neural networks are the input layer which receives the shape
parameters as input, one or more hidden layers, and an output layer. The latter carried out
the results of the training (i.e. the isentropic efficiency), which must be as near as possible to
the training points. The training is done using 10 training data points, which is the minimum
number for the model chosen (Eldred 1998). The learning algorithm used for the training is
the backpropagation. In this algorithm the least-mean-square error E of the output is used
to evaluate the convergence:

E =
Ns∑︂
i=1

N0∑︂
k=1

(dik − yik)
2 (3.21)

where Ns is the number of samples, No is the number of outputs, dik is the value of the kth
output of the ith sample and dik is the corresponding approximated output value. To prevent
the over-fitting problem, the leave-one-out cross-validation technique has been performed.

Figure 3.8: Residuals: histogram frequency representation (left) and normal plot analysis (right)
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The ANN structure used in this work is composed of 2 hidden layers, guided from the
comparison results reported by Li & Zheng (2017), which assert that a network with 2
hidden layers gives better results for the non-linear function than a network with 1 hidden
layer.

3.1.2 Results

Sensitivity analysis

ANOVA results The ANOVA test consists of the decomposition of the variability in the
observations. However, the use of partitioning to test formally for no differences in treatments
means requires that certain assumptions be satisfied. Specifically, these assumptions are that
the observations are adequately described by the effects model and the errors are normally
independently distributed with zero mean and constant but unknown variance σ2. Violations
of the basic assumptions and model adequacy can be easily investigated by the examination
of residuals. In the ANOVA test, the residuals are defined as the difference between the
observed values and the predicted values. If the normal distribution of the errors is satisfied,
the residuals have to be normally distributed. The analysis of the residuals is reported in Fig.
3.8. The normal probability distribution of the residuals could be checked qualitatively from
Fig. 3.8. For a quantitative result, a χ2 test was conducted with the following hypothesis:

H0 : The data comes from a normal distribution with zero mean

H1 : The data does not come from a normal distribution

The test was performed with Matlab, and led to the acceptance of the null hypothesis at
the 5% significance level, confirming the normal distribution of the residuals with a p-value
= 0.093. Since residuals are normally distributed, the normal probability distribution of the
errors can be considered satisfied Montgomery (2017). With this validation, the ANOVA test
can be considered an exact test for the problem under investigation. ANOVA was conducted
limiting the analysis to second-order interactions between the factors. The results are shown
in Fig. 3.9.

In Figure 3.9a) is reported the importance of the single factor on the objective function.
Two main considerations could be done:

1. The 4th parameter (b4) is not depicted in Fig. 3.9a), because it is considered almost
not significant by test (<1%);

2. The two parameters that significantly influences the objective function are b1 and
b2, with a significance of 72% and 19% respectively. Furthermore, neglecting the b3
parameter results in an 8% error.
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Figure 3.9: ANOVA results for a) single factor, b) second-order interaction and c) comparative
results

In Figure 3.9b) is reported the importance of the factors for the second-order interactions
between the parameters. Even in this Figure, two main observations can be drawn:

1. All the interactions comprising the 4th factor are considered not important by the test;

2. The most important interactions are the ones which include the 1st factor (b1), with
an importance rate of 23% when b1 and b2 interacts, and importance of 76% when b1

and b3 interacts.

3. The interaction between b2 and b3 can be considered negligible with an error of less
than 1%.

Finally, the comparison between first and second-order interactions influence are conducted
and reported in Fig. 3.9c). The Figure shows that they almost do not affect the objective
function. Their negligibility involves an error of less than 1% . The major impacts are due to
the single factor variations. The analysis exposed above points out that the main parameters
that most influence the objective function are b1 and b2, which are the parameters most
related to the LE of the airfoil. This means that the most important geometric parameter
that governs the objective function behavior is the LE. The analysis showed also that the
influence of the factors’ interactions is negligible.

SOM results The results carried out by the SOM analysis are reported in Fig. 3.10. In
the Figure, the colours represent the neuron weights values (darker colours represent higher
weights). The fundamental principle on which the SOM has based consists of the qualitative
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Figure 3.10: SOM resulting maps for a) b1 b) b2 c) b3 d) b4 and the objective function

comparison between the coloured maps. Similar maps mean influence among the parameters
that generate those maps. In this track, a comparison between the objective function and
the parameters maps was performed. As can be seen in Fig. 3.10, the parameter map more
similar to the objective function map is the one generated by the first parameter (b1) (Fig.
3.10a)). The two maps seem almost identical, which means a strong influence between this
parameter and the isentropic efficiency. Also, the second parameter (b2) map presents local
similarities to the objective function map.

Some of these local zones are highlighted in Fig. 3.10b) with circles of different colours.
Concerning the other two parameters (b3 in Fig. 3.10c) and b4 in Fig. 3.10d)), no similarities
were found. The b4 parameter presents a map completely different from the isentropic
efficiency map, thus meaning they have no influence on each other. Besides, there are no
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similar maps among each parameter, which means no joint influence of parameters on the
cost function is present. The results of the SOM analysis pointed out that only b1 and b2

influence significantly the isentropic efficiency. The first has a higher influence than the
second. This conclusion reinforces the ANOVA test results using a qualitative analysis of
the entire objective function space.

Surrogate model assessment

In the wake of the previous results, an analysis of the response surface was conducted. Since
the most influential parameters are b1 and b2, a graphical representation of the surrogate is
possible. The response surface as a function of these two parameters is reported in Fig. 3.11.
The first observation that can be done regards the presence of an optimal configuration (green
point). This means that the optimization problem explained above can be undertaken as
possible design optimization. In the mathematical formalization of the optimization problem,
a range of possible geometric configurations was imposed as a feasible solution. As it can
be seen, surrogate surface topology allows asserting that near the optimal configuration a
variation of the two parameters has a low influence on the isentropic efficiency. This can be
pointed out by the examination of the flat portion of the surface in the zone close to the
optimum. To test the effective flatter shape of the surface on the mentioned zone, a further
configuration (blue point in Fig. 3.11 ) was simulated. The objective function calculated
from this simulation results near the value of isentropic efficiency of the optimal case. This
piece of information can be exploited by generating a line dividing the optimal zone (yellow,
with higher isentropic efficiency) from the bad zone (blue, with lower isentropic efficiency).
Such schematic is reported in Fig. 3.12 to ease the reader. This line, called Design margin
(DM), has the following form:

DM = −17

26
b2 +

561

6500
− b1 = 0 (3.22)

This means that when a geometric configuration (a couple of parameters b1 and b2) lies in
a region at the right-hand side of the DM, a higher isentropic efficiency under deterioration
conditions is ensured.

If the designers want to take into consideration the deterioration effects due to particle
ingestion, this map can be a useful indicative helping tool in the design phase of the HPT
vane. An illustrative and critical analysis of the extreme configurations allowed by the map
(points P1, P2 and P3 in Fig. 3.12) was performed. An overview of these three geometric
layouts is depicted in Fig. 3.13. In the figure is reported the comparison between the
baseline (red) and the extreme configurations (black) for the entire geometry and the LE
area zoomed. The main difference between these configurations regards the LE radius,
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Figure 3.11: Response surface as a function of b1 and b2 3D (left) and 2D with samples (right)

which is larger than the baseline one in the P1 geometry, and smaller in the other P2 and
P3 geometries. Nonetheless, all the configurations have in common the tendency to create
a flatter pressure surface. This means a larger stagnation area in front of the vane, then
greater losses in terms of isentropic efficiency. The main reason the optimization seems to
lead to this type of SS surface can be explained with the help of the sketch in figure 3.14. In
this figure, three situations are reported: baseline geometry (top), geometry with flatter SS
(mid), and a flux-orthogonal flat surface (bottom). For each configuration, the streamlines
are reported in red.

As can be noted, flatter suction surfaces (mid) lead to a greater stagnation zone, which
in turn conducts to larger deviations of the streamlines. Since only small particles are

Figure 3.12: Isentropic efficiency map under deterioration conditions
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Figure 3.13: Comparison between extreme configurations of Design map in point P1 (top) P2

(mid) and P3 (bottom)

considered, their tendency to follow the flow causes fewer impacts with the vane surface,
than a smaller deposit. The extreme case of a flat surface is reported at the bottom of the

Figure 3.14: Sketch of streamlines behaviour in case of baseline geometry (top), flatter surface
baseline geometry (mid), and flat-surface (bottom)
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figure. These considerations are in agreement with the capture efficiency trend (3.9). On
the other hand, larger stagnation areas lead to greater losses. This is in accordance with
the trend of the isentropic efficiency reported in figure 3.4. In other words, the optimized
geometry conducts greater losses when clean but smaller ones when fouled since the larger
stagnation area allows lower deposits.

3.2 Uncertainty Analysis on a HPT Vane: Effect on Par-

ticle Deposition

In the literature, several studies focused on the analysis of the principal effects of deposition
and erosion in the HPT has been conducted. These works are mainly centered on the
influence on film cooling and vane geometry variations. The first theme is deeply analyzed
in the study of Borello et al. (2014), where numerical simulations on 2D and 3D E3 HPT
vane with cooling system has been performed. The main outcome of the study is the strong
influence of the film cooling on the deposit along the nozzle, due to the effect of the jet
on the particle trajectories and the wall temperature. They stated that film cooling allows
to reduce the total amount of deposit. The second theme was tackled by Casari, Pinelli,
Suman, di Mare & Montomoli (2018), who analyzed the VKI LS89 HPT vane. In this work,
it has been found that geometrical variations due to deposition and the flow field are strictly
coupled. In particular, displacement of the shock structures and a variation in the coefficient
of pressure are the main consequences.

In all the works centered on deposition and erosion in gas turbines, specific steady op-
erating conditions were considered for the analysis. Unfortunately, these conditions can
vary drastically in real life applications, and they cannot be treated as deterministic. Their
stochastic variations greatly affect the forecasting of life and performance of the components.
An example can be found in the study of Salvadori et al. (2011), where different combustion
chamber exit temperature distributions were examined. They highlighted that two temper-
ature distributions with same mean values but different radial configurations can greatly
influence the rotor life. Sadly, in most of the cases, probabilistic distribution of temperature
profile is unknown. Another source of uncertainty that can alter the HPT lifetime is the
turbulence level, as stated by Ames & Moffat (1990). In their study, a turbulence level of
19% was proved to affect significantly the nozzle life.

To the authors’ knowledge, in the literature there are no studies coupling uncertainty
quantification and deposition problem in gas turbines. In this work, the impact of the
inflow uncertainty conditions on deposition in an HPT vane was analyzed. Specifically,
hot core location and turbulence intensity were considered as statistical inputs. Erosion
action was not considered here, since its impact is still of secondary importance in HPT
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Figure 3.15: Section plane location on the 3D vane geometry and computational domain.

vane (Friso et al. 2019, Casari, Pinelli, Suman, di Mare & Montomoli 2018). The GT’s
component treated as a reference is the HPT nozzle of the Energy-Efficient Engine (E3)
tested by L.P.Timko (1990). Since the computational efforts for conducting particle-laden
flow simulations are significantly high, the probabilistic collocation method (PCM) is used as
uncertainty quantification technique. Furthermore, considering that several types of particles
can enter the engine, the specific event regarding volcanic ash ingestion was treated here.
Flight through volcanic cloud is one of the most dangerous events. Studies of Clarkson et al.
(2016) and Clarkson & Simpson (2017), tried to investigate the effects of this occurrence on
aircraft engine and suggest safe-to-fly conditions. In the present work, residual creep-lifetime
and engine stability by means of mass flow rate are the quantities considered representative
of the reliability of the gas turbine.

Table 3.2: Design characteristics of the E3 1st stage HPT vane.

Description Unit Value
Radial position mm 345.76
Pitch mm 47.23
Chord length mm 62.01
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3.2.1 Geometry and Computational Domain

In this study, the high-pressure turbine of the General Electric Energy Efficient Engine
(EEE) is considered as industrial application (L.P.Timko 1990). Specifically, the first stage
vane is used. Since the analysis of the midsection still the first step in design problems, the
2D cross-section at the midspan depicted in Fig. 3.15 has been considered for the analysis.
Thus, the three-dimensional effects of the flow field were not modeled here. Furthermore,
the cooling system was not taken into consideration in this study. Vane design properties are
reported in Tab. 3.2. The absence of cooling system represents a limitation of the current
work. On the other hand, the present analysis is devoted to the understanding of the extent
to which a variation in the hot core location or the turbulence intensity affects the deposition
pattern. These parameters are of crucial importance as these are the boundary conditions
that are requested to carry out numerical simulations on cooled or uncooled blades. The
computational domain was generated around the 2D geometry using Salome-v9.3 (see Fig.
3.15). It extends 1/2 chord upstream of the inlet section and 2 chords downstream from
the exit section of the vane. A 2D unstructured grid was used for discretizing the domain,
whereas a structured 10-layers prism mesh was introduced to resolve the near-wall region.
The growth rate of the prism layers was set to provide a wall y+ grater than 11. Grid
sensitivity analysis was conducted with meshes of roughly 32,000, 56,000 and 80,000 cells.
Grid independence was achieved with the finer one, which is the computational grid used in
this study and shown in Fig. 3.15.

CFD Flow Field Resolution

The numerical flow field resolution was carried out using the sonicFoam solver of the open-
source software OpenFoam-v1706. The solver has added the support for particle tracking,
allowing the exchange of momentum and heat with the carrier flow. Particle tracking is
carried out in a Lagrangian framework, choosing a Eulerian-Lagrangian coupling method.

Continuous phase

The continuous phase was modeled by the conventional Reynolds-averaged Navier-Stokes
equations. The operating conditions considered for the study reproduces the design point
described by the technical report written by L.P.Timko (1990). At the inlet of the domain,
the hot core has been specified by means of temperature distribution. The profile of the
normalized temperature is reported in Fig. 3.16, where T0max is set to 1650 K. A uniform
total pressure of p0 = 13.25 bar has been assumed at the inlet. The inlet velocity profile has
been changed according to the position of the hot core, and results similar to the temper-
ature profile. Besides, the turbulence intensity at the outlet of the combustion chamber is
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Figure 3.16: Pitchwise normalized inlet temperature distribution.

significantly high, making two-equations turbulence model of questionable accuracy (I.Lee
et al. 2002). For this purpose, the Reynolds stress model proposed by Speziale et al. (1990)
is used. Every CFD simulation was firstly initialized with the two-equations renormalization
group (RNG) k-ε turbulence model. When the converged solution was achieved, the switch
to the SSG Reynolds stress model was performed. The vane surface temperature is of main
importance for particle adhesion mechanisms and an adiabatic condition has been imposed
at the nozzle wall. This consideration allows to capture the temperature variation along the
vane due to particle deposition. A static pressure of p = 8.02 bar has been set at the outlet
of the domain, in order to guarantee an isentropic exit Mach number of 0.878 as reported in
the technical report.

Dispersed phase

Once the flow field was solved, particles were seeded from the inlet of the domain with a
uniform distribution between 1µm and 30µm as can be gathered by Taltavull et al. (2015).
Since volcanic ash is considered, particles density (ρp = 3000 kg/m3) and specific heat
capacity ((cp = 800 J/(kg K)) can be found in the study of Ghosal & Self (1995a). The
amount of particles injected is derived considering a concentration of contaminant equal to
250mgash/m3

air, which is well above the safe-to-fly limit reported in the work of Clarkson
et al. (2016). A total mass of ash equals to 1.44x10−8kg has been seeded, which correspond
to an exposure time of 0.1s.

Particle trajectories were computed by integrating the force balance acting on each of
them. The maximum particle volume fraction of roughly 10−7 is small enough to consider
negligible the effect of particles on turbulence. This statement allows to model the interac-
tion between particles and fluid flow with the one-way coupling Elghobashi (1994). Particles
are tracked through the domain until they either stick to the vane or escape from the do-
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Figure 3.17: Collocation points location and projection on the inputs PDF function.

main. The impact behavior was modeled using EBFOG (Casari, Pinelli, Suman, di Mare &
Montomoli 2018).

3.2.2 Uncertainty Analysis

Stochastic analysis has been carried out considering two uncertain variables: the hot core
position and the level of turbulence intensity at the inlet. In the literature, one of the most
simple and robust approaches to perform the uncertainty analysis is the Monte Carlo method
(Montomoli 2019). It consists of a set of randomly distributed samples generated according
to a probabilistic distribution. This method requires thousands of deterministic simulations
to obtain accurate statistics of the outputs (Montomoli et al. 2013). This necessity makes
the method prohibitive for the application considered in this study. For this reason, the
more computationally cheap probabilistic collocation method (PCM) is used.

Since the reliability is the main characteristic that the HPT must have, the impact of
the uncertainties on deposition profile, residual creep-lifetime, and mass flow rate has been
evaluated.

Input uncertainties

One of the most critical operations of uncertainty quantification studies is to provide the
correct probabilistic distribution of the uncertain parameters (Montomoli et al. 2014). For

106



3.2. Uncertainty Analysis on a HPT Vane: Effect on Particle Deposition

Table 3.3: Input statistics.

Parameter Mean value Standard deviation
Hot core location 0.5 0.14 (1.14 deg)
Turbulence level 15% 5%

the E3 HPT, no data are available in the literature to generate a statistical distribution
of the input conditions. Therefore, statistics of the hot core location and turbulence level
measured by Montomoli et al. (2013) has been used. They conducted experimental tests on
the HP nozzle of an F-type MHI gas turbine, obtaining the statistical properties for both
the hot core location and inlet turbulence level. In this study, Gaussian distribution was
assumed for both the parameters as suggested by Montomoli et al. (2013). The statistics
used for the analysis are resumed in Tab. 3.3.

Probabilistic Collocation Method

The PCM belongs to the family of methods that use the polynomial chaos expansion (PCE)
proposed for the first time by Wiener (1938). It consists of describing the stochastic output
y(x,ξ) by orthogonal polynomials based on the probability distribution of the random inputs
in the form:

y(x, ξ) =

Np∑︂
j=0

aj(x)Ψj(ξ) (3.23)

In this study, an order d = 2 is set as suggested by Montomoli et al. (2013), which leads
to a minimum number of CFD simulations equals to Np = 6. However, the total number of
evaluations that have to be performed for covering the space completely is Nav = (d+1)nv

= 9. As stated by Eldered & Burkardt (2009), an oversampling of 2 makes the algorithm
more robust, hence a number of Ns = 9 CFD simulations has been conducted.

Since Gaussian distribution has been assumed for both the uncertain parameters, Hermite
polynomials as orthogonal basis are the best choice for modelling the uncertainty propagation
as stated by Ghanem & Spanos (2003). In this track, the choice of the sample points is done
using the zeros of the orthogonal polynomial of order (d+1)th. These points are called
collocation points and are shown in Fig. 3.17 with their location on the input joint PDF.

Once all the deterministic computations have been completed, the evaluation of the PC
coefficients has to be carried out. It consists of a resolution of the following over-determined
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system: ⎡⎢⎢⎢⎢⎢⎣
Ψ0(ξ1) Ψ1(ξ1) . . . ΨNp(ξ1)

Ψ0(ξ2) Ψ1(ξ2) . . . ΨNp(ξ2)
...

... . . . ...
Ψ0(ξNs) Ψ1(ξNs) . . . ΨNp(ξNs)

⎤⎥⎥⎥⎥⎥⎦

⎛⎜⎜⎜⎜⎜⎝
a0

a1
...
aNp

⎞⎟⎟⎟⎟⎟⎠ =

⎛⎜⎜⎜⎜⎜⎝
y(ξ1)

y(ξ2)
...

y(ξNs)

⎞⎟⎟⎟⎟⎟⎠ (3.24)

where ξj are the couples of collocation points coordinates (inputs of CFD simulations) and
y(ξj) the correspondent output evaluation (outputs of the CFD simulations).

For the system resolution, the least-squares method is used. The final step of the analysis
consists of the estimation of the statistics of the output. In this work, the computation is
conducted using the method proposed by Hosder et al Hosder et al. (2006) and shown below:

µ = a0(x) (3.25)

σ =

Np−1∑︂
j=1

a2j(x)Ψ
2
j(ξ) (3.26)

Where µ and σ are respectively the mean value and the standard deviation with respect to
the stochastic output.

3.2.3 Results

The typical quantities that are of interest for particle deposition analyses are: deposition
profile along the vane, impact on the engine stability by means of the mass flow rate and
residual creep-lifetime. For each output of interest, a convergence analysis against the num-
ber of collocation points has been performed. The analysis shows that after the 7th sample
both mean and variance do not vary appreciably with the number of collocation points.

Overall effects and sensitivity analysis

As a global overview, a sensitivity study was performed in order to identify the relative
importance of the two uncertain parameters on the quantities of interest. Since global
sensitivities of outputs are considered here, Sobol sensitivity analysis was carried out (Tang
et al. 2010). Sobol’s method is based on the decomposition of the model output variance
into a sum of inputs variances (Montomoli 2019). Considering I = [I1, I2] the uncertain
input parameters, the decomposition takes the following form:

y(I) = y0 +
2∑︂
j=1

yj(Ij) +
2∑︂
j=1

2∑︂
i=1

yij(Ii, Ij) (3.27)
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Figure 3.18: Sobol sensitivity results for throat area, isentropic efficiency, and mass flow rate.

where y0 is the mean value of the output. The Sobol sensitivity indices, which provide
the contributions of inputs variability, are computed as the ratio of each term of the sum
in Eq. (3.27) (partial variance contribution separated) over the total variance. Therefore,
Sobol indices are numbers between 1 and 0. To conduct this study, no additional evaluations
beyond those needed to construct the probabilistic expansion were used as suggested by Tang
et al. (2010). The results of the sensitivity analysis are reported in Fig. 3.18, where DHC

and DTu are the Sobol indices for hot core location and turbulence intensity respectively.
As can be seen, the contributions of the uncertainties on several quantities are evaluated.

Specifically, the impacts on isentropic efficiency, mass flow rate, and throat area reduction
due to deposition were analyzed. The indices computations were done using the simulations
results of both clean and fouled vane. From the study, it can be inferred that each parameter
is mainly governed by the hot core location. Each HC (Hot Core) Sobol index (DHC) exceeds
the 50% of the total influence.

These results are in line with what has been found by Montomoli et al. (2013), namely
that hot core location is the operating uncertainty that most affects the global HPT vane
parameters.

Effect on deposition profile and performance

In the first instance, uncertainties impact on deposit profile is evaluated. Its evolution along
the vane is reported in Fig. 3.19. In the figure, the red line represents the mean value
calculated by PCM Eq. (3.25) using the 9 simulations. Black lines limit the uncertainty’s
bandwidth computed by maximum and minimum values. The first observation regards the
overall uncertainty of the deposit. The overall maximum value of variance was found in a
point in the middle of the pressure side (PS) and equals to 1.14µm. Deeper analysis has
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Figure 3.19: Deposit evolution along the vane. Mean value (red), and max/min bound (black).

been conducted in 2 particular areas: Throat area and leading-edge (LE).
Concerning the throat area (shaded in pink in the figure), it is the zone with the major

deposition and the most dangerous when degradation occurs, since it governs the flow ca-
pacity of the engine (Kurz et al. 2009). Input uncertainties influence the alteration of this
part of the vane leading to a probabilistic distribution as the one sketched on the side of the
pink shade (µ = 7µm, σ = 0.4µm). The distribution reported in Fig. 3.19 shows mean (µ),
min and max values. As can be seen, the most likely event tends to be closer to the max
value of the deposit. The overall variability between min and max values is equal to 0.82µm,
which corresponds to 12% of the mean value. Two main observations can be pointed out at
this stage:

1. The overall variation of the vane throat area and leading-edge area ( the latter in the
close-up at the top-right of the figure) due to deposition is significantly high (∼1µm).
This can lead to several problems if a transonic vane is considered since in that case,
the entire engine is dramatically sensitive to the throat variations.

2. Since the output variability is high, the use of a deterministic simulation can involve
in the risk of underestimating the problem. The implications of this occurrence can be
seriously detrimental for the engine.

In order to further investigate the performance alterations due to particle ingestion, a
set of response surfaces using the samples in Fig. 3.17 has been generated. The surfaces are
reported in Fig. 3.20. Considering the variation rate in the uncertain inputs space, the most
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Figure 3.20: Response surface of a) throat area, b) mass flow rate, c) deposition propagation, and
d) isentropic efficiency.

marked alterations take place at high turbulence levels.
When low turbulence intensity is considered (less than 15%), no appreciable alterations

can be highlighted except for the isentropic efficiency. The latter still remains sensitive to
the HC location. Overall variations up to 2% can be experienced. On the other hand,
when higher turbulence intensity is considered (greater than 15%), even a small variation on
inlet temperature causes high modifications. Particularly, when the HC moves toward the
100% of the pitchwise coordinate, abrupt alterations occur: mass flow rate, throat area and
isentropic efficiency drops (up to 3%, 10µm, and 3% respectively) and deposit propagate
more toward the SS. Since turbine inlet temperature and turbulence intensity still two of
the major uncertainties in GT simulations, either uniform or steady assumed distributions,
routinely used in the literature, can alter significantly the results of the study.

For completeness, a study of the evolution of throat area deposits over time was con-
ducted. Furthermore, an artificial neural network (ANN) with the multilayer perceptron
(MLP) structure was trained with the time sampled data. The ANN MLP used for the
analysis is the one implemented in Matlab-v2019. A total of 2 hidden layers was set, and
the Bayesian regularization was imposed as a training algorithm. The latter is considered
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Figure 3.21: Evolution of the throat area deposit over the time and ANN prediction capability.

more robust than the standard back-propagation nets and can reduce or eliminate the need
for lengthy cross-validation (Livingstone 2009). A convergence analysis has been conducted
in order to verify the reliability of the ANN. The results are reported in Fig. 3.21, where
"trained" and "predicted" areas are differentiated. To forecast the throat area deposit over
time, the ANN MLP was trained against mean, maximum and minimum values. These
trends are represented in the "trained" area, where the trained uncertainty range is de-
picted. The solid red line represents the mean value of the throat area deposit, whereas
black dashed lines represent the uncertain limits. The latter delimit the range of uncertainty
calculated with the PCM (green area).

Once the training ends, a prediction of the deposit after 0.02s was performed. The
predicted mean, maximum and minimum values are depicted in the "predicted" area of
Fig. 3.21. The prediction capability was proved to solve the CFD problem of one of the
samples used for the analysis for 0.02s after the simulation end. The sample used is the
one representative of the mean value of either HC location and turbulence intensity (HC
located at the pitch’s mean and Tu of 15%). The results of the simulation after 0.01s and
0.02s are reported in the figure as green dots. As a major result, the trained ANN seems
to have a good predictive capability. Even if the CFD simulation has been conducted for
a random chosen sample, the CFD results lay close to the predicted mean and still in the
uncertainty limits predicted by the ANN. Furthermore, the predictions are aligned with the
results carried out by Casari et al. (2017), where a quasi-linear trend of the deposit over
time was found. This linearity allows to extrapolate the throat area deposit even after an
exposure time longer than the simulated one.
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Figure 3.22: Evolution of mean residual creep-lifetime (red line) with uncertainty bounds.

Effect on residual creep-lifetime

The residual creep-lifetime will be estimated using the well known Larson-Miller relation
(Larson & Miller 1952). It estimates the residual lifetime considering only the rupture limit
due to the creep effect, which means the lifetime variation will be quantified in terms of
change in vane metal temperature. Particularly, the formulation used in this work is the one

Figure 3.23: Sketch of streamline behaviour with and without leading edge deposit.
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suggested by Larson & Miller (1952) and rearranged as follows:

tr2 = e

log(tr1)−
∆T
T1

C

1+∆T
T1 (3.28)

where tr2 is the residual creep-lifetime after exposure, tr1 is the design lifetime set to 10,000h
(L.P.Timko 1990), T1 is the vane temperature before exposition, C is a material constant
set to 20 as suggested by Montomoli (2019) and ∆T is the temperature variation after the
exposure to contaminated air. Even though the cooling system is not considered in this study,
qualitative considerations regarding the residual lifetime of the HPT can be carried out.
Specifically, the residual creep-lifetime is analyzed by means of wall temperature variations
due to deposition. These variations are mainly due to the boundary layer alterations due to
the spiked deposit profile along the vane. The parameter used for the analysis is the residual
lifetime ratio (LR) calculated as follows:

LR =
tr2
tr1

(3.29)

where tr2 is calculated as in Eq. (3.28) using the vane temperature, that coincides with the
temperature of the deposit for the study’s assumptions. Clearly, when LR is greater then
one, an increase of residual creep-lifetime is experienced by the HPT nozzle and vice versa.
The evolution of this parameter along the vane is reported in Fig. 3.22.

The major variability of the residual lifetime, without considering the TE, occurs in the SS
with peaks up to 12%. This means that a significantly high uncertainty affects the reliability
of the vane even after a small exposure time. Furthermore, in the SS a reduction of the
lifetime is the more likely circumstance. In order to asses the causes of the wider variability
of the SS residual lifetime, a deeper analysis has been conducted. The results carried out
can be explained with Fig. 3.23. The figure depicts a sketch of the behavior of a streamline
approaching the LE. when the clean case (top) is considered„ the streamline that leaves
the LE remains close to the suction side. On the other hand, in the fouled case (bottom),
unsteady effects are triggered by the LE deposit. This unsteadiness propagates along the SS
of the vane causing higher fluctuations of flow field parameters. From the analysis of all the
samples, it can be concluded that higher inlet turbulence intensity intensifies the amplitude
of these fluctuations. Among others, the fluctuations in the velocity field reflect directly on
the heat transfer between vane and fluid, then on the temperature distribution. In the SS
zone where the velocity field reach maximum values, higher surface temperature occur.
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Effect on compressor stability

One of either rarest and dangerous outcomes related to deposition is its impact on compressor
stability. Since the HPT nozzle governs the mass flow rate of the engine, its deterioration
reflects directly on the operating point. In the present work, mass flow rate variations
were computed by 2D vane geometry simulations. Therefore, a uniform distribution of
deposit in the spanwise coordinate was assumed. This assumption is not entirely true,
as deposit distribution varies approaching the endwalls. Nonetheless, order of magnitude
considerations can be easily explained by considering uniform distribution. Estimation of
mass flow variation impact can be carried out considering Fig. 3.24. It reports the E3 high-
pressure compressor (HPC) characteristic at a corrected speed of 87% L.P.Timko (1990).
The design point (DP) represents the operating conditions considered in the simulations
carried out in this work.

If the uncertainty distribution of the mass flow rate variation due to deposition is consid-
ered (green distribution in the abscissa), three operating points can be highlighted: P1, P2,
P3. Each point is represented by a specific probability by means of the standard deviation
(σ, 2σ and 3σ respectively).

The main results that can be pointed out from Fig. 3.24 are:

1. the design point tends to approach the surge margin (SM) even after 0.1s of exposure.
A 3σ (P3) event can cause a reduction of 0.82% in flow capacity, and a consequent

Figure 3.24: Uncertainty on the operating point due to the mass flow rate statistic distribution.
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approaching to the surge margin of roughly 5%;

2. even though only the higher probability event is considered (µ), an abrupt modification
of the total pressure rate will be experienced by the HPC compared with the design
condition (DP). The direct consequence involves a change in HPT inlet pressure, which
can lead to off-design behavior of succeeding stages and engine premature failure.

Despite the low injection time, inflow uncertainties considering deposition can affect seriously
the HPC stability. All the effects exposed have a higher impact on two-shaft engines Kurz
et al. (2009). Engine shut down, its premature failure or off-design behavior are the major
consequences.

3.3 Conclusions and Remarks

This chapter presents the first attempt to tackle the problem of fouling with an ad hoc
design procedure. In particular, a deterministic design optimization has been performed
on a well-known test case from the VKI, the LS89 HPT vane. With the method shown,
a geometry less sensitive to volcanic ash fouling can be obtained. A sensitivity analysis
of the problem was conducted in order to reduce the problem dimensions, and the results
lead to the conclusion that only the parameters related to the LE radius are significant for
the accounting of isentropic efficiency variations due to degradation. The main outcome of
the first part of the chapter is the generation of a map, which can be useful in the design
phase. One of the principal advantages of this map is the prompt availability in this phase,
supporting the design decision process often obtained by designer experience or experimental
tests. In this map, a higher isentropic efficiency zone is outlined, offering a large manoeuvre
space in terms of viable vane shapes.

In the second part of the chapter, the impact of the most important inflow uncertainties
on deposition in the GT HPT nozzle has been analyzed, in order to determine if a determin-
istic design optimization is sufficient to face the DfF. In particular, hot core location and
turbulence intensity at the inlet of the domain have been set as stochastic conditions. From
the analysis, it can be inferred that deterministic assumptions on the operating conditions of
the engine can alter significantly the results of the study. In particular, the evolution of the
deposit along the vane can be subject to a variation of the order of 15%. The throat area,
which in certain circumstances governs the mass flow rate of the engine, shows an uncertainty
equal to 12% (0.82µm over a mean value of 7µm). In this track, the subsequent impacts on
performance, residual lifetime and stability have been studied. Concerning the performance,
the major alterations have been found at the highest turbulence intensity (greater than
15%), where even a small temperature variation causes abrupt modifications of throat area
(up to 42%), flow capacity and isentropic efficiency (up to 3%). Moreover, a high impact of
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NGV variation on compressor stability has been also found. Considering the mass flow rate
stochastic distribution, the design point after the exposure tends to approach the surge line
at decreasing probability. A 3σ event can cause a reduction of 0.82% in flow capacity and a
consequent approaching the surge margin of roughly 5%. With this regard, and assuming a
linear trend of the deposit over time, a 2s exposure to volcanic ash can lead to the surge of
the HPC.

To summarize, the author suggests the use of robust or aggressive design techniques to
face the DfF, since the uncertainty analysis shows that deterministic assumptions on the
operating conditions of the engine can alter significantly the deposit distribution and their
effects on the whole gas turbine.
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Chapter 4

Compressor Section: Digital Twin for

Fouling Prediction

In this chapter, a digital-twin strategy for the prediction of compressor fouling effects on
the whole aircraft mission is proposed. In particular, both the aircraft and the engines are
physics-based modeled. It will be shown in the following sections that the main problems that
have to be faced to reach this goal are related to the finding of the correct contaminant con-
centration the aircraft encounters during the mission, and to the modeling of the components’
degradation in the entire engine operative range. Two different strategies will be proposed to
tackle these problems, and hence get one step closer to a general digital twin strategy for the
maintenance prediction in gas turbines.

4.1 Overview

The digital twin model proposed in this chapter is basically a multiscale model that, starting
from the microscale deposition pattern occurring into the engine’s internal surfaces, provides
the GTs fuel consumption during an airline mission. The conceptual map of the model is
depicted in Fig. 4.1.

The starting point is the link between fouling and engine performance. As can be seen,
this can be evaluated experimentally (Vulpio et al. 2021) or numerically. In particular,
Suman et al. (2017) concluded that deposition can be numerically modelled by imposing
an added thickness (∆th) and/or an added roughness (∆ks) to the fouled surface. Among
the two, the one that mainly affects the aerodynamic performance of a turbomachinery’s
internal surface is the roughness variation (Suder et al. 1995). This surface modification
can be imposed in a CFD simulation as a uniform or non-uniform distribution. Since the
deposition process is inherently aleatoric, the uniform distribution would be definitely un-
physical, hence only non-uniform distribution should be considered. There are mainly two
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4.1. Overview

Figure 4.1: Digital Twin conceptual map

modelization techniques in the literature for deposit-induced non-uniform roughness. The
first of them is the one proposed by Aldi, Morini, Pinelli, Spina, Suman & Venturini (2014),
where a priori assigned ks values in a priori chosen areas on the compressor surfaces is
imposed. The main drawback of this approach is the fact that the ks values and the areas
have to be known a priori, which is absurd in real applications. The second approach is
called the microscale model (Casari, Pinelli & Suman 2018a). If the incoming particle sticks,
as decided by the deposition model, then it contributes to the roughness variation. First of
all, a collection of the deposit on the boundary face is done by creating a 2D subgrid on
the impact surface by using the transfinite interpolation. After that, the tracking algorithm
locates the particle impact point inside one facet of the so-generated subgrid. The deposit
is hence accumulated in every impact boundary face in the form of a histogram distribution
as reported in Fig. 2.30. The height of each column of the histogram is computed by
summing up the diameters of all the particles that are stuck in the corresponding facet of
the subgrid. For each face, a specific set of statistics is calculated in order to compute the
local ks value. The problem with using this modelization is that it needs an adhesion model.
For this purpose, since in this chapter only the compressor section will be considered, a cold
deposition model has to be utilized. As already explained in Sec. 2.2.2, there is a lack of
an adequate cold adhesion model in the literature, hence a new one has to be developed.
That’s why a new deposition model capable to well describe the adhesion in cold conditions
has been developed. A detailed description of the model has been already provided in Sec.
2.2.3.
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4.2. Gas Path Engine Model

Now that all the elements for the CFD-based performance degradation evaluation have
been introduced, another problem arises, which is the computational effort of simulating
the entire turbomachinery. To face this issue, the Author decided to use the strategy called
"stage stacking", proposed by Spina in 2002 (Spina 2002), and modified by Melino et al. in
2010 (Melino et al. 2010). With this technique, it can be easily derived the performance of
the whole machine with the knowledge of the ones of the first stage only. This is done by the
use of degradation coefficients, here called Melino coefficients, which modify the component
maps in its entire operative range. The maps so modified are used to feed a gas path code
developed by the Author, which in turn is used as a part of the digital twin for the aircraft
mission modelling. All the concepts reported in this section will be described in detail in
the following.

4.2 Gas Path Engine Model

In the literature, several studies have tried to analyze the effects of particle ingestion by
using either GPA and CFD. For what concern the GPA, the only way to take into account
degradation due to particle deposition and/or erosion is by imposing a degradation rate
function (Hanachi et al. 2015). Typically, this function is estimated by using data-driven
techniques (Hanachi et al. 2015). The main drawback of this approach is that the data-
driven degradation rate lacks physical meaning. This may lead to unrealistic and un-physical
results (Allen et al. 2018). An example of this type of analysis is the work of Hanachi et al.
(2015). They estimated two correction factors for the compressor corrected mass flow rate
and efficiency. These were used to calculate the modified compressor maps when degradation
occurs. Another example is the work of Igie (2017), where a reduction of both fan capacity
and efficiency was enforced to analyze the engine response during a complete mission. In
this section, the GPA code developed by the Author is reported.

4.2.1 Engine Description

The aero-engine architecture chosen for the study is the twin-spool high-bypass unmixed flow
turbofan, which is considered the best configuration for high subsonic commercial aircraft
(Saravanamuttoo et al. 2009). Its section view is reported in Fig. 4.2. In turbofan engines,
a fraction of the total flow bypasses the core components (compressor, combustion chamber
and turbine) before being ejected through a separate nozzle. Thus, the total thrust is the
sum of two factors: the cold thrust, due to the fan, and the hot thrust, which results from
the stream entering the engine core.

Since these engines aim to generate the desired propulsive thrust, the typical performance
parameter chosen as representative is the Thrust Specific Fuel Consumption (SFC). It is
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Figure 4.2: Section view of the twin-spool unmixed flow turbofan engine.

mathematically defined as the engine fuel mass flow rate ratio to the amount of thrust
developed. Thus, it represents the mass of fuel needed to provide the required thrust. Since
the purpose of this study is to propose a general strategy, the reference turbofan engine
chosen is the default one present in the commercial software GasTurb9. This choice is
mainly guided by the difficulty to find real engine data in the literature.

4.2.2 Components Maps and Algorithms

In their standard format, the fan and the compressor maps cannot be used directly in
a performance calculation program. The solution to this problem is to introduce auxiliary
coordinates (β-lines) as proposed by Kurzke (1996). These lines are parabolas parameterized
by an index β, which can span from 0 (choke line) to 1 (surge line). The parabolas intersect
the speed lines and allow to access to the maps quantities. An example of how β-lines look is
reported in Fig. 4.3, which shows the corrected mass flow rate (Γc) vs the corrected pressure
ratio (πc).

Intake

The intake module receives the altitude and the flight Mach number as inputs. The former
is used to calculate the ambient conditions (pamb, Tamb) at the inlet using the ISA relations
(Fletcher & Walsh 2008), whereas the second is used to compute the flight conditions in
terms of total temperature and pressure:

T1
Tamb

=

(︃
1 +

k − 1

2
M2

a

)︃
(4.1)
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Figure 4.3: Schematic of the β-lines method.

p1
pamb

=

(︃
T1
Tamb

)︃ k
k−1

(4.2)

where Ma is the Mach number, and k the specific heat ratio.

Fan

The total quantities computed represent the inlet conditions for the fan. To find the output
values of this element, the fan maps have to be used. Furthermore, the design operating
conditions (supplied by GasTurb9) were assumed for this component. With the design
pressure ratio (πFan) and the design rotational speed (NL), the corrected mass flow rate
(ΓFan) and the efficiency (ηFan) can be obtained from the maps:

[ΓFan, ηFan] =MapsFan(NL, πFan) (4.3)

After that, the estimation of the output quantities is straightforward:

p2 = πFan p1 (4.4)

T2 = T1

(︄
1 +

π
k−1
k

Fan − 1

ηFan

)︄
(4.5)

ṁtot = ΓFan
δFan√
θFan

(4.6)

where ṁtot is the mass flow rate entering the engine, δFan is the normalized pressure at the
inlet, and θFan the normalized temperature at the inlet.

In the turbofan, a portion of the total flow bypasses the core unit, forming the cold
stream and then the cold thrust. A high-bypass configuration as the one considered, admits
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a bypass ratio (B) between 5 and 8. In order to proceed, this quantity has to be also provided
by the user. The cold and the hot mass flow rate can be then computed as follows:

ṁC =
ṁtot B

B + 1
(4.7)

ṁH = ṁtot − ṁC (4.8)

Compressor

The high-pressure compressor (HPC) is the first component of the core engine. Its task
consists of raising flow temperature and pressure before it enters the combustion chamber.
Inputs of this component are the temperature, the pressure and the mass flow rate exiting
from the fan. Here, the first interactive loop begins. The scope is to guess the value of beta
(βH) that meets the continuity constraint using the quantities extracted from the component
maps:

[πHPC , ηHPC , NH ] =MapsHPC(βH , ΓFan) (4.9)

As can be inferred, knowing the value of β, all the output quantities can be computed. In the
GPA constructed, the possibility of bleeding a portion of the HPC flow was also considered.

p3 = πHPC p2 (4.10)

T3 = T2

(︄
1 +

π
k−1
k

HPC − 1

ηHPC

)︄
(4.11)

PHPC = ṁH cp_(T3 − T2) (4.12)

where PHPC is the thermodynamic power output of the HPC and cp the constant pressure
specific heat of the air.

Combustion Chamber

The air delivered by the compressor mixes with the fuel in the combustion chamber. Here,
the second iterative process takes place. The value of the combustor outlet temperature
(T4cc) varies into a specified range in order to meet the continuity constraint at the HPT.
Since the possibility of bleeding of the compressor flow, the computation of the temperature
at the inlet of the HPT is computed as follows:

T4 =
(ṁH − ṁBleed T4cc + T3 ṁBleed)

ṁH

(4.13)
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Turbine

Given the similarity of the procedure adopted for either the HPT or the LPT, only the
former is described. The inputs available for the turbine part are the mass flow rate, the
thermodynamic power developed, the rotational shaft speeds, the temperature and the pres-
sure. The first output calculated is the turbine outlet temperature by the use of the power
compatibility:

T5 = T4 −
PH
ṁH cp

(4.14)

where PH is the thermodynamic power generated by the high-pressure components (PL for
the low-pressure ones). The next step involves the use of turbine maps. Specifically, the
efficiency of the turbine can be extrapolated.

ηHPT =MapsHPT (NH , ΓHPT ) (4.15)

Finally, the pressure ratio and then the outlet pressure can be obtained:

πHPT =

(︃
1− T4 − T5

ηHPT T4

)︃ k
k−1

(4.16)

p5 =
p4

πHPT
(4.17)

Nozzle and Bypass

To calculate the output values for either the nozzle or the bypass, the expansion ratio is
firstly compared with the critical one. If choked conditions occur, the thrust is raised by the
pressure contribution. Otherwise, only the velocity term contributes.

FH = ṁH (V7 − V0) + A7 (p7 − pamb) (4.18)

FC = ṁC (V8 − V0) + A8 (p8 − pamb) (4.19)

The whole algorithm implemented is shown in Fig. 4.4.

4.2.3 Validation

Since the commercial code GasTurb9 was used for validating the code developed, the default
software inputs reported in Tab. 4.1 were chosen. The comparison was carried out in terms of
temperature distribution along with the engine, SFC, and thrust. The Temperature results
are reported in Fig. 4.5. As can be seen, a perfect matching occurs for the two codes’ results.
The same is for the other two quantities. The SFC and the thrust found by GasTurb9 are
19.2 g/(kNs) and 3.3 kN respectively, whereas the values found by the in-house code are
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Figure 4.4: GPA algorithm.

20.4 g/(kNs) and 3.7 kN. The authors ascribe the small differences to the hidden parameters
in the commercial software, which cannot be integrated into the in-house code.

4.3 Digital Twin for Mission Modelling

The model here proposed aims to replicate the engine behaviour along with a complete
airline mission. Since the study is focused on the assessment of the methodology, no specific
aircraft and engines were selected. In particular, general geometric parameters found in the
literature were considered to describe the airframe (Howe 2000), whereas the performance

Table 4.1: Input for the GPA.

Parameter Value Units
Altitude 11,000 m
Mach number 0.8 -
RAM recovery factor 0.99 -
Bypass ratio 6 -
Low-pressure corrected shaft speed 100 %Ncorr,design

Bleed flow 0 %ṁH
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Figure 4.5: Comparison between the temperature distribution along with the engine. Results
from GasTurb9 and the in-house code.

maps available in the commercial software GasTurb9 were used to represent the engines.
Furthermore, a short-haul mission was considered to evaluate the approach. Among the
different outputs that can be extracted from the model, fuel consumption is the one that
is of interest in this specific study. The algorithm developed is sketched in Fig. 4.6. The
information required as input for running the model are:

• Mission information in terms of altitude profile;

• Aircraft geometry details necessary to estimate the weight and the aerodynamic forces;

• Performance maps of each engine component in order to model their behaviour.

Figure 4.6: Outline of the mode algorithm.
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The first step of the method consists of the discretization of the mission profile. Here, the
whole mission is discretized into a user-specified number of segments, each delimited by two
altitude values. Steady-state conditions were assumed in every segment for both aircraft and
engines. After that, an iteration process along with the mission starts. For each segment, a
force balance is performed on the aircraft, which is considered frozen in a specific position
(Aircraft Module). This allows the estimation of the thrust needed for the aircraft for being
at the specified altitude in the predefined position. The value of the thrust thus found is
used as a constraint to compute the engine operating point, and then the corresponding fuel
mass flow rate (Engine Module). Before engine performance evaluation, the update of the
components maps in consideration of the particle ingestion phenomenon is done. In this
respect, the maps are modified to take into consideration the effects of fouling. Each module
is detailed in the following paragraphs.

4.3.1 Aircraft module

The first module composing the methodology is the aircraft module. Here, the required
net thrust FT is determined for each discrete point, by solving the aircraft equations of
motion (Eqs. 4.20 and 4.21) (Brandes et al. 2021). The equations can be easily derived by
performing a force balance on the stability axes of the aircraft (see Fig. 4.7 on the left).

Ft − FD −mA g sin(α) = mA a (4.20)

Fn + FL −mA g cos(α) = 0 (4.21)

Figure 4.7: Sketch of aircraft force balance (upper-left) and geometric details (bottom-left), and
assumed Ma and α along the mission (right).
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The quantities that enter the equations are the normal and the tangential components of
the thrust (Fn and Ft), the drag and the lift forces (FD and FL), the aircraft mass (mA),
and the flow angle of attack (α). Among them, the most important ones are the drag and
the lift actions, which require knowledge of the aircraft geometry, its airspeed, and the air
angle of attack. For the last two, the trend along the mission reported in Fig. 4.7 on the
right is assumed, where h/Hmax represents the fraction of the altitude at which the aircraft
is located. The reported profiles represent only half the mission, that is the ascending period
since a mirrored behaviour is assumed for the descending one. As it can be noted, the
airspeed is computed by assuming a Mach number (Ma) spanning from 0.3 (at the take-off
and landing) to 0.8 (cruise). The angle of attack is calculated by assuming a maximum value
of 11° at almost the mid of the ascending/descending period (Filippone 2012).

In order to estimate both the lift and the drag forces, Prandtl’s lifting line theory is used.
Specifically, to compute the lift coefficient (CL) the methodology used by Brandes et al.
(Brandes et al. 2021) is adopted (Filippone 2012). This formulation allows the calculation
of CL as a function of the angle of attack, the zero-lift angle (α0), the wing aspect ratio
(Λ = b2/A), the wing sweep angle at the half-chord line (θsw), and the flight Mach number
as shown in Eq. 4.22.

CL =
2 π Λ(α− α0))

2 +
√︁
(Λ/cos(θsw))2 + 4− (ΛMa)2

(4.22)

The wing aspect ratio is in turn computed as a function of the wingspan (b) and the wing area
(A). All these parameters are indicated in Fig. 4.7 bottom-left side. The drag coefficient is
determined by the summation of three components (Eq.4.23), which expressed in coefficient
form are: Zero lift drag coefficient (CD0), Vortex drag or lift induced drag (CDL

), Wave drag
(CDW

).
CD = CD0 + CDL

+ CDW
(4.23)

The first and the second drag coefficients are calculated according to Howe (Howe 2000)
(Eq.4.24 and 4.26), while the third is calculated according to Torenbeek (Torenbeek 1982)
(Eq.4.25). Other drag contributions, such as the spillage drag, were not considered here, but
they can be taken into account by adding drag terms to Eq.4.23 (Coats 1986).

CD0 = 0.005

(︃
1− 2 CL

RW

)︃
τ

⎡⎣1− 0.2Ma+ 0.12

(︄
Ma

√︁
cos(θsw)

0.8− t/c

)︄20
⎤⎦ 0.84RW (4.24)

CDL
=

C2
L

π Λ e
(4.25)

CDW
=

0.026

Λ0.33
(4.26)
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In the equations above, the following parameters are introduced: the Oswald factor (e), the
ratio of overall wetted area to the reference (RW ), the pitch to chord ratio (t/c), and the
correction factor for wing thickness (τ). All these quantities are determined according to
Howe (Howe 2000). Particularly, for the last one, Eq.4.27 is used.

τ =

[︄
RW − 2

RW
+

1.9

RW

(︄
1 + 0.526

(︃
t/c

0.25

)︃3
)︄]︄

(4.27)

To ease the reader, since no specific aircraft type was chosen, the summary of the aircraft
geometric parameters needed for the model is reported in Tab. 4.2 with the respective
references. With the configuration chosen, the thrust needed for the take-off is roughly
200 kN.

Degradation Module

The output of the Aircraft module is the net Thrust that the engine has to develop to
contrast the aerodynamic actions and the weight. Before entering the Engine module, the
preparation of the components maps is required, that is what the Deterioration module does.
In this specific case, the performance maps available in the commercial software GasTurb9
are used. In particular, these were adapted in order to achieve a net thrust of approximately
177 kN. This is because, since two engines were considered, the total net thrust of 200 kN
meets the need of the aircraft configuration chosen.

The main purpose of the Degradation module is to parameterize the maps in order to
allow their modification subsequently to compressor fouling. This is done by scaling them
to obtain the generalized maps in terms of ψ and ϕ, defined as follows

ψ =
∆hT
U2

(4.28)

ϕ =
va
U

(4.29)

Table 4.2: Airframe parameters needed as inputs for the model
Parameter Value Unit Reference
RW 5 - (Howe 2000)
t/c 0.1 - (Howe 2000)
θsw 32 ° (Howe 2000)
Λ 10 - (Igie et al. 2016)
e 0.95 - (Howe 2000)
mA 220000 kg -
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where hT is the total enthalpy, U is the blade velocity at the mean radius, and va the mean
axial flow velocity. The curve thus obtained is then interpolated by using the formulation
proposed by Spina (Spina 2002) and modified by Melino et al. (Melino et al. 2010) and
expressed in Eq.4.30.

ψ = ψmax −
(ψmax − γ ψD) [ϕψmax + SF (ϕψmax − ϕD)− ϕ]2

[ϕψmax + SF (ϕψmax − ψD)− ψD]
2 (4.30)

where the best fitting has to be obtained only by varying SF (Shape Factor). In the case
considered in this study, the value of SF that guarantees the best fit is 0.5. The generalized
map obtained can be then reconverted in the compressor performance map by only applying
the reverse scaling process.

As can be noted, a parameter γ is present in the formulation. This is a degradation coef-
ficient that corrects the maps in response to compressor fouling. A clean engine corresponds
to gamma equals 1, while a value of gamma less than one stands for a fouled engine. The
global compressor maps obtained by applying this procedure is depicted in Fig. 4.8, where
Π is the pressure ratio, and Γ is the corrected mass flow rate. The figure reports both the
clean (γ = 1) and an example of fouled (γ = 0.9) maps.

Figure 4.8: High-pressure compressor maps in clean (solid) and fouled (dashed) conditions.
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4.3.2 Engine Module

The engine is modelled with a 0D gas path code developed by the authors and already
explained in Sec. 4.2. As done for the airframe geometry, since no specific gas turbine was
chosen, also for the engine a summary of the design parameters is reported (Tab. 4.3). These
values represent the default engine in the software GasTurb9, where only the mass flow rate
and the TIT were varied to meet the aircraft thrust needed.

4.3.3 Compressor Fouling Cases and Effects

The algorithm results are obviously dependent on the choice of the degradation coefficients,
which describe the effects of fouling on the high-pressure compressor. These coefficients are
a function of several parameters, such as the type of contaminant ingested, the ambient
conditions during the ingestion (relative humidity), the mass of contaminants ingested, etc.
(Suman et al. 2017). In this work, the degradation coefficients are set by using the experi-
mental results reported in Casari et al. (2021). In their study, they built the test rig reported
in Fig. 4.9 with the purpose of conducting fouling tests on real turbomachinery. Specifically,
in the cited work, they investigated the fouling effects on the multistage compressor unit
aboard the Allison 250 C18 (see Fig. 4.9, bottom left). The tests were conducted in different
engine operating conditions, and by using the Arizona road dust nominal (0 − 3) µm as a
contaminant. Uncertainty bars cannot be visualized since they are contained inside each
marker. For a more detailed description of the test rig, the reader is referred to Casari et al.
(2021). The Authors are aware that the compressor taken as reference is scaled with respect
to an actual compressor unit of a turbofan engine. The bases of our investigation are listed
as follows:

• the reference compressor (Allison 250 C18) has characteristic curves in line with an
actual unit (Aldi, Morini, Pinelli, Spina & Suman 2014). Therefore, the shape of the

Table 4.3: Design engine parameters
Parameter Value Unit
By-pass ratio 6 -
TIT 1700 K
Core nozzle angle 10 °
By-pass nozzle angle 12 °
HP spool speed 44000 rpm
LP spool speed 13500 rpm
Thrust 177 kN
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Figure 4.9: Schematic layout of the test rig (Casari et al. 2021), and fitting model results for
degrading compressor maps.

performance curve (and its modification due to the degradation) could be assumed to
be representative of a real unit;

• The coefficients of the degraded unit come from an experimental campaign conducted
under controlled conditions. This allows the accurate determination of the deposit
effects by monitoring the contaminant concentration, type, and operating conditions
(temperature and humidity).

• The modification (shape and magnitude) of the performance curves depends on the
engine sensibility and susceptibility to compressor fouling (Meher-Homji et al. 2009).
Therefore, each engine experiences different behaviour when it operates under contam-
inated conditions. The results reported in this paper must be intended relative to the
clean conditions. The modifications of the curves have to be believed as an example to
show the potential application of the methodology. Each engine (or compressor) shows
a specific modification according to the experienced contamination.
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It is obvious that to obtain more realistic results, experimental deposition studies have
to be conducted with the same engine modeled here. Nonetheless, since the present work
is mainly focused on the methodology proposed, only the physical soundness of the results
was assessed rather than their absolute values.

The result of the fitting is reported in Fig. 4.9, bottom right. Specifically, the performance
after 2 (mild fouling) and 4 (severe fouling) hours of contaminant exposition are considered,
corresponding to the degradation coefficients equals 0.9 and 0.85 respectively.

In this work, the effects of compressor fouling in a single and in three repeated airline
missions are analyzed. For this purpose, the cases reported in Tab. 4.4 are considered. For
the single mission, the fuel consumption is computed in the case of a clean (C), mild fouled
(MF), and severe fouled engine (SF). For the three repeated missions, the fuel consumption
is estimated considering three different engine conditions:

• clean in all the three missions;

• clean in the first mission and mild fouled in the other twos;

• clean in the first mission, mild fouled in the second mission, and severe fouled in the
third mission.

The results in terms of TIT (Turbine Inlet Temperature), SFC and fuel consumption
during the single mission are presented in Fig. 4.10, Fig. 4.11 and 4.12 respectively, where
also the altitude is reported (red solid line). A change in both TIT and SFC is observed
throughout the mission with the increase in the fouling level, which results in higher fuel
consumption. This can be better appreciated by focusing on Fig. 4.12. With the increase in
the compressor fouling level (decrease of the degradation coefficient), the fuel consumption
found after completing the mission increases by 4.6% in mild fouling conditions, and by 5.1%

in severe fouling conditions. These values are in line with the ones found in the work of Igie
et al. (Igie et al. 2016), where a priori mass flow rate reduction has been imposed at the
engine inlet to account for fouling effects.

Table 4.4: High-pressure compressor degradation cases
Mission Cases Degradation Factor

Single
Clean 1
Mild fouled 0.9
Severe fouled 0.85

3 Repeted
C-C-C 1-1-1
C-MF-MF 1-0.9-0.9
C-MF-SF 1-0.9-0.85
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Table 4.5: High-pressure compressor degradation cases
Mission Cases Degradation Factor ∆mfuel

Single
Clean 1 -
Mild fouled 0.9 +4.60%
Severe fouled 0.85 +5.10%

3 Repeated
C-C-C 1-1-1 -
C-MF-MF 1-0.9-0.9 +4.67%
C-MF-SF 1-0.9-0.85 +10.00%

For what concerns the repeated missions, the results are presented only in terms of fuel
consumption in Fig. 4.13. The study is carried out by considering three equal missions, that
are a repetition of the single one previously analyzed. As it can be noted, as the fouling level
increase, the fuel consumed after a set of missions grows. Specifically, extra consumption of
4.67% is found with the C-MF-MF case, and of 10.00% in the C-MF-SF case. A summary
of the results found is reported in Tab. 4.5.

Now that the whole digital twin strategy has been presented, one can immediately realize
that its use is conditioned to the resolution of two big problems: finding a method to
adequately evaluate degradation (or Melino’s) coefficients and, in this track, a procedure to
estimate the correct contaminant concentration the aircraft encounters during the mission.
It is obvious that the former is a function of the latter. In the following two sections, two
strategies will be reported to face these issues. In the first one, a program that is capable to
read the CALIPSO data and giving the atmospheric contaminant concentration as the output

Figure 4.10: Change in TIT due to fouling during a mission.
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Figure 4.11: Change in SFC due to fouling during a mission.

Figure 4.12: Change in cumulative fuel consumption due to fouling during a mission.

will be presented. In the second one, a methodology for estimating Melino’s coefficients for
turbomachinery will be proposed.
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Figure 4.13: Change in cumulative fuel consumption due to fouling during three repeated mission.

4.4 A CALIPSO-based model to Derive Atmospheric Par-

ticle Concentration

To monitor the airborne dispersion and characteristics of the contaminants, a range of satel-
lites in the last decades was launched and used to gather data from the Earth’s atmosphere.
The satellite Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation CALIPSO
is part of the "A-Train", flying in formation with several other satellites (Aqua, Aura, and
CloudSat) launched in 2006 to measure Earth and climate quantities. In particular, the
Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) device, based on the light de-
tection and ranging – LIDAR device, is able to detect the backscattering coming from the
airborne particles. In addition, this measurement system also provides the vertical distribu-
tion of the aerosols generating three-dimensional data, which comprises spatial information
(latitude, longitude, and altitude), the detected backscatter signal, and the contaminant type
definition. Using a proper calibration data set reported in the literature, backscatter data
could be reorganized to obtain the particle concentration according to a three-dimensional
map.

In this section, a methodology to calculate the contaminant type and concentration
encountered by an aircraft has been set up. With reference to open source databases provided
by the CALIPSO satellite, a calculation strategy to determine the contaminant concentration
starting from the backscattering values has been proposed. A set of reference values of
particle density according to the contaminant type are also defined. Two flight routes have
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been selected to demonstrate the applicability of this methodology. According to the flight
data recorder (coming from an open-source database), an estimation of the contaminant
encountered by the aero-engine has been done, demonstrating the reliability of the calculation
tool based on open-source data.

4.4.1 Methodology

The aerosol optical properties are commonly involved in measurements of the air quality by
means of the scattering and absorption of the light emitted by a LIDAR. These two effects
are commonly quantified through the backscatter and the absorption coefficients. The first
quantifies the ability of the aerosol matter to scatter light back into the source direction, while
the second quantifies the reduction of returning light due to the particle matter absorption.
Coupling these data with specific parameters of the technology employed, it is possible to
estimate the aerosol type and the aerosol concentration distribution along the emitted light
ray.

Here, the methodology developed to estimate the aerosol encountered by an aircraft dur-
ing a mission is proposed. At first, the flight coordinates of the aircraft (latitude, longitude,
and altitude) coupled with the flight date and time are considered. Next, the CALIPSO satel-
lite open data available in the Atmospheric Science Data Center (https://asdc.larc.nasa.gov/)
are taken into account. Only the vertical profile measurements closest to the geographical
and temporal flight coordinates are considered. The entire mission data log is analyzed and
only the discrete points that match the coordinates of satellite measurements are evaluated.

For this purpose, the dust mass concentration estimation based on LIDAR measurements
proposed by Mamouri et al. (2016) is taken into account. The authors employed Eq. 4.31 to
compute the vertical distribution of the dust concentration during sand storms near Cyprus.
Here, their method was extended to all the aerosol types detected by CALIPSO.

Maerosol = ρcvβS (4.31)

ρ is particles density, cv is the volume-to-extinction conversion factor, here assumed constant
and equal to 0.64 × 10−9 km according to Mamouri et al. (2016), β is the total attenuated
backscatter coefficient [km−1sr−1], and S is the aerosol lidar ratio [sr]. The measurements
obtained from CALIPSO are collected into data clusters and then divided into different
levels depending on the degree of processing and maturity (Winker et al. 2009). The total
attenuated backscatter coefficient profiles are contained in level 1 cluster data, while the
aerosol type profiles are stored in data of level 2 named vertical feature mask (VFM). While
the backscatter coefficient is related to the physical and optical properties of the encountered
object (aerosol, clouds, etc...), particle density and the lidar ratios are defined for a specific
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type of aerosol. Six aerosol models representative of the aerosol mixtures most frequently
detected in previous experimental observations (Lee et al. 2010) can be discriminated by
CALIPSO. The selection algorithm is reported by Omar et al. (2009) and an analysis over
the reliability of the aerosol classification was carried out by Burton et al. (2013). For sake
of completeness, the parameters for each aerosol type are reported in Tab. 4.6.

The aerosol model named dust comprises the characteristics of African and Asian desert
dust (Sahara, Gobi, and Arabian Deserts). The polluted continental refers to the contam-
inant generated in urban-industrial areas, and it is commonly recognized as representative
of black carbon emission. The polluted dust aerosol model accounts for episodes of dust
mixed with biomass burning smoke typical of African and Asian regions. This type of dust
is representative of coarser particles (desert sand) and finer particles (biomass smoke). The
aerosol model called smoke refers to the biomass burning process while the clean continental
is representative of the northern hemisphere aerosol, but the microphysical properties are
likely to have significant uncertainties. Finally, the last aerosol model, called clean marine,
refers to the detection of marine aerosol but is not completely free from terrestrial and an-
thropogenic influences. According to Syverud & Bakken (2007), the salt ingested by axial
compressors operating in near-shore plants can deposit onto the blades. This leads to the
modification of the blade surface roughness. For these reasons, the density value for the
clean marine aerosol model is assumed equal to 2160 kg/m3, which is the density of salt.

Once the density and the lidar ratio for each aerosol class are assigned, utilizing the
satellite measurements of total attenuated backscatter 532 nm and aerosol type in Eq. 4.31,
the vertical aerosol concentration profile along the satellite orbit is computed. The flight
mission is divided into discrete points each of which is characterized by three geographical
coordinates (latitude, longitude, altitude). A selection algorithm arranges the aerosol con-
centration with the mission discrete points by matching the local satellite coordinates and
the altitude of the aerosol layer. In Fig. 4.14a) a schematization of the intersection of the
aircraft and satellite routes is reported and in Fig. 4.14b) the altitude for each considered

Table 4.6: Aerosol densities and lidar ratios

Clean ma-
rine Dust Polluted

continental
Clean con-
tinental

Polluted
dust Smoke

Type 1 2 3 4 5 6
S [sr] 20 40 70 35 65 70

ρ
[kg/m3]

2160
(Syverud
& Bakken
2007)

2650 (Kok
et al. 2012)

1800 (De-
Carlo et al.
2004)

1000
(Rocha-
Lima et al.
2018)

2173 (Hu
et al. 2021)

1695 (Hu
et al. 2021)
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discrete point is extrapolated from the mission data. The matching process is divided into
three phases: first of all, a proximity threshold value both for latitudinal and longitudinal
coordinates is set to determine which discrete points of the mission should be considered
matched with the satellite readings. Among these, the nearest satellite data are considered
by computing the minimum geographical distance between satellite and aircraft. Finally, the
aerosol type and concentration are known by looking at which satellite data layer is closest
to the aircraft altitude for the considered discrete point. The main steps of the methodology
proposed in this work are summarized in Fig. 4.15.

Brandes et al. (2021) carrying out an aircraft mission severity evaluation of a civil flight,
pinpointed that take-off and landing operations were the most detrimental phases of the
flight due to the highest values of contaminants encountered. To better seize the aerosols
faced by the aircraft, the number of discrete points was doubled during these relevant phases.
In light of this, it is important to underline that a preliminary analysis of the aerosol vertical
profile near the take-off and landing regions could be useful to determine the appropriate
size of the discrete steps.

4.4.2 Model application

To test the feasibility of the method described in the previous section, two civil scheduled
flight missions (medium and long haul) were analyzed, and the encountered particulate was
evaluated using the data provided by CALIPSO. The aerosol type and its relative mass
concentration were estimated through Eq. 4.31 employing the total attenuated backscatter
532 nm vertical profiles. The routes considered are the Sharjah - Mumbai (medium haul) and
the Hong Kong - Frankfurt (long haul). With these routes, it is possible to examine different

Figure 4.14: Conceptualization of crossing aircraft and satellite coordinates.
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Figure 4.15: Scheme of calculation for the aerosol encountered during an aircraft mission.

environmental conditions during flight missions. In the first case, the take-off occurs in a
typical sandy environment; then, after a cruise mostly across the Arabic sea, the landing
operation faces high-polluted and near-shore conditions. In the second case, starting from a
polluted and high-density populated environment, the mission crosses both Asia and Europe.
In both the test cases, remarkable aerosol concentrations were encountered during the take-
off and landing operations while few aerosols were detected for altitudes higher than 8000m

(26 300 feet). Since the cruise phase generally develops for higher altitudes, the encountered
aerosol during this phase was neglected and the result just for the take-off and landing
operations are provided as results.

Sharjah - Mumbai

The estimation of the aerosol encountered by the flight from the international airport of
Sharjah (SHJ) to Mumbai (BOM) operated by Air Arabia 405 on May 26, 2022, is reported
in this section. A medium entity sand storm was ongoing during the take-off. The aircraft
is an Airbus A320, which is commonly employed for short-medium range civil flights. The
covered distance is about 2410 km (1300miles) with a flight time of three hours. A depiction
of the mission trace is reported in Fig. 4.16.

During the take-off, the satellite data (Fig. 4.17) pinpointed the presence of aerosols
above the Sharjah International Airport from the ground level to almost 5000m (16 400 feet).
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Figure 4.16: Sharjah-Mumbai mission trace.

Dust is the main component of these clusters of aerosols as expected for a typical Arabic
desert environment Nelli et al. (2021) but also remarkable amounts of also Smoke, Clean
continental and Polluted continental were also found. The higher aerosol concentrations
are experienced near the ground level reaching values around 1000µg/m3, which are in
agreement with the findings of previous experimental investigations Draxler et al. (2001)
where concentrations in the range 100-1000µg/m3 were detected during a two-month test
campaign.

As mentioned before, no considerable amount of aerosols was detected along the route
during the cruise. On the other hand, landing in Mumbai leads to facing different types of
contaminants (Fig.4.18). Dust is still the prevalent type of aerosol dispersed in the atmo-
sphere and traces of Smoke, Polluted dust and Clear marine are located. Almost all the
detected aerosols can be found at altitudes lower than 6000m (19 700 feet).

Finally, in Fig.4.19 the aerosol concentration for each type of contaminant encountered
during the mission is reported. High-severity flight regions were detected both for the take-

Figure 4.17: Aerosol detection from satellite data during the take-off in Sharjah - (a) Total
attenuated backscatter 532 nm; (b) Aerosol type; (c) Aerosol mass concentration.

141



4.4. A CALIPSO-based model to Derive Atmospheric Particle Concentration

Figure 4.18: Aerosol detection from satellite data during the landing in Mumbai - (a) Total
attenuated backscatter 532 nm; (b) Aerosol type; (c) Aerosol mass concentration.

off and landing. In the first phase, the aircraft faced negligible amounts of smoke and huge
quantities of dust and polluted dust, reaching a concentration of almost 1000µg/m3. For the
second, only dust was detected but for a longer exposure time and with a concentration up
to 700µg/m3.

Hong Kong - Frankfurt

For what concern the long-haul mission, the flight between the international airports of
Hong Kong (HKG) and Frankfurt (FRA) was considered to test the model proposed in
this work. For the mission of May 22, 2022, operated by Cathay Pacific, a BOEING 777-
300ER was employed. The covered distance is about 3510 km (6500miles) for a flight time
of about thirteen hours. A depiction of the entire mission is reported in Fig. 4.20. After

Figure 4.19: Aerosol encountered during the flight from Sharjah to Mumbai.
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Figure 4.20: Hong Kong - Frankfurt mission trace.

having crossed China and several Asian countries, the aircraft passed the Caspian Sea and
then arrived at Frankfurt flying over middle-east Europe. The proposed long-haul mission
can help to study the influence of different environmental conditions on the quality of air
elaborated by the aero-engines.

The mission begins at the Hong Kong International Airport where thick aerosol layers
were found from 4000 to 10 000m (13 000 to 32 800 feet) (13,000 to 32,800 feet) altitude
as reported in Fig. 4.21. Among these, much of the PM belongs to the smoke and clean
continental aerosol types, which corresponds to a huge industrial and high-density populated
environment as reported by Wong et al. (2013). Previous investigations from literature
reported the vertical distribution and concentration of the PM in Hong Kong (Chan & Kwok
2000, Chan et al. 2001, Ho et al. 2002). Chan & Kwok (2000), Chan et al. (2001) found
particles concentrations between 100-300µg/m3 near the ground level during an extensive
experimental campaign in an urban area of Hong Kong, while Ho et al. reported values up
to 120µg/m3 collecting particles across the same region. As reported in Fig. 4.21, good
agreement was found with the estimations presented in this work. Also polluted dust and

Figure 4.21: Aerosol detection from satellite data during the take-off in Hong Kong - (a) Total
attenuated backscatter 532 nm; (b) Aerosol type; (c) Aerosol mass concentration.
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Figure 4.22: Aerosol detection from satellite data during the landing in Frankfurt - (a) Total
attenuated backscatter 532 nm; (b) Aerosol type; (c) Aerosol mass concentration.

clear marine aerosol type were detected in few zones. The higher aerosol concentrations are
experienced at altitudes of about 7500m (24 600 feet), reaching values around 3500µg/m3.

Although the long haul of the mission, as found for the Sharjah-Mumbai in Sec. 4.4.2, no
relevant amount of aerosol was detected during the cruise phase due to the lack of notable
particle concentrations at the altitudes where the cruise typically takes place. However,
different aerosols were found during the landing in Frankfurt, as reported in Fig. 4.22.
Most of them are classified as dust, with also considerable amounts of smoke and clean
continental. The estimated mass concentration reaches 1000µg/m3 at middle altitudes, i.e.
around 5000m (16 400 feet). According to Brand et al. (1992), values of mass concentration
from 50 µg/m3 up to 200µg/m3 can be found typically at the ground level near Frankfurt.

Through the intersection of satellite and flight data, the aerosol concentration for each
type of contaminant encountered during the mission can be calculated. The results are
reported in Fig. 4.23. The most detrimental flight conditions were detected during the take-
off in Hong Kong where smoke concentrations of about 3400µg/m3 were encountered (Fig.

Figure 4.23: (a) Aerosol encountered during the flight from Hong Kong to Frankfurt ; (b) magni-
fication of the 4.23(a) in the range 0-30 µg/m3.
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4.23a). In addition, clean continental polluted dust aerosol types were faced in concentrations
up to 25 µg/m3 (Fig. 4.23b). On the other hand, the landing in Frankfurt leads to the
ingestion of a restrained amount of smoke and clean continental with concentrations not
over 6 µg/m3. As a result, the aircraft encounters aerosols of different natures both during
the take-off and landing.

4.5 Degradation Coefficients Derivation Strategies

As said in Sec. 4.3, besides the derivation of the atmospheric contaminant concentration,
one of the big problems that must be faced to build a predictive maintenance tool is the
estimation of adequate degradation coefficients, since they are the parameters that describe
the component deterioration. In this context, the strategy proposed in the present work
wants to be the solution to this problem. In particular, a multi-fidelity machine learning-
based methodology that can be trained with experimental and numerical data is presented.
The procedures to obtain the dataset will be deeply presented, whilst the machine learning
algorithm will be only introduced since the reader is free to choose the multi-fidelity method
it likes.

4.5.1 Experimental Strategy

The experimental campaign has been conducted on the rotating test facility located in the
Fluid Machinery Laboratory of the University of Ferrara, Italy. The test rig (Bettocchi
et al. 2003) mounts the multistage compressor of the Allison 250 C18 (Suman et al. 2021)
engine shown in Fig. 4.24. A schematic layout of the system used for this work is reported
in Fig. 4.25 and is divided into four parts, which are described in detail in this section.
Looking at Fig. 4.25, the pressure values are taken in the suction section and at the bleed
valve installation (the bleed valve is positioned in correspondence with the fifth axial stage).
Two ceramic absolute pressure transducers (MEAS U5200) have been used at the inlet and
bleed sections with a measuring range of 345 000Pa. The measurement taps were checked to
ascertain the absence of burrs or slag and, thus, avoid their contributions to the total error of
pressure measurements, which can be significant. During the tests, a volumetric flow rate was
measured at the inlet duct in order to check the operating conditions of the compressor and
to ensure the particle concentration at the inlet section. Due to the operating conditions, the
volumetric flow rate is not taken as a reference for evaluating the performance losses due to
fouling. All acquired signals are transmitted to a desktop by a National Instrument devices
and acquisition rack. The voltage signals provided by the pressure transducers are elaborated
by the National Instruments acquisition module NI 9201. These devices are comprised in
the uncertainty assessment.
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Figure 4.24: Sketch of the Allison 250 C18 compressor unit: IGV, stator, and rotor axial wheels.
From Suman et al. (2021).

Dust Injection System

The system is designed to inject a constant amount of contaminants toward the inlet of the
compressor. The air required to drive the system is supplied by a screw compressor. A heat
exchanger downstream of the compressor provides the removal of humidity from the shop air
and a set of filters ensures the total removal of the impurity, such as dust and oil droplets.
The clean and dry shop air follows three paths: two of them enter the particle feeder and

Figure 4.25: Schematic layout of the multistage compressor test facility.
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one goes to an aerodynamic eductor. The particle feeder is the SAG 410 Ultralow Flow
model made by TOPAS GMBH. This device provides the dosage of the injected powder.
A rotating ring is charged with the powder in a drizzling manner. The powder on the
ring is carried at a constant speed from the charging site to the sucking dispersing nozzle
that de-agglomerates and disperses the powder. The rotation speed of the dosing ring can
be freely selected, changing the mass flow rate of the injected powder. One of the paths
of the supplied air is used to drive the dispersing nozzle and the other one provides the
purge air to maintain the feeder clean. The aerodynamic eductor is driven by the third line
of the supplied shop air. The eductor disperses the dust, that has been previously dosed
by the feeder, into the upstream compressor pipeline after de-agglomeration of the powder
thanks to the shear stress applied by the Venturi nozzle (Yoshiyuki Endo et al. 1997, Calvert
et al. 2009). The injection system has been calibrated in an external circuit with the use
of the Particle Spectrometer OPS 3330 made by TSI. Thereupon, the particle mass flow
injected into the compressor pipeline is always known. Before entering the compressor, an
equilibrium length of 2m has been used to ensure the achievement of the kinetic and thermal
equilibrium between particles and air. This distance permits the proper mixing process and
allows a uniform particle concentration at the compressor inlet.

External Air Treatment Section

The test facility is located in a closed room where the air is maintained at the almost
constant condition of 22 °C and 50%RH. The values of pressure, temperature, and humidity
are always monitored for the entire duration of the test. To avoid the ingestion of external
dust without introducing high-pressure losses, a compact filter EPA F9 class has been placed
at the inlet of the circuit. A steam nozzle is placed afterward the filter in order to increase
the relative humidity of the air. The use of steam humidification is crucial to avoid the
temperature modification of the inlet air. The nozzle is linked to a steam generator and the
steam mass flow rate can be selected in order to achieve the desired relative humidity value
at the inlet of the compressor. Before entering the steam generator, the supplied water is
treated by an osmotic system.

Compressor Unit

The test rig was built to test the Allison 250 C18 compressor (Suman et al. 2021). The
machine is characterized by an inlet diameter of 0.104m with an inlet guide vane. The
compressor has six axial stages and one centrifugal stage. The centrifugal stage has two
semivolutes, each with a circular exit duct with a diameter of 0.056m. Two flexible tubes
link the outlet ducts to an exhaust outlet with a diameter of 0.100m. At its nominal
operative conditions, the compressor achieves a pressure ratio of 6.2, with a rotational speed
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of 51 600 rpm rpm and a mass flow rate of 1.36 kg/s.

Test Conditions

The long time required for the deposition phenomena to occur in real operative conditions
makes its faithful reproduction in the laboratory practically unachievable. The strategy
adopted by researchers, in the literature and also in this study, is to increase the concentration
of dust by several orders of magnitude with respect to the ambient condition (Syverud &
Bakken 2007, Döring et al. 2017b, Jensen et al. 2004), in order to accelerate the phenomena
and realize the test in a laboratory time scale. In such tests, the reinforcement of the
deposited layer due to the bridges generated by the presence of water and the oxidation
process is neglected. However, in common applications, these phenomena are considered
higher-order effects. The contaminants selected to study the deposition on the Allison 250
C18 are micrometric powders of Arizona road dust. The ARD is a silica-based standard
powder for filter testing and it is widely used in literature to study deposition mechanisms
(Yu & Tafti 2016, Whitaker et al. 2016).

Three particle size distributions of ARD have been tested: Nominal 0-3 µm (ARD N), ISO
12103—1 Ultra-Fine (ARD UF) and ISO 12103—1 Medium (ARD M). The powder samples
were provided by Powder Technology, Inc. (Arden Hills, MN), and they are obtained in
agreement with ISO 12103-1:2016. The characteristics related to the particle size are reported
in Tab. 4.7 and the frequency curves of the number distribution are reported in Fig. 4.26.

The layout of the test rig allows changing the relative humidity at the inlet of the com-
pressor. The role of relative humidity is crucial in the adhesion mechanisms between particles
and compressor internal surfaces. For this reason, the experimental campaign has been per-
formed considering three values of the relative humidity: 15%RH, 50%RH. and 80%RH.
The value of 15%RH was the lower limit reachable during the test campaign days. Whereas,
the value of 80%RH was the upper limit to avoid the formation of drops of condensation at
the inlet of the compressor that could have washed away the deposited dust.

The tests have been conducted only at the rotational speed of 20 000 rpm. This constraint
was due to the capability of the test rig. The mass flow rate was 0.36 kg/s. Summing up, the
experimental campaign concerned the following variables: three values of relative humidity
(15%RH, 50%RH. and 80%RH), and three types of contaminants (three grades of ARD).

Table 4.7: Contaminant diameter distributions
Powder type dmean(µm) d10(µm) d50(µm) d90(µm)
ARD N 1.3 0.9 1.1 1.9
ARD UF 4.8 1.1 4.3 8.5
ARD M 25.5 2.5 14.0 60.3
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Figure 4.26: Frequency curves of number distribution of a) ARD N, b) ARD UF, and c) ARD M.

Before being injected, the powders have been baked for twelve hours at 15%RH, 50%RH.
and 70 °C in order to eliminate their water content. The matrix of the tests conducted is
reported for the sake of clarity in Fig. 4.27.

Test Procedure

Starting from the number of variables introduced in the previous section “Test Conditions,” a
total number of five tests have been performed. At the beginning of each test, the compressor
was deeply cleaned. The offline cleaning has been carried out by disassembling the stator
axial part to allow easy access to the rear stages of the compressor. The stator and rotor
blades, the shroud and the hub were cleaned with demineralized water, a cleaner product
and brushes to restore the initial condition of cleanliness. Due to the inaccessibility of the
Allison 250 C18 compressor to the centrifugal impeller and volute, the cleaning of these parts
has been carried out using demineralized water and a cleaner product from the outside. The
cleaning effectiveness has been assessed with borescope observations. After the conclusion
of the cleaning operation, pictures of the IGV, axial rotor and axial stator are taken. After
the compressor startup, the achievement of the desired operating point and the assessment
of the thermal equilibrium, the injection of the contaminant is carried out. The duration of
the tests was 4 hours. For the duration of the test, the particle flow rate injected is kept
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Figure 4.27: Test matrix.

constant. For every test, the injection of contaminants was stopped after 2 hours, and the
characteristic curve of the machine was acquired. The latter was obtained also after the 4
hours of exposure. At the end of each test, the axial part is disassembled and pictures of
the fouled parts (IGV, axial stator and rotor) are taken. As stated before, the centrifugal
impeller and volute are inaccessible, and for this reason, representative pictures of deposited
dust on those parts are not provided in this work.

Uncertainty Assessment

The present investigation is based on the timewise monitoring of the compressor performance
to detect the losses due to the fouling phenomenon. Since the operating conditions (subidle
and quasi-idle) and the sensor position adopted in this work (shown in Fig. 4.25) impose
an accurate assessment of the pressure values, a detailed analysis of the uncertainty value
associated with the pressure measurement has been carried out. The uncertainty calculation
is performed in order to estimate the uncertainty of the pressure measurement and the
compression ratio β provided by the machine by means of the uncertainty propagation. The
uncertainty calculation is based on the procedure reported in the standard ISO/IEC Guide
98-3:2008 and EA-4/ 02M. The propagation of the uncertainty is realized by employing the
classic procedure based on propagation rules. The definition of the pressure ratio is

β =
ps,bleed
ps,inlet

(4.32)
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and its associated uncertainty can be expressed as

δβ =

√︄(︃
∂β

∂ps,bleed

)︃2

δp2s,bleed +

(︃
∂β

∂ps,inlet

)︃2

δp2s,inlet + 2r

(︃
∂β

∂ps,bleed

)︃(︃
∂β

∂ps,inlet

)︃
δps,bleedδps,inlet

(4.33)
where the uncertainty of pressure values measured at the suction (δps,inlet) and bleed (δps,bleed)
sections are evaluated according to the procedure reported in the following description. Eq.
4.33 shows the propagation equation including the part of the uncertainty due to the cor-
related terms. In the present investigation, pressure transducers are calibrated against the
same prime laboratory standard and share the same acquisition signal chain. For this rea-
son, the uncertainty of the pressure ratio will include the correlated terms with a correlation
coefficient r equal to 1 (one). The uncertainties of pressure values are estimated according
to the data collected during the calibration process.

The standard procedure consists of the definition of the first-order (linear) calibration
curve realized using several pairs of measured pressure and reference pressure values. The
best straight line was obtained by considering twenty-five (25) independent points and it is
used during the tests to correct the measured pressure values. During the calibration process,
the evaluation of the sensor hysteresis has been carried out by means of a two-way calibration
process (from lower to higher pressure values, and vice versa). Besides, since the calibration
process was carried out in the same conditions as the usual measurement system operation,
the temperature effects on the pressure measurement were considered intrinsically in the
calibration process. The two pressure transducers (mounted at the compressor inlet and
outlet sections) and the correspondent measurement chain have been calibrated at the same
time, using a three-way manifold connected to the pressure calibrator Micro-Cal PM200þ,
representing the in-house laboratory secondary standard which, in turn, is calibrated toward
a primary laboratory standard certified in agreement with the Italian Accreditation Body
(Accredia). This methodology is the base for the assumption of a coefficient of correlation
equal to 1 (one). The type B uncertainty is obtained by considering the uncertainty of the
primary laboratory standard (that represents the reference uncertainty of the certified lab-
oratory standard) UPLS (considered as a Gaussian distribution, and for this reason, it is
divided by 2 for calculating the standard deviation equivalents) and the residual uncertainty
value of the pressure measurement chain ER. The latter value is estimated considering the
difference between the reference value (also called true value because is the value provided
by the primary laboratory standard) and the average value of the signal provided by the
measurement chain reordered for 2 s under a constant pressure input (generated and con-
trolled by the Micro-Cal PM200þ). This term is considered to have a rectangular probability
distribution and for this reason, it is divided by 31/2. Finally, this procedure also allows the
evaluation of the type A uncertainty by estimating the standard deviation (considered as
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Table 4.8: Extended uncertainty values for the pressure measurement chains for the inlet and the
bleed sections 2σ.

ps,inlet ps,bleed
(rpm) 20000 20000
UPLS [Pa] 38 284
ER [Pa] 49 33
Uσ [Pa] 2 2

a Gaussian distribution, and for this reason, it is divided by 2 for calculating the standard
deviation equivalents) of the set of data Uσ. The size of the sample (about 2000 pressure
measurements) ensures the proper application of the statistical methodology. The final as-
sessment of the pressure measurements uncertainty is

δp =

√︄(︃
UPLS
2

)︃2

+

(︃
ER√
3

)︃2

+

(︃
Uσ
2

)︃2

(4.34)

while Tab. 4.8 reports all the extended uncertainty data with a level of confidence of 2r
(coverage factor k = 2). Based on these data, the uncertainty of the compressor pressure
ratio has been assessed. After the uncertainty propagation, the uncertainty of pressure ratio
is 0.038% for the tests at 20 000 rpm.

Correction Factors

Since during the tests, the corrected rotational velocity changed as a consequence of fouling,
in order to compare results from different fouled conditions a correction in the rotational
speed was necessary. For this purpose, the correction strategy reported in the ASME PTC
10 was used.

The corrections were performed for both the mass flow rate and the pressure ratio. The
first was done by applying Eq. 4.35.

ṁcorr = ṁ
ω

ωcorr
Remṁ (4.35)

where ωcorr is the corrected rotational speed, and Remṁ is the machine Reynolds nomber
computed as

Remṁ =
lp,rif
lp

(4.36)

where lp is the polytropic efficiency, which, assuming air as perfect gas and neglecting the
compressibility effects, can be calculated as

lp =

(︃
n

n− 1

)︃
R T0,asp

[︂
β

n−1
n − 1

]︂
(4.37)
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On the other hand, the correction of the pressure ratio has to be preceded by the correction
of the polytropic efficiency as

lp,corr = lp

(︃
ω

ωcorr

)︃2

Remṁ (4.38)

Once corrected the efficiency, also the pressure ratio can be corrected as

βcorr =

(︃
lp,corr
R T0,asp

n

n− 1
+ 1

)︃ n
n−1

(4.39)

Performance Degradation

The evaluation of compressor performance has been assessed according to the pressure ratio
and mass flow rate over the axial stages. Among the tests that have been carried out, only
the ones with ARD N and ARD UF lead to appreciable results, whereas the ones with ARD
M did not show particular effects on the performance of the compressor. For this reason,
only the results obtained with the ARD N and ARD UF will be shown here. Fig. 4.28,
and 4.29 shown the timewise performance modification and the characteristic curve found
respectively.

For what concern Fig. 4.28, it can be noted that the only configuration that leads to
a degradation of the performance is the ARD UF at 50%RH. The other configurations
reported seem to conduct a change in the operating point rather than a degradation of
the performance. In particular, both ARDN at 15%RH and 80%RH lead to a shift of the
operating point towards the surge conditions (rise in the pressure ratio and drop in the mass
flow rate). On the other hand, AR UF at 80%RH shows the opposite behaviour, since the
pressure ratio tends to decrease and the mass flow rate increases. Besides that, a note can
be made in the trend of the ARD N at 80%RH. It seems that the pressure ratio tends to
reach an asymptotic behaviour with the increase in the contaminant injected. This leads the
Author to consider that, in this particular circumstance, the equilibrium between adhesion
and detachment has been achieved.

The results reported in terms of trends over time are also reported in terms of performance
curves in Fig. 4.29. As it can be noted, all the considerations reported previously can be
transported here. The most important thing to highlight in these results is that they can be
perfectly used to estimate Melino’s coefficients for a specific machine. This procedure can
be repeated for other turbomachinery, with the purpose of creating a database that can be
employed to train a machine learning algorithm to give the degradation coefficients.
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Figure 4.28: Performance trends over time at 20 000 rpm as a function of contaminant and relative
humidity values. The trend of the clean condition is equipped with error bars referring to the
extended uncertainty of the pressure ratio and the mass flow rate.

4.5.2 Computational Strategy

As reported earlier, the dataset for the estimation of Melino’s coefficients can be built with
both experimental and numerical results. In this section, the second method is explored.
For this purpose, some consideration has to be pointed out. First of all, it is obvious that
in order to obtain a more accurate result, the whole turbomachinery should be simulated.
This, however, would result in tremendous computational costs, often unattainable. For this
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Figure 4.29: Performance curves at 20 000 rpm as a function of contaminant and relative humidity
values: a) ARD N - 15%RH, b) ARD N - 80%RH, c) ARD UF - 50%RH, and d) ARD UF - 80%RH
.

reason, in this work, the stage-stacking strategy is proposed in order to avoid the simulation
of the entire machine, and then focus the efforts only on its first stage. This is because
the stage-stacking allows the estimation of the engine performance by only knowing the
ones of its first stage. With the use of this technique, a problem arises when the open-source
software OpenFOAM is employed, since it lacks the mixing-plane algorithm, that is useful for
multistage turbomachinery simulations. To face this problem, foamExtend-v4.1 instead of
OpenFOAM was utilised, since the mixing plane was already implemented in it. Nonetheless,
efforts have been done to adapt the algorithm to interact with particle tracking. Finally,
the whole procedure, constituted by the new cold deposition model (Sec. 2.2.3), the mixing
plane strategy, and the microscale model (Sec. 2.2.3), was applied to a real turbomachinery,
that is the axial compressor used for the experimental campaign introduced in the previous
section.

The Stage Stacking Technique

The stage-stacking technique here exposed was firstly introduced by Spina (2002). The
procedure to obtain the performance maps of a multistage compressor, which link together
overall pressure ratio (βC), efficiency (ηC), corrected mass flow (µC) and corrected rotational
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speed (νC), is based on the fact that the overall performance of a multistage compressor
depends on the performance of its stages. Therefore, by starting from stage characteristics,
which link together pressure coefficient (ψ), stage efficiency (η) and flow coefficient (ϕ), the
stage-by-stage evaluation of the outlet conditions from the knowledge of those at the inlet is
possible. At this point, the use of a "stage-stacking" procedure allows the evaluation of the
overall multistage compressor performance.

In order to model each compressor stage, generalized relationships between ψ∗=ψ/ψr,
η∗=η/ηr and ϕ∗=ϕ/ϕr were used. These relationships allow the complete evaluation of stage
characteristics once the stage reference point (ψr, ηr, phir) is known or estimated.

The first generalized relationship, ψ∗ = Fψ(ϕ), was set up based on the work of Muir
et al. (1989), who obtained a generalized curve by fitting experimental data points of a
number of compressor stages. First, the curve of Muir et al. (1989) was approximated using
the following relationship:

ψ∗ = ψ∗
max −

ψ∗ − 1(︁
ϕ∗
ψmax

− 1
)︁2 (︁ϕ∗

ψmax
− ϕ∗)︁2 (4.40)

Secondly, in order to account for different stage characteristics based on different stage types,
a number of generalized ψ∗ = Fψ(ϕ

∗) curves covering all experimental data points reported by
Muir et al. (1989) were used. These curves were obtained by substituting, for each ψ∗ value
calculated by means of the Eq. 4.40, the respective abscissa ϕ∗ with (ϕ∗+(ϕ∗−1)SF ), where
SF is the "Shape Factor" introduced by Cerri et al. (1993). This allows the representation
of different types of compressor stages, including transonic and supersonic stages (negative
SF values). In Fig. 4.30 three curves ψ∗ = Fψ(ϕ

∗, SF ) obtained using SF ∈ [−0.5, 1] are
shown, together with the experimental data points and the curve reported by Muir et al.
(1989).

The second generalized relationship, η∗ = Fη(ψ
∗/ϕ∗), was set up by substituting the

abscissa ξ∗/ϕ∗ of the generalized stage efficiency curve η∗ = Fη(ξ
∗/ϕ∗) proposed by Howell &

Bonham (1950) with ψ∗/ϕ∗ = η∗ (ξ∗/ϕ∗). The obtained curve was then approximated using
the following relationships:

η∗ = 1−
1− η∗(ψ/ϕ)min[︂
1−

(︂
ψ∗

ϕ∗

)︂
min

]︂3.5 (︃1− ψ∗

ϕ∗

)︃3.5

,
ψ∗

ϕ∗ ∈
[︃(︃

ψ∗

ϕ∗

)︃
min

, 1

]︃
(4.41)

η∗ = 1−
1− η∗(ψ/ϕ)max[︂(︂
ψ∗

ϕ∗

)︂
max

− 1
]︂2 (︃ψ∗

ϕ∗ − 1

)︃2

,
ψ∗

ϕ∗ ∈
[︃(︃

1,
ψ∗

ϕ∗

)︃
max

]︃
(4.42)

Fig. 4.31 shows the generalized stage efficiency curve obtained by using Eqs. 4.41 and
4.42 compared to data obtained from the curve proposed by Howell and Bonham (1950).
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Figure 4.30: Generalized stage characteristics ψ∗ = Fψ(ϕ
∗, SF ) and experimental data points

(Muir et al. 1989).

This single curve, together with the curves ψ∗ = Fψ(ϕ
∗, SF ), allows the obtainment of

relationships η∗ = Fη(ψ
∗, SF ) for all types of compressor stages.

Once the generalized stage characteristics are known, the following relationships are used
for the stage-by-stage evaluation of the outlet conditions starting from the inlet ones:

h(T0(i+1)s) = h(T0i) + U2
i ψi = h(T0i) + U2

i Fψ(ϕi) (4.43)

h(T0(i+1)) = h(T0i) +
U2
i ψi
ηi

= h(T0i) +
U2
i Fψ(ϕi)

Fη(ϕi)
(4.44)

p0(i+1)

p0i
= e[Φ(T0(i+1)s)−Ψ(T0i)] (4.45)

ϕi+1 = ϕi
Ui
Ui+1

Ai
Ai+1

p0i
p0(i+1)

T0(i+1)

T0i
(4.46)

By stacking all the "n" stages it is then possible to evaluate: the overall pressure ratio, the
overall enthalpy variation, and the compressor efficiency.

Particle-Mixing plane interaction

To date, a number of multistage simulations including discrete-phase presence has been per-
formed. For example, Ghenaiet (2014) studied particle ingestion in a two-stage gas turbine
for erosion analysis using a frozen rotor, multiple reference frame model. On the other hand,
Yang & Boulanger (2012), Suzuki et al. (2006) tracked particles in frozen flow fields obtained
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Figure 4.31: Generalized stage efficiency curve (Spina 2002).

from unsteady simulations with a consequent large computational time. In consideration of
this issue, Zagnoli et al. (2015) used a mixing-plane interface and studied two different par-
ticle averaging techniques: averaged and preserved. The first method broke up the vane exit
into radial bands, averaging all the particle properties in each of them and assigning those
averaged values to each particle within the respective band. The second method preserved
each particle’s properties but randomly assigned a new circumferential coordinate. They
found that no significant differences are yielded between the two methods.

In the present section, the authors tried to push the investigation forward. Three particle-
interface interaction methods have been proposed, comparing their prediction capabilities to
a high-fidelity transient simulation based on the sliding mesh approach. The first stage of
the high-pressure turbine of the General Electric Energy Efficient Engine (EEE) analysed
by Thulin et al. (1982) is considered as the reference geometry. All the simulations have
been performed with the open-source software foam-extend-4.1, and efforts have been done
to implement an extended interface treatment for Eulerian-Lagrangian simulations. To be
more general as possible, the results are presented in terms of particle impact efficiencies on
the vane and rotor blade. The aim of this work is to find a particle-mixing plane interaction
method suitable to capture the time-averaged behaviour of particle impacts on blade surfaces.
This is of crucial importance in particle-laden flows since unsteady calculations typically need
a considerable computational effort, and one has often to resort to steady-state simulations
to obtain results in an acceptable turnaround time.

The techniques for particle tracking through mixing plane interfaces were implemented
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from scratch in the foam-extend software and are readily applicable to any kind of turbo-
machinery flow.

Geometry and Computational Domain In this study, the first stage of the EEE high-
pressure turbine is considered as reference geometry for GT applications. The whole annulus
3D configuration has been modified for exploiting periodicity properties. The actual number
of vanes and rotor blades in the experiment (24 and 54, respectively) has been changed to
obtain a 1 : 2 ratio (25 and 50). In this way, the simulations could be carried out in a
one-vane/two-blade domain. The cooling system was not taken into consideration, so as
not to introduce further complexity in the numerical analysis. The computational domain
extends one vane chord upstream of the inlet section and one blade chord downstream from
the stage exit (see Fig. 3.15). A fully structured hexahedral grid of nearly 3.3 million cells
was generated using ANSYS TurboGrid. Furthermore, cell refinement close to the walls has
been introduced to resolve the near-wall region according to the selected turbulence model
(see below). The growth rate of the prism layers was set in such a way as to provide an
average wall y+ ≈ 1 and everywhere lower than 5.

Solution methods The numerical resolution of the particle-laden flow starts with the
computation of the continuous phase, which is clean airflow without solid particles. This
phase was modelled by the Favre-averaged Navier-Stokes equations. The explicit density-
based solver transonicMRFDyMFoam developed by Borm et al. (2011) was used for the
numerical solution. It adopts the hllc approximate Riemann solver to compute inviscid
fluxes, while the viscous term is treated with a central difference approximation. Second-
order accuracy in space is obtained by reconstructing the variables according to the MUSCL
approach, with the Van Albada slope limiter. The solver was implemented in the open-source
software foam-extend-4.1. For the steady simulations, a pseudo time stepping approach
combined with a 4-step Runge-Kutta integration was used, while a dual time stepping method

Figure 4.32: Computational domain.
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was exploited to solve the unsteady problem. In the unsteady case, second-order accuracy
in time was also achieved using three-time levels backwards Euler scheme.

The operating conditions considered for the study reproduce the design point described
by the technical report by Thulin et al. (1982). At the inlet of the domain, uniform total
pressure and temperature equal to p0 = 13.25 bar and T0 = 1633K respectively have been
imposed. Besides, the turbulence intensity at the inlet of the vane passage has been set to
5%. The effects of turbulence were computed by the shear stress transport k-ω (SST) model,
either for the steady (RANS) or unsteady (URANS) framework. A temperature of Twall =
1100K has been imposed at the domain walls to approximate the coolant injection effect.
Finally, the static pressure of p = 2.75 bar has been set at the outlet of the domain, in order
to guarantee an absolute isentropic exit Mach number of 0.52 as reported in the technical
report. For steady calculations, the mixing-plane approach has been used. This has been
implemented in foam-extend software by Jasak & Beaudoin (2011) as an evolution of the
Generic Grid Interface (GGI). Since the purpose of the paper is to compare several types of
treatments of solid particles at the mixing-plane interface, the authors have chosen a transient
simulation as a high-fidelity reference for the comparison. The sliding-mesh approach makes
use of an overlapGGI interface to preserve fluxes between the two rows. In this way, the
transient interaction between the stationary and rotational domains is accounted for.

Once the flow field was solved, particles were seeded from the inlet of the domain with
a uniform distribution. Aware of the large variety of solid particles that can enter the en-
gine, the authors have chosen the Arizona Road Dust (ARD), which is one of the most
common and tested in the literature, see Reagle et al. (2014). The choice was guided by
considering the possible reproducibility of the results in experimental test rigs and maxi-
mizing the generalization of the outcomes. The particle size distribution has been divided
into 8 discrete sub-diameters starting from 1 µm and growing with a power of two until 128
µm. The amount of particles injected is derived with the aim of obtaining a statistically
meaningful representation of the impacts. A number of 100,000 particles for each diameter
has been chosen by the authors. Particle trajectories were computed by integrating the
Basset-Boussinesq-Oseen (BBO) equation for each of them. The only relevant force to be
kept into account is the drag since other forces are at least one order of magnitude smaller,
as suggested by Rispoli et al. (2015). For steady-state simulations, particles are tracked in a
relative reference of frame and centrifugal and Coriolis non-inertial forces are added to the
equation of motion. The magnitude of these forces is set to zero in the statoric domain,
while in the rotating part they are respectively defined as

Fcentr = −mpΩ×Ω× rp (4.47)

FCor = −2mpΩ× vp (4.48)
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Figure 4.33: Numerical validation results: Cp evolution along the mid-span a) and rotor exit flow
angles b).

where Ω is the angular velocity of the rotating frame. The maximum particle volume fraction
is small enough to model the interaction between particles and fluid flow with the one-
way coupling, according to Elghobashi (1994). Particles are tracked through the domain
until they escape from the outlet. The impact behaviour was modelled using the rebound
model proposed by Reagle et al. (2014), where normal velocity and impact angle are used to
compute the restitution coefficients. Finally, to account for the effect of turbulent dispersion
on particles, the Discrete Random Walk Model of Gosman & loannides (1983) has been used.

Flow Field Validation The technical report by Leach (1983) was taken as a reference for
either vane or rotor validation. Concerning the vane, the pressure coefficient Cp has been
adopted to compare the numerical results to the experimental ones. The outcome of the
comparison is reported in Fig. 4.33 a). In this figure, the Cp profile along the vane mid-span
from the steady mixing plane simulation is depicted. As can be seen, good matching has been
reached for this section, even if some difference is present at the trailing edge. Regarding
the rotor, no blade pressure measurements are available in the test report. To overcome
this issue, the validation of the blade was conducted by comparing the exit flow angles at
the outlet of the domain. The results are reported in Fig. 4.33 b), where labels have been
added to the original experimental contours to ease comprehension. As can be noted, the
general spanwise trend and contour shapes of the experimental measures are captured by
the steady-state simulation. Moreover, the same solver transonicMRFDyMFoam was also
validated elsewhere (see Borm et al. (2011)) and has been used to perform both steady as
well as transient computations. For this reason, the solution is considered validated also for
the unsteady case.

Discrete-Phase Treatment at the Interface The main purpose of this work is to com-
pare three particle-mixing plane interaction models to a high-fidelity transient simulation.
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Novel particle-interface support has been implemented in foam-extend, allowing the passage
of particles through different kinds of coupled interfaces such as mixing planes and GGIs.
The particle passage through interfaces hinges upon the face addressing between the two
coupled sides. Therefore, there is no preferential crossing direction of the interface, making
the algorithm robust with respect to separation bubbles and reverse flows between the blade
rows. Besides, three types of discrete-phase treatments at the interface have been introduced
in the computational routine, as will now be shown. The chosen techniques are based on
different easiness of implementation and physical soundness:

• no redistribution (noRed): no particle redistribution and no particle velocity changes
through the mixing plane interface (frozen rotor-like model);

• circumferential redistribution (crcRed): particles are circumferentially redistributed
along the interface, but no particle velocity changes occur through the mixing plane.
Here, the particles approaching the interface will be redistributed randomly inside each
of the stripes created by the mixing plane algorithm;

• circumferential redistribution with new velocity value assigned (crcVelRed): particles
are circumferentially redistributed after the mixing plane (like in the crcRed), and the
velocity of each particle is set equal to the mixed-out fluid velocity in the rotating
frame of reference of the correspondent stripe;

noRed and crcRed have already been used in the previous frozen rotor and mixing plane
simulations, while crcVelRed is a new type of model, aiming to simulate a full mixed-out
state, where particles are at the equilibrium with the surrounding fluid. Once they cross
the interface, particles are tracked into the relative frame of reference of the blade domain
using the relative velocity. Since for GTs deposition and erosion are the most dangerous
consequences of particle ingestion, the distribution of the impacts on the wall surfaces was
chosen as the reference parameter for the comparison.

Regarding the unsteady simulation, a sliding mesh approach is used and particle tra-
jectories are tracked in a continuous manner across the interface. The complete transient
particle-laden flow through the entire stage has been computed with a pretty fine time step
of 10×10−7 s. This was necessary to provide accurate particle trajectory all the way through
the domain, due to the importance of mesh motion effects.

Impact efficiency Results The first parameter the authors considered is the impact
efficiency (ηimp), that is the number of impacted particles over the total particles injected
for each diameter. Impact efficiencies for the three explored methods against the particle
diameter have been reported in Figure 4.34 for either the vane or the blade. As can be
seen, in both cases there are efficiencies greater than one. This is due to particles that
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impact walls more than once, leading to a total count of impacts greater than the total
amount of particles injected. Concerning the vane surface, Figure 4.34a) shows extremely
good agreement between the various types of redistribution. This is expected since the only
difference in vane impacts is due to the larger particles that rebound from the blade row
back to the statoric row. These particles interact twice with the mixing plane: once when
they cross the interface forward and once backwards. This effect causes slightly different
impacts for very large particles, as can be noticed for 64 µm and 128µm diameters in Fig.
4.34a). The authors noted that the trend shown in this figure is similar to the one reported
in the experiments of Liu & Agarwal (1974b), where turbulent deposition in a straight pipe
was caught. As in the experiments, also here three different regimes such as diffusion (dp <
2 µm), diffusion-impaction (2 µm < dp < 8 µm) and inertia-moderated (dp > 8 µm) can be
highlighted (Forsyth et al. (2016)). These three regimes distinguish three different physical
mechanisms of impact, which hinge upon particles’ inertial characteristics (the larger the
inertia greater the impact efficiency). On the other hand, the rotating component presents
a more complex behaviour compared to the stationary one. As can be noted in Fig. 4.34
b), the rotor is very sensitive to the specific technique used for the interface treatment.
Analyzing the different effects of redistribution and mixed-out fluid velocity assignment, the
authors found a sort of threshold point (see Figure 4.34 b)): when the particle diameter is
less or equal to 8 µm (diffusion regime), crcVelRed, crcRed and noRed lead to similar impact
efficiencies; When particles diameter is greater than 8 µm (inertia-moderated regimes), the
results of the crcRed and noRed tend to follow the same trend, while the crcVelRed shows
significant differences as the diameter increase. Therefore, from a global-impacts count

Figure 4.34: Impact efficiency evolution along vane a) and rotor b) varying the particle diameter.
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perspective, the velocity of the particles downstream of the mixing plane becomes the most
important factor affecting their behaviour when inertial properties become important. On
the other hand, very small particles will rapidly settle to fluid velocity, and therefore the
preservation or not of their velocity across the interface has not a major effect.

Impact areas Since the impacts on stationary components were not appreciably influenced
by the interface treatment, major attention has been paid to the rotating component for the
analysis of impact areas.

In Fig. 4.35 the comparison of the three different discrete-phase treatments at the inter-
face has been reported. Particles diameters have been grouped into three ranges: 1-4 µm,
8-32 µm and 64-128µm. In the figure, pictures laying in the same column have been sub-
jected to the same treatment, and pictures laying in the same row pertain to the same
particle diameter range. It is worth noting that particle impacts with the noRed technique
will necessarily show a dependency on the vane-blade clocking. For this reason, both blades
are reported in the corresponding column. When redistribution is applied, this dependence
vanishes leading to the same impact areas for the two blades. As can be seen, when small
particles are injected, impacts count and areas do not change significantly (first row). Nat-
urally, this consideration holds true for the average impacts between the two blades in the

Figure 4.35: Impact areas on blade surface. View downstream; LE and suction surface shown on
right hand side in lighter shade.
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Figure 4.36: Particles trajectories through the domain varying particles diameter.

noRed case. On the other hand, when diameter increases, impact efficiency magnitudes
and areas change between the different methods. Specifically, while crcRed and noRed find
agreement in terms of impact efficiency and patterns, crcVelRed seems to over-predict both
the characteristics (larger areas and impacts). Again, this difference between the proposed
techniques is mainly due to the velocity of particles downstream of the interfaces. When
the crcVelRed method is used, all the particles lying on the same strip are given the same
velocity (the corresponding mixed-out fluid velocity in the strip) and their trajectory is
significantly modified. Indeed, when the velocity is maintained across the interface, larger
particles will have a negative incidence angle relative to the rotor blade. As noticed also by
Tabakoff et al. (1991), this is due to the fact that the acceleration of bigger particles in the
stator is not as high as for the smallest ones, thus strongly reducing the incidence direction
of particles approaching the blade row. This effect is wiped out when crcVelRed is applied
because particle velocity at the inlet of the rotating component is forced to be equal to fluid
velocity. Besides, it can be noted also that as the particle diameter increases, the impact
zones shift toward the tip area of the blade due to the centrifugal effect. This result has
been also found by Tabakoff et al. (1991), where the effects of particle size on a turbine
stage have been studied. As in the present work, they noticed that larger particles undergo
a greater amount of impacts with the blade surface. Moreover, large particles centrifuge
faster after they impact the rotor blade suction surface near the leading edge, as shown in
Fig. 4.36 where the trajectories along the domain in the noRed case have been reported as
an example.
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Consider now the influence of the vane wake on the particle distribution at the interface.
Since the flow is far from being uniform at that area, the redistribution forces the particles to
spread uniformly in the circumferential direction. To illustrate this effect, the distribution
at the vane interface for the noRed case is reported in Fig. 4.37, where dashed lines are
introduced to highlight the wake region. As can be seen, smaller particles (1 µm) have a more
span-wise uniform distribution, while medium-sized (16 µm) and larger particles (128µm)
tend to gravitate towards the wake, heavily influencing their position on the interface. These
results are useful to understand how strong the hypothesis behind particles redistribution at
the mixing-plane is. Anyway, this doesn’t mean that such a technique is not able to capture
the average effect over one blade passing period.

Steady and transient comparison In this section, the comparison between the transient
simulation and steady-state results has been reported. Similarly to the previous section, the
trend of the global impact efficiency function of particle diameters has been firstly analyzed.
Since no significant difference has been found for the impacts on the vane due to the low
degree of unsteadiness in the statoric row, the results are here reported only for the rotating
cascade. In Fig. 4.38 the outcomes are presented by means of the percentage difference
in the impact number on the blades between each of the steady-state simulations and the
transient results. Of the three techniques proposed, the crcRed is the one that best describes
the average behaviour of the particles through the interface between the stationary and the
rotating component, thus representing the analogue of the mixing-plane theory of continuous
flows applied to the discrete phases. As can be noted, the impact efficiencies of the crcRed
are within a 20% difference relative to the transient ones everywhere except for the smallest
particles (1µm). For this diameter, the impact number is more than doubled with respect
to the steady simulation. This discrepancy is also present for the other two methods (noRed

Figure 4.37: Impact efficiency on the interface for small (1µm), medium (16 µm), and large
(128 µm) diameters.
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Figure 4.38: Relative difference between transient and stationary impact efficiencies

and crcVelRed), which are less accurate in reproducing transient results. This result is
somewhat in contrast with the findings of Prenter et al. (2017), who stated that impact
efficiency for smaller diameters is better captured with the crcRed. This disagreement can
be due to the different geometry and operating conditions of the component considered as
a reference. Furthermore, this pattern is attributed to the unsteady effects of the wakes
and rows interactions, which are propagated in transient simulations and cancelled in the
steady ones. Indeed, the trajectory of the smallest particles that gravitate in the wake
and low-velocity regions is significantly affected by the unsteady transport operated by the
continuous phase. On the other hand, larger particles are less influenced by the fluid drag,
and their time-averaged behaviour is well captured by the evening-out effect pertaining to

Figure 4.39: Comparison between impact areas on the blade of transient and crcRed simulations
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the circumferential redistribution (crcRed). To have also local results from the comparison,
impact areas of transient and crcRed simulations have been analyzed. For this purpose, the
same diameter intervals used for the comparison in the previous section have been kept. The
outcomes are reported in Fig. 4.39. As can be seen from the figure, the impact pattern
is closely related for the two frameworks, although some remarkable differences are present
for lower diameters. In the transient computation, highly localized impact zones appear in
proximity of the blade hub, which are not captured by the crcRed computation. The authors
impute these discrepancies to the capability of the transient simulation to capture complex
unsteady interactions between vane and blade wakes and secondary flows. Such a feature
reflects on low-inertia particles, whose impacts are governed by diffusive effects in proximity
of solid walls. Indeed, an accumulation of these particles in the rotor hub region was found
in the unsteady simulation causing the greater number of impacts.

Application to a Real Turbomachinery

With the ingredients exposed, it is possible to estimate numerically the Melino’s coefficients
in order to obtain the computational results to enrich the dataset to train the machine
learning algorithm. Specifically, with the use of the mixing plane with particle tracking
integration, the deposition/detachment model, and the microscale model, one can obtain
the deterioration curve of the first stage. With this, by using the stage-stacking strategy,
the degraded performance of the whole compressor can be obtained.

In this final section, the application of the first part of the methodology (mixing plane,
deposition/detachment model, and microscale model) to the Allison 250 C18 is shown. In
particular, the analysis will be focused on the comparison between the experimental and
computational deposit areas.

Geometry and Computational Domain The compressor geometry is reconstructed
through a reverse engineering procedure. The geometry reconstruction of the real compo-
nents is performed by means of a laser scanner. At first, a three-dimensional (3D) polygonal
geometry of the actual geometry is obtained by interpolating the point cloud derived from
the laser scanner by means of POLYWORKS V12 software. A 3D model is then obtained
and exported to the solid modeller SOLIDWORKS 2015 through an interchange file format
(Aldi et al. 2018). A sketch of the computational domain for the compressor is shown in
Fig. 4.40. As can be seen, the computational domain consists of eighteen fluid domains: ten
stationary domains (inlet duct, stators, and outlet duct) and eight rotating domains (rotors).

The grid used in the calculations is a hexahedral grid with a total number of 1116895
elements. The grid is realized by employing an O-grid around both the rotor blade and the
stator vane, with local refinements near the hub and shroud regions. Rotor tip and stator
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Figure 4.40: Computational domain (top), first stage mesh (bottom left), and flow field validation
(bottom right) for the axial sections of the Allison 250 C-18 compressor.

hub clearances are resolved with 4 nodes across the gap span. The meshes on the rotor blade
and the stator vane are shown in Fig. 4.40. The first grid points on the rotor blade, stator
vane, and end walls are positioned in such a way that the y+ values range from 1 to 8.

Solution methods The numerical simulations are carried out by means of the open-source
CFD code foam-extend-4.1. The explicit density-based solver transonicMRFDyMFoam de-
veloped by Borm et al. (2011) was used for the numerical solution. The operating conditions
considered for the flow field validation reproduce the design curve of the Allison 250 C18,
that is the one at 6054 rpm. The validation was performed against the numerical results
obtained by Aldi, Morini, Pinelli, Spina, Suman & Venturini (2014), who validated the CFD
of the whole compressor against experimental results. To validate the first stage only, in
this work the data resulting from the simulations of Aldi, Morini, Pinelli, Spina, Suman &
Venturini (2014) for the first rotor/stator was considered as the reference. The outcomes
obtained in terms of ψ versus ϕ are reposted in Fig. 4.40. As can be seen, a really good
agreement can be recognized, especially at the lower mass flow rates. Nonetheless, when
the simulation approaches the choking area, a discrepancy occurs. The author assigns these
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dissimilarities to the fact that, in the simulations conducted here, the IGV was not modelled,
hence the inflow conditions were not exactly the same as in the reference work. Moreover,
only the first stage was simulated, hence the influence of the subsequent stages was not
taken into consideration, which was instead considered in the reference work. Besides the
discrepancies, the author considers the flow field, hence the numerical setup, satisfactorily
validated.

For the simulations conducted to analyze the deposition, the idle conditions tested during
the deposition tests were considered instead of the design conditions. This means that the
rotational speed of 20 000 rpm was imposed in the numerical setup. Uniform total pressure
of p0 = 101 325Pa and uniform total temperature of T0 = 298.15K have been assumed at
the inlet, whereas a mass flow rate has been set at the outlet of the domain. The latter
was varied in order to span the operative range of the compressor, in order to create the
performance curve. Ones the flow field reached convergence, particles were seeded from the
inlet of the domain, with the diameter distribution reported in Fig. 4.26a), that is for the
ARD N contaminant.

Rotor/Stator Interaction Model The simulations are performed in steady multiple
frames of reference, taking into account the contemporary presence of moving and station-
ary domains. In particular, a mixing plane approach is imposed at the rotor/stator interface
(which is located halfway between the two components) and used for all the simulations.
In this approach, a single-pass steady-state solution is calculated, exchanging the flow field
variables at the interface. Flow field data are averaged circumferentially for both frames at
the interface and passed to the adjacent zone as boundary conditions. This spatial averag-
ing at the interface removes any unsteadiness generated in the zone-to-zone flow field, but
the resulting solutions are often reasonable approximations of the time-averaged flow field.
The particles through the interface were modelled by means of the crcRed explained in the
previous section.

Comparison against the Experimental Results The new deposition/detachment model,
the microscale model, and the mixing plane integration already introduced in this thesis are
now together used with the purpose of replicating one of the experimental outcomes reported
in Sec. 4.5.1. Specifically, the ARD N at 80%RH was the configuration selected, since it
was recognized to be the one that most fouled the compressor used. As already reported, at
the end of each experimental test, the axial part was disassembled and pictures of the fouled
parts (IGV, axial stator and rotor) are taken. The ones related to the configuration chosen
are reported in Fig. 4.41.

Based on that, the simulations conducted had the purpose of replicating the experimen-
tally found fouled areas. The results obtained are reported in Fig. 4.42, where the deposit
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patterns found after 4 hours of test on the stators and the rotors are depicted in yellow.
From the figure, it can be recognized an extraordinary agreement between the deposition

patterns, especially considering that only the first stage of the machine was simulated. In
particular, a strong agreement can be identified for both the pressure side and the suction
side of the rotor. Only the deposit towards the tip was not well replicated for this component.
Besides, also the pressure side of the stator was moderately well predicted by the numerical
model. The only part that was badly reproduced is the suction side of the stator. The
authors think that the latter is mainly guided by the non-accurate prediction of the corner
separation in the vane. This was also found in other works (Casari et al. 2020) and also in
a previous study of the author (Friso et al. 2022).

Figure 4.41: Picture of the compressor after 4 hours to ARD N exposition.
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4.6 Conclusion and Remarks

In this chapter, a strategy to predict the compressor fouling impact on an aircraft mission
has been proposed. A mission analysis model integrated with a gas path is used for this
purpose. The main problems that have to be faced in order to obtain an applicable tool
for predictive maintenance have been faced, and two different strategies were proposed.
Specifically, a multi-fidelity machine learning algorithm trained by both experimental and
numerical outcomes was suggested. The procedure for conducting the experimental tests was
exposed, and all the ingredients to perform the numerical simulations were reported. The
computational strategy was also applied to the compressor used for the experimental tests,
finding a really good agreement between the predicted and the experimental outcomes.

Besides that, many steps have to be made to reach a good predictive maintenance tool.

Figure 4.42: Comparison between experimental and numerical deposition pattern on the Allison
250 C18 after 4 hours of exposure to ARD N at 80%RH.
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One of them consists of the finding of the best multi-fidelity machine learning technique
capable to fuse both experimental and numerical results and giving adequate degradation
coefficients. Another limitation is related to the contaminant characteristics. In this study,
only ARD was considered as the contaminant, but many others have to be taken into con-
sideration, such as the carbon black or the soot for example. A method to incorporate the
contaminant properties in the proposed strategy is of main importance to make it more
general and applicable.
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Chapter 5

Fouling Induced Emissions Prediction

In this chapter, the author wants to suggest an application in the field of emission prediction,
that nowadays is considered a very big deal, of the digital twin proposed in the previous
chapter. Only a first step towards this kind of application was conducted, hence several hints
will be proposed in order to deeply face the problem. Firstly, a review of the emission policies
present in the present days will be presented. After that, a strategy to forecast the carbon
price will be shown. In the second step of the research, which the author will leave to future
researchers to develop, several methodologies to model the combustor of a gas turbine will
be exposed. The purpose is the integration of one of them into the already conceived digital
twin, and then use it to estimate the emissions of a whole aircraft mission, thus its costs.

5.1 Aviation and the EU ETS: an overview and a data-

driven approach

Mitigating the environmental impacts of civil aviation is undeniably one of the most difficult
challenges for sustainable transportation researchers. The sector accounts for roughly 2.5%
of global CO2 emissions plus non-CO2 effects, which may amount to 2/3 of the total net
radiative forcing (Lee et al. 2021). The reasons behind the complexity of this issue are many:
the difficulties related to restraining aviation activity due to its importance in connecting
nations in a globalized world; technical barriers, industry structure, and its lobbying capacity
(Efthymiou & Papatheodorou 2019); the fact that the connection between aviation and
climate change has been de facto ignored by media and institutions for a long time (Gössling
2020); the issue of replacing kerosene with SAFs (Sustainable Alternative Fuels) which is
an extremely challenging process, as some of these alternative fuels may actually generate
worse impacts than traditional fossil fuels (O’Connell et al. 2019) whereas other sustainable
alternatives have production costs that are up to ten times higher than traditional jet A-1
kerosene and require substantial policy measures to stimulate market uptake and bring down
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production costs.
In order to tackle aviation’s CO2 emissions, the European Union adopted in July 2008

Directive 2008/101/EC that included the aviation sector under the umbrella of the European
Union Emission Trading System (EU ETS). The EU ETS is a transboundary cap and trade
scheme established in 2005 designed to fight climate change in a way that is both economically
efficient and legally rigorous (Borghesi et al. 2016). The system entitles the EU Commission
to set a yearly EU-wide cap of emission allowances that correspond to equivalents of CO2

metric tons. Allowances are allocated within the EU and the economic actors subject to
the scheme’s application have to monitor and report their greenhouse gases (GHG) annual
emissions in order to surrender every year a number of allowances equal to their emissions
produced in the previous year. These economic actors may comply with this obligation
by improving their environmental performance (i.e. cutting their GHG emissions) or by
buying the allowances on the related auctioning and trading market. Currently, two types of
emission allowances are used, EUAs (European Union Allowances), and EUAA (European
Union Aviation Allowances). Until 2020, aviation was allowed to submit both types of
allowances to comply with the regulations, whereas stationary sources were bound to EUAs.

Aviation was effectively incorporated in the EU ETS on the 1st of January 2012 and
required all airlines departing or arriving at an EU airport to surrender allowances covering
the emissions of all EU flights they had operated in a given year. Until at least 2020, all
flights from or to European airports were envisaged to be included in the scheme, apart
from a few exemptions. However, following an international outcry and in order to ease
ongoing negotiations at the International Civil Aviation Organization (ICAO) where carriers
were negotiating a global mitigation mechanism, the European Union decided to limit the
coverage of the EU ETS to emissions from internal flights within the European Economic
Area (EEA) (i.e. flights departing and arriving at an airport in the EEA) for the period
from 2013 to 2016 (the so-called “stop-the-clock” decision - Decision no. 377/2013/EU).
When minimal progress was made at ICAO’s 38th assembly in October 2013, the clock was
stopped again. In 2016, ICAO managed to agree on a global measure, CORSIA (the Carbon
Offsetting and Reduction Scheme for International Aviation), and the Commission proposed
to extend the exemption indefinitely, pending a review of the effectiveness of the scheme.
The co-legislative process eventually settled on an extension until 2024, when further details
about CORSIA and its alleged efficacy will be known. CORSIA’s structure and functioning
will not be discussed in this paper; for our purpose, it is sufficient to note that there are
serious questions about the scheme’s effectiveness in terms of emission reduction (Gössling
2020, Scheelhaase et al. 2018, Larsson et al. 2019).

The capability of the EU ETS to reduce CO2 emissions depends greatly on the number of
allowances issued every year. For the aviation sector, from 2013 until 2020, the total quantity
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of allowances allocated to aircraft operators is limited to 95 percent of the average historical
aviation emissions of the years 2004–2006 (so-called overall “cap”). Aircraft operators have
the option to use up to 15% of the auctioned allowances from the greater pool of EUAs; from
those traded by other aircraft operators (European Union Aviation Allowances, EUAAs); and
from other eligible international projects (limited to a maximum of 1.5% of the annual verified
emissions). Regarding the allocation method, the Directive states that 82% of allowances
are allocated for free to aircraft operators while 15% is allocated through the auctioning
system (the remaining 3% go to a special reserve for later distribution to new entrants and
fast-growing airlines). The actual allocation of allowances is scaled down from 2013 to 2023,
to take account of the temporary reduction of the scope of the EU ETS to flights between
airports in the European Economic Area (“stop-the-clock”). The fact that the majority of
allowances are freely allocated to the aviation sector is one of the main reasons for the so
far negligible economic and environmental impacts of the scheme that will be highlighted in
the subsequent literature review.

The second fundamental variable for the scheme’s effectiveness is the allowances’ price
level. This price is determined at primary auctions based on relative demand and supply.
After an initial period of low prices (around 5€ from 2012 to 2017) allowance prices have
constantly increased. This rising trend is the result of several policy measures introduced
to stabilize allowance prices and create greater market tightness, such as delaying auctions
(the so-called “back-loading”), and introducing mechanisms designed to avoid a surplus of al-
lowances and improve the system’s resilience to shocks (market stability reserve). Moreover,
since 2020, prices have risen exponentially mainly because of the introduction of increasingly
stringent climate change policies in the EU and globally alongside various changes in ETS
market design. As of July 2022, the price of an EU ETS allowance has risen to around 85€.
Nevertheless, in order to bring the sector in line with the goals of the Paris Agreement much
more action by regulators is required, inside and outside of the EU ETS.

In July 2021, the European Commission presented a legislative package designed to meet
its medium-term environmental objectives (a 55% reduction of GHG emissions by 2030
compared to 1990 levels) known as “Fit for 55”. Aviation is directly involved in three of these
legislative proposals: the revision of the Energy Taxation Directive with the introduction of
a jet fuel tax for intra-EU flights; the ReFuelEU Aviation initiative, introducing a blending
mandate for SAFs; and the revision of the EU ETS for aviation. For reasons of space and
clarity, this paper will focus only on the third legislative proposal.

The European Commission proposed a strengthened EU ETS for aviation, with a pro-
gressive phase-out of the free allowances allocated to aircraft operators from 2024 to 2026
by respectively 25%, 50%, and 75%, and a complete phase-out from 2027 onwards (with full
auctioning); in addition, the annual linear reduction factor of EUAAs will be almost doubled,
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moving from 2.2% to 4.4%. Regarding the coexistence of the scheme with CORSIA, the EU
ETS would continue to apply to intra-EEA flights as well as flights to the UK and Switzer-
land, exempting those flights from CORSIA. For other international flights, EU airlines
would be obliged to apply ICAO’s scheme. On the 8th of June 2022, the European Parlia-
ment adopted an even stronger position on the matter, proposing a full phase-out of free
allowances as early as 2025 and a return to a “full-scope” ETS (covering all flights departing
from EU airports regardless of their destination). The European Parliament, Council, and
Commission will now enter "trilogue" negotiations hoping to conclude the political process
by the end of 2022.

Given all this, the importance of the EU ETS for aviation and, more specifically, the level
of the carbon price is thus becoming more and more significant for the sector, both from an
economic and an environmental point of view. Moving from this assumption, in the second
section of this paper, a selected literature review composed of studies analyzing this peculiar
subject will be developed. It will be divided into two streams, from early literature to the
latest studies. Subsequently, in the third section, a brief literature review on carbon price
forecasting will be presented. In the fourth section, a simple data-driven methodology for
the prediction of the carbon price will be carried out, using the Hankel alternative view of
Koopman (HAVOK) algorithm. Finally, in the fifth section results and conclusions will be
presented, together with some considerations on the next possible steps for this study and
this line of research.

5.1.1 Literature review on the EU ETS and aviation

Given the aforementioned motivations, our selected literature review will be focused on
studies investigating specifically aviation and the EU ETS. The review will be divided into
two streams. The first one is composed of a number of early studies investigating the possible
impacts of the inclusion of the aviation sector in the EU ETS from different points of view,
mainly its economic and environmental impacts inside and outside the European Union and
its potential for induced airline network reconfiguration. The motivations, specifications, and
model designs behind all these studies stem from the July 2008 European Union’s directive on
the inclusion of aviation in the EU ETS (Directive 2008/101/EC) and they are all antecedent
to the “stop-the-clock” decision (Decision no. 377/2013/EU) which, as explained in the
introduction, completely changed the scope of aviation’s inclusion in the trading scheme.
For these reasons, we decided to group these studies together. In fact, even if the final
assessments of these studies have been surpassed by the consequent policy developments,
they remain meaningful as they contributed greatly to the creation of a modeling framework
for future studies. Moreover, it is interesting to analyze the findings of these studies in a
counter-factual perspective in order to understand what could have been the impacts of the
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original directive if the “stop-the-clock” decision would have not been taken.
The second stream of literature is composed of studies which were published after the

“stop-the-clock” decision. These studies built on the foundation of the previous stream and
revised the model assumptions in accordance with the new policy environment. Moreover,
after 2016, some of the revised studies investigated the links and policy implications between
the EU ETS and ICAO’s global carbon mitigation scheme, CORSIA. Finally, the most recent
study included in our literature review was published after the proposed July 2021 revision
of the scheme in the context of the “fit-for-55” legislative package. The analysis of this study
and its policy recommendations will conclude our literature review.

First stream (2009-2013)

As was already noted, the foundation of these studies is mainly the July 2008 directive on
the inclusion of the aviation sector in the EU ETS. The first study under our scrutiny is a
meta-study by Anger & Köhler (2010). The decision to start our review in 2009 was not
in fact taken because no studies on the subject existed before this date. On the contrary,
Anger & Köhler (2010) analyze nine different studies published between 2005 and 2009, as
the political discussion around the inclusion of aviation under the umbrella of the EU ETS
was going on for several years before the July 2008 Directive. There are three main reasons
why these studies are not included in our literature review which are made explicit by the
meta-study itself. First of all, the majority of these studies belong to the grey literature,
which are consultancy reports that are not peer-reviewed. Secondly, some of these studies
are based on assumptions that differ from the final legislation, regarding for example the
auctioning rate of allowances. Finally, the authors note an over-simplification of the models
and calculations used in these studies, often accompanied by the omission of important
variables. In any case, all the reviewed studies forecast limited effects of aviation’s inclusion
in the scheme, both from an environmental and economic viewpoint: CO2 emissions are
projected to decline by a maximum of 3.8% and GDP to decline by a maximum of -0,0002%
by 2020.

Following the criticism highlighted above, Anger (2010) develops her own model to in-
vestigate the impacts of the EU ETS on air transport. Using a hybrid post-Keynesian
macroeconomic dynamic simulation model, the author develops three allowance price sce-
narios and compares them with a reference scenario, forecasting impacts on industry activity
and carbon emissions. In terms of demand reduction, a slight decrease in demand is pro-
jected by 2020 (0.04% for an allowance price of €5, 0.54% for an allowance price of €20,
and 0.98% for an allowance price of €40, compared with the reference scenario); regarding
carbon emissions by the industry, the study forecasts a decrease of respectively 0.3%, 3.4%
and 7.4% in the three scenarios. Finally, changes in real GDP in the EU are found to be
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either nonexistent or very small (0.02% in the high price scenario). It is worth noting that
while demand reduction effects are found to be smaller than in the previous literature, CO2

emission reductions are greater than previously estimated.
Another study investigating these effects is Vespermann & Wald (2011). These authors

build a simulation model in order to investigate the impacts of the scheme on the sector
until 2020. Regarding the economic effects, they foresee the industry burden to rise from
€ 2.25 billion after the introduction of the ETS system to about € 3.67 billion in 2020,
which translates into a cost base increase of about 1.25%. Regarding the demand side,
passenger growth in 2013 is estimated to be reduced by 0.7% compared to the unrestricted
base scenario, and this reduction is expected to rise to about 6% by 2020. However, the
authors note that these impacts are highly dependent on external settings, such as allowance
prices and demand growth. Regarding the emission reduction effects, the model shows that
even if in the first years after the introduction of the ETS scheme emissions reductions will
be comparably low (<3%) the system will unfold its impact in the mid- and long-term,
generating a CO2 emission reduction of 7.7% in 2020. The authors also make an observation
on possible competition distortion arising from the scheme but find those impacts to be
rather low.

The impact on competition between European and non-European network airlines is the
subject of another study analyzed in this section carried out by Scheelhaase et al. (2010).
Their model-based analysis focuses on the competitive impacts of the EU ETS on EU- and
US-based network carriers, drawing a comparison between two exemplary airlines, namely
Lufthansa and Continental Airlines. In contrast with Vespermann and Wald (2011), their
model shows how under the carbon mitigation scheme Continental would gain a significant
competitive advantage compared to Lufthansa on the market for long-haul air services. This
result could in turn be extended to all European network carriers competing with non-EU
network carriers on markets for long-haul air services. Their opinion is that the EU should
address this systematic problem by introducing separate benchmarks for different types of
routes, separating at least long-haul from short-haul flights to avoid or at least reduce this
competitive distortion.

Malina et al. (2012) also indirectly investigate competition effects by estimating the eco-
nomic impacts of the directive on US airlines from 2012 to 2020. These authors link an
economy-wide computable general equilibrium model with a partial equilibrium model fo-
cused on the aviation industry. Their results are quite striking, in the fact that not only
they forecast a relatively small impact on aggregate traffic and carbon emissions (3% CO2
emission reduction compared to the reference scenario) but in their full cost pass-through
scenario the model shows a potential for windfall gains amounting to $2.6 billion associ-
ated with the opportunity cost pass-through that arises from the grandfathering allocation
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procedure (i.e. free allocation) of the emission allowances.
The last two studies reviewed in this section are Albers et al. (2009) and Derigs &

Illing (2013). Both studies estimate possible airline network reconfigurations following the
adoption of the Directive. The first study models potential policy-induced cost increases
for individual passenger routes and concludes that the magnitude of the induced effects is
too small (between €9 and €27 per route) to instigate major route reconfigurations among
European airlines. Derigs & Illing (2013) focus on the air cargo network and come to
the same conclusion, stating that the EU ETS rules planned for the first years will result
in insignificant or only marginal impacts on emissions and cost increases as well. It is
worth noting their conclusion on the whole matter: “Only aggressive rules by which cost
per allowance is raised significantly and free allowances are skipped lead to the intended
reduction of CO2 emissions”.

Second stream (2016-2022)

As was mentioned in the introductory section, in 2013 two impactful events occurred in the
context of aviation, sustainability and mitigation market-based measures. At the European
level, with the “stop-the-clock” decision, the scope of the EU ETS for aviation was restricted
to only intra-EEA flights. At the global level, the 2013 ICAO Assembly agreed on the devel-
opment of a global market-based scheme designed to mitigate aviation’s carbon emissions.
The proposed scheme would later become known as CORSIA (Carbon Offsetting and Mit-
igation Scheme for Aviation) and would be officially adopted in the 39th ICAO Assembly
in October 2016. These two decisions inevitably affected the subsequent literature on the
subject: in this section, we will first review two studies analyzing the economic effects of the
EU ETS on Italian airlines before moving on to a number of papers investigating the new
regulatory environment and the coexistence perspectives of the two mitigation schemes.

Meleo et al. (2016) add their contribution to the previously analyzed line of research of
cost evaluation as they focus on Italian airlines. These authors develop a cost calculation
for the period 2012-2014 plus a forecast of future costs for the years 2015-2016, referring to
three scenarios related to different hypotheses on allowance price (low, medium, and high
scenarios). Their results show that direct costs linked to the scheme are quite limited but
are expected to slightly increase from 2016 in reaction to the reduction of surplus allowances
and rising carbon prices. Expanding the analysis from this model, Nava et al. (2018) find
that two main factors influence airline profits when the EU ETS is enforced: the share of
freely granted allowances and the airlines abatement effort cost, with a higher share of free
allowances being associated to lower incentives for airlines to reduce emissions.

A different but still meaningful approach to this subject comes from Efthymiou & Pa-
patheodorou (2019). These authors examine policy issues related to the implementation of
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the EU ETS in the aviation sector through a two-round Delphi study based on a sample
of 31 expert stakeholders. The answers given to the questionnaire confirm the relevance of
three main elements affecting the efficiency and the design of the mitigation scheme: the
allocation of emission allowances, the policy influences on the market, and the linking of the
EU ETS with other schemes. It is worth noting that even if stakeholders working for airlines
or IATA (International Air Transport Association) expressed similar views on the relaxation
of environmental regulations whereas academics and government representatives pushed for
stricter allocation methods, all stakeholders agreed on the fact that lobbying influences the
EU ETS and more generally environmental policy design as a whole. As the authors clearly
state, “in the area of EU ETS in aviation, the most influential players are the airlines and
the governmental institutions with conflicting interests regarding environment.”

Moving to the analysis of the studies comparing CORSIA and the EU ETS, Scheelhaase
et al. (2018) weigh up the two aforementioned mitigation schemes in terms of functioning and
future perspectives, focusing on their differences (CORSIA is an offsetting scheme, while the
EU ETS is a cap-and-trade scheme) and outlining political options for the EU to adjust its
own scheme in light of CORSIA’s introduction. The authors list several coexistence policy
options and conclude by stating that a continuance of the EU “reduced scope” regime beyond
2020 and a parallel coverage of international flights by CORSIA would be the best option
as a compromise between political feasibility and environmental effectiveness. It is worth
noting that as was reported in the introduction this option was in fact the one proposed
by the EU Commission in the context of the reform of the EU ETS for the aviation sector
included in the “fit-for-55” legislative package (the European Parliament, however, proposed
a return to a “full-scope” EU ETS).

A similar conclusion is reached by Maertens et al. (2019) in a study that focuses on
the options to continue for the EU ETS in a CORSIA-world. The authors stress again the
difficulties in directly comparing the two mitigation schemes, given their structural differ-
ences, and pose questions on the environmental effectiveness of CORSIA’s CERs (Certified
Emission Reductions). The analysis carried out concludes by stating that keeping the intra-
European EU ETS in addition to the introduction of CORSIA on other international routes
would have far greater mitigation effects than CORSIA alone, even if this would likely create
political tensions between ICAO and the European Union.

Another study worth mentioning is Larsson et al. (2019). This paper analyzes both
national and international emissions mitigation policies for aviation and forecasts the effects
of the EU ETS and CORSIA on the expected development of air travel emissions from
2017 to 2030 for the sample country Sweden, finding these impacts to be far too limited to
achieve the 2°C target contained in the Paris Agreement. Alternatively, these authors cite
three legally feasible national policy options which could, in their opinion, greatly help in
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the undertaking of limiting aviation’s carbon emissions. These are the introduction of a tax
for jet fuel, a distance-based air passenger tax, and a quota obligation for biofuels.

The last study reviewed in this section is a very recent paper by Scheelhaase et al. (2021)
that followed the Commission proposal to reform the EU ETS for aviation in the “fit-for-55”
package. Here, the authors extensively discuss possible options for coexistence between the
two schemes in light of the July 2021 legislative proposal. They highlight a number of key
challenges to be addressed in the final legislation, including the geographical scope of the EU
ETS for aviation, the level of auctioning of the allowances, and the level of the CO2 emission
cap. They also present some selected quantitative results illustrating potential effects on
airfares of the proposed revision, under a full auctioning assumption (which is currently
envisaged to be enforced by 2025 or 2027 according to the proposed reform) and a full cost
pass-through to passengers. Their calculations result in a 2.6%, 5.9%, and 9% airfare increase
for an allowance cost of respectively €45, €83, and €120. The authors conclude their study
with a recommendation for policy makers to tackle some critical issues, such as the linkage
between the two schemes, the need to strengthen CORSIA offsetting effectiveness, and to
deal with potential carbon leakage and competitive distortion.

5.1.2 Literature review on carbon price forecasting

The preceding literature review has shown how the level of the carbon price is one of the
fundamental variables in the investigation of the climate and economic impacts of all ETS-
related activities and policies. In fact, many of the scrutinized studies adopted a scenario
strategy where different carbon price levels were hypothesized in order to estimate projected
costs and impacts. This approach is a consequence of the intrinsic uncertainty of the carbon
price in the EU ETS which is, as we have seen in the introduction, dependant on several
interrelated factors such as demand and supply dynamics, policy measures, international
cooperation, and financial markets. However, a different approach to this uncertainty issue
exists and it is embodied by studies developing carbon price forecasting models. In the next
sections these techniques will be briefly mentioned and an original model will be presented,
followed by some conclusions on the model’s results and its applicability to our object of
study.

As was already mentioned before, the inherent nonlinearity of the carbon price in EU
ETS is the most challenging issue that has to be faced to accurately predict its behaviour
over time. Several studies tried to tackle this problem by using univariate or multivariate
linear models, including ARIMA, Factor-Augmented VAR, VARMA, and MIDAS (Chevallier
2010, García-Martos et al. 2013, Guobrandsdóttir & Óskar Haraldsson 2011, Zhao et al.
2018). Despite the good results, the volatility of the carbon price in EU ETS does not
allow to reach accurate results from these techniques. In this regard, with the increase in
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computational resources, the use of machine learning techniques became more and more
extensive in the price prediction community (Atsalakis 2016, Zhu 2012, Fan et al. 2015, Xu
et al. 2020). In particular, their coupling with the linear models above mentioned showed
marked improvement in the predictive capability (Huang et al. 2021).

Nonetheless, these methodologies are complex and difficult to be implemented. For this
reason, in this work, a simple data-driven technique is proposed for the prediction of the
carbon price in EU ETS.

5.1.3 Data-driven carbon price prediction model

This section presents a different methodology to predict the carbon price over time. After
a brief introduction of the Koopman theory, the modelisation strategy is discussed and
assessed. The CO2 price dataset is directly used to feed the algorithm in order to evaluate
its forecasting capability.

Koopman operator theory

Koopman spectral analysis was introduced in 1931 by B. O. Koopman (Koopman 1931)
to provide an operator-theoretic perspective on dynamical systems. The theory was then
generalized in 1932 by Koopman and von Neumann to systems with continuous spectra
(Koopman & v. Neumann 1932).

Throughout the paper, we will consider continuous-time dynamical systems of the form:

dx(t)

dt
= f(x(t)) (5.1)

where x ∈ M is an n-dimensional state on a smooth manifold M , and t is the time. We
will also consider the induced discrete-time dynamical system:

xk+1 = F (xk) (5.2)

where xk = x(kt) may be obtained by sampling the trajectory in Eq. 5.1.
The Koopman operator K is an infinite-dimensional linear operator that advances mea-

surement functions g of the state x forward in time according to the dynamics in Eq. 5.2:

K g = g ⊗ F ⇒ K g(xk) = g(xk+1) (5.3)

Because this is true for all measurement functions g,K is infinite-dimensional and acts on the
Hilbert space of state functions. For a more detailed discussion on the Koopman operator,
the reader is referred to Brunton et al. (2016).
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Consider a measurement subspace spanned by measurement functions {g1, g2, ..., gp} so
that for any measurement g in this subspace

g = α1 g1 + α2 g2 + ...+ αp gp (5.4)

In this case, we may confine the Koopman operator to this p-dimensional measurement
subspace and obtain a p×p matrix representation K. If such matrix representation exists, it
is possible to define a linear system that advances the measurement functions, restricted to
the subspace in Eq. 5.4, as follows:

yk+1 = K yk (5.5)

where yk = [g1(xk) g2(xk) ... gp(xk)]
T is a vector of measurements in the invariant

subspace, evaluated at xk.
In practice, obtaining such a representation in terms of a Koopman invariant subspace is

extremely challenging. Because of this, the perspective of a data-driven linear approximation
to a dynamical system is still valuable. In the following, we will show the application of the
data-driven method proposed by Brunton et al. (2017) to estimate the Koopman operator
as best as possible, to forecast the CO2 price during time.

Hankel alternative view of Koopman (HAVOK) method

This section formulates the HAVOK method for univariate time series analysis. The algo-
rithm consists of three stages: (1) Time delay embedding, (2) dynamic mode decomposition,
and (3) reconstruction and forecasting. Each step is explained in more detail in the following
subsections.

Time delay embedding The HAVOK modelisation tries to reconstruct a dynamical sys-
tem from a sequence of observations of the system’s state. The first step of the algorithm
consists of the generation of a so-called Hankel matrix by rearranging the dataset. In par-
ticular, the time delay embedding strategy proposed by Takens (1981).

The strategy can be thought of as a mapping that converts a univariate time series xk =
[x1, x2, ...xT ] into a multidimensional series H = [x1,x2, ...xp], where xn = [xn, xn+1, ...xK ].
Thus, the time series is decomposed into K = n + T − p overlapping segments of length p.
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The structure of the matrix H is the following:⎡⎢⎢⎢⎢⎢⎣
x1 x2 . . . xp

x2 x3 . . . xp+1

...
... . . . ...

xK xK+1 . . . xK+p−1

⎤⎥⎥⎥⎥⎥⎦ (5.6)

Dynamic Mode Decomposition (DMD) The Dynamic Mode Decomposition (DMD)
was firstly introduced by P. J. Schmid in 2010 (Schmid 2010). Shortly after, the work of
ROWLEY et al. (2009) showed a strong connection between the DMD and the Koopman
spectral analysis. In particular, the DMD provides a practical framework to approximate
the Koopman operator.

The DMD algorithm aims to find the best-fit linear model to relate the following two
data matrices:

X =

⎡⎢⎢⎣
| | . . . |
x1 x2 . . . xm−1

| | . . . |

⎤⎥⎥⎦ X ′ =

⎡⎢⎢⎣
| | . . . |
x2 x3 . . . xm

| | . . . |

⎤⎥⎥⎦ (5.7)

where the matrix X contains snapshots of the system in time, and X ′ is a matrix of the
same snapshots advanced a single step forward in time. These matrices may be related by a
best-fit linear operator A given by

X ′ = AX ⇒ X ′ X∗ (5.8)

where X∗ is the pseudo-inverse, obtained via the singular value decomposition (SVD). In
this way, we can obtain a linear operator A capable to advance a matrix X in time.

HAVOK HAVOK analysis (Brunton et al. 2016) provides linear representations for the
dynamics of the dynamical systems (f in Eq. 5.1 and F in Eq. 5.2). The first step of the
algorithm consists of the finding of the eigen-time-delay coordinates by taking the singular
value decomposition (SVD) of the Henkel matrix:

H =

⎡⎢⎢⎢⎢⎢⎣
x1 x2 . . . xp

x2 x3 . . . xp+1

...
... . . . ...

xK xK + 1 . . . xK+p−1

⎤⎥⎥⎥⎥⎥⎦ = U Σ V T . (5.9)

The columns of U and V from the SVD are arranged hierarchically by their ability to model
the columns and rows of H , respectively. H can be well approximated by the first r columns
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Figure 5.1: Singular values σr (a) and cumulative energy in the first r modes (b).

of U , V . According to the HAVOK analysis (Brunton et al. 2016), the first r-1 variables in
V can be built as a linear model:

v(t+ dt) = A v(t) (5.10)

where v = [v1 v2, ... vr−1]
T is a vector of the first r − 1 eigen-time-delay coordinates.

The linear system in Eq. 5.10, specifically the matrix A, was derived by applying the DMD.

Model assessment

After building the time-delay embedded data matrices, we have to find the value of the best-
rank approximation (r) as introduced in the previous paragraph before applying the DMD
algorithm. This is done by analysing the singular values of the matrix Σ coming from the ap-
plication of the SVD to the main matrix. The results in terms of σr = diag(Σ)/sum(diag(Σ))

and σr = cumsum(diag(Σ)/sum(diag(Σ))), where cumsum() is the function “cumulative
sum”, are shown in Fig. 5.1. From Fig. 5.1(b), it can be noted that to achieve the 90% of
the total information, a rank equal to roughly 150 has to be chosen. Nonetheless, it can be
noted from Fig. 5.1(a) that for rank values above 140, the eigenvalues become so small to be
considered negligible. In view of this, a rank of 140 has been chosen for the present study,
leading to roughly the 87% of the total information.

To demonstrate the capability of HAVOK for CO2 price forecasting, data from 01-Jan-
2005 to 11-Mar-2022 have been used as the training set, leaving the remaining data, from
11-Mar-2022 to 31-Mar-2022, as the test set. The results of the assessment are shown in Fig.
5.2, where is reported the training data with the black line, the reconstructed trend with the
yellow line, the test data with the blue line, and the predicted trend with the red line.

First of all, a good agreement between the training data and the reconstructed trend can
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Figure 5.2: CO2 price forecasting assessment.

be observed. This confirms that the rank value chosen is correct, hence the capability of
describing the entire behaviour with a reduced order model. What concerns the predictive
capability assessment, can be adequately discussed by observing the zoom in Fig. 5.2. In
particular, it can be recognized that HAVOK can well capture the trend for the first 12
days, but began to be unstable beyond this value. Although the prediction is considered
acceptable only for 12 days beyond the training data, the authors want to stress that this
is the first attempt to find a data-decomposition predictive model for the EU ETS CO2
forecasting. Moreover, a daily resolution as the time discretization has been considered,
hence the 12 days could be 12 months if the time resolution had been monthly. The latter
consideration, that is the sensibility of the predictive algorithm to the time resolution, will
be the focus of the next steps of the research. Concerning the instability behaviour, this is
due to the fact that the eigenvalues of the linear operator are for the most part outside the
unit circle on the Argand-Gauss plane. A possible cause of this problem may be the time
resolution chosen for the present study (daily).

5.2 Gas Turbine Combustor Modeling for Emission Pre-

diction

Interest in environmental problems has grown considerably during the last few years since
emission regulations are becoming more and more stringent, as can be also gathered from
the previous section. In particular, whenever a new plant for power production is designed
or an existing one has to be updated or modified to meet the required emission levels,
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the environmental impact of the system must be accurately investigated, especially when
the plant is located within or near human settlements. For this reason, it is important to
achieve knowledge of the combustion process which is as accurate as possible, in order to
inform the design of the system and to have comprehensive information on the pollutant
emissions along the whole operating range of the system (Bettocchi et al. 2002).

For these reasons, in addition to experimental campaigns, the development of numeri-
cal codes for combustion analysis and evaluation of pollutant emissions has received great
attention. In fact, both experimental and numerical studies are necessary to gain a clear
internal view of the combustion process. The experimental approach can give the most reli-
able information, but it can usually be carried out only in a few operating conditions, while
the numerical analyses, though their predictive capability is still limited but can extend the
information to a wider range of working points (Bettocchi et al. 2002).

In recent years, three-dimensional approaches based on CFD analysis have been widely
used, allowing, with reasonably good accuracy, the determination of flow field and temper-
ature distribution inside combustion systems (such as for instance, gas turbine combustors,
furnaces, boilers, etc.).

In contrast, due to the incomplete understanding of various combustion mechanisms
and to unsolved numerical deficiencies, numerical prediction of combustion performance and
emissions is still not very accurate. To overcome the problems outlined and improve the pre-
dictive capability of the models, the CFD calculation is often combined and/or supported
with calculations performed using simplified model approaches, for both thermal and chem-
ical analysis of the system (Rizk & Mongia 1993, 1995, Nicol et al. 1999, Boysan et al.
1982).

The numerical study of combustion processes using Chemical Reactors (CR) analysis
based on Perfectly Stirred Reactor (PSR) and/or Plug-Flow Reactor (PFR) approaches
is still widely used. In fact, these simplified zero- or one-dimensional analyses can give
significant information to both designer and user, while being quite easy to implement,
flexible to use and not requiring a relevant computational effort, compared to that required
by three-dimensional codes. In addition, using these models, it is possible to take into
consideration detailed chemical kinetics mechanisms, through analytical, semi-analytical or
empirical expressions, to obtain more complete information on emissions. In brief, these
approaches can be useful since:

• it is possible to obtain qualitative information about pollutant emission trends with
respect to combustor operating conditions and geometry;

• they can represent a starting point for subsequent three-dimensional analysis;

• they can be used to have rapid responses in analysing many real devices and to orient
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experimental tests.

Combined cycle power plants with supplementary firing have been widely studied from a
thermodynamic and economic point of view, and also many examples of field applications
can be found. The main advantage of this plant is the presence of supplementary combustion
in a duct burner at the gas turbine exit that permits higher flexibility in managing the
electric-to-thermal power ratio and, in some cases, an improvement of the overall efficiency.

In these plants, two kinds of combustion systems are present: (i) the Gas Turbine (GT)
combustor and (ii) the Supplementary Fired Burner (SFB) at the turbine outlet, which
allows an increase of the exhaust gas temperature before they enter the Heat Recovery
Steam Generator.

Researchers have thoroughly investigated gas turbine combustion chambers, both nu-
merically and experimentally. An exhaustive state-of-the-art review can be found in Correa
(1998). On the contrary, the SFB has not yet been so extensively investigated as GT com-
bustors. These combustion chambers are located at the GT turbine exit and use the exhaust
gases, which usually still contain a significant amount of oxygen, as oxidants. The SFB is
supplied by a fuel different from that of the GT and, if necessary, by a different air mass
flow rate.

In this section, a one-dimensional technique to model a gas turbine combustor is pre-
sented, with the purpose of suggesting its integration in the digital twin model exposed in
the previous chapter, in order to estimate the emissions after a whole aircraft mission.

5.2.1 Emissions Evaluation

In a Perfectly Stirred Reactors formulation, the domain to be studied is considered as a single
or as a series of elemental reactors in which a given geometry can be divided. The choice
of the reactor number and combination permits the approximation of complex combustion
systems. The selection of reactors has to be chosen with respect to the particular problem
under investigation, considering both the geometry and the physics of the problem, and it
can be based on field experience or on CFD calculations (Turns 1996). Many authors have
dealt with gas turbine combustors through PSR and PFR modelling. The original works of
Hammond and Mellor (Hammond & Mellor 1970, 1973) are still very interesting and used
by many authors. This is the reason why also in this work, the author suggests using it for
the emission evaluation.

Reactor model

In this formulation, the PSR model (Hammond & Mellor 1970) is proposed. The combustion
zone of can-type gas turbine combustors has been shown to be extremely turbulent. The
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Figure 5.3: Experimental combustor flow pattern. From Hiett & Powell (1962).

airflow patterns inside the combustor liner have been studied using three-dimensional velocity
probes by Hiett & Powell (1962), and a typical flow pattern is shown in Fig. 5.3. In the
forward end of the liner, a strong flow reversal or recirculation zone is present. Throughout
the liner, considerable turbulence is produced from the interaction of the airflow through the
liner and the secondary air jets. The important features to note are:

• the reverse flow zone established by the fuel injector-swirler assembly;

• the high degree of turbulence present inside the liner, giving a correspondingly high
mixing rate;

• the staged addition of air to the combustion zone.

The swirler and air addition scheme are used to induce turbulence inside the liner. The
success of this method is evident in the flow pattern shown, and the high degree of turbulence
present indicates that the combustion zones inside the liner are very well mixed. If the rate of
mixing is rapid compared to the rate of chemical reaction, mixing may be neglected entirely,
and the system will be controlled by chemical kinetics alone. This argument is particularly
applicable when considering gaseous fuels.

Chemical rate-limited systems represent the maximum performance to be attained by
improving mixing. Since designs are directed toward inducing a high mixing rate, and a high
turbulence level has been observed experimentally, it is reasonable to assume that portions
of can-type gas turbine combustors can approach the perfectly stirred reactor, in which
chemical kinetics are rate-controlling and mixing times are considered infinitesimal. Thus,
with this assumption, stirred reactor theory can be applied to make analytical predictions
of performance.
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Figure 5.4: Hammond combustor model compared with a typical combustor configuration. From
Hammond & Mellor (1970).

In formulating any combustor model, many physical factors must be neglected to make
solutions possible by analytical methods (in this case mixing is neglected). One would expect
that model corresponding most closely to the physical system to predict actual performance
with the best accuracy. The model shown in Fig. 5.4 has been constructed by Hammond &
Mellor (1970) to include many of the characteristics of an actual combustor. V1 and V2 are
stirred reactors arranged as in the model of Hottel et al. (1958). V3, V4, and V5 are plug flow
reactors, which can be approximated by a series of small stirred reactors.

The initial fuel-air mixture will be determined by the air flow through the swirl vanes of
the combustor (primary air flow, Fig. 5.5) and the total fuel flow. In general, this mixture
will be close to stoichiometric. The air entering V3 and V4 (and additional reactors if desired)
corresponds to the flow through the two (or more) rows of secondary air holes, and the air
entering V5 corresponds to the flow through the dilution air holes. It is hoped that the
V1 − V2. coupling, will predict stability phenomena, as observed by Hottel et al. (1958),
while the remaining volumes will predict downstream burning.

This model differs from that of Hottel et al. (1958) in that some attempt is made to
model secondary combustion by the inclusion of a series of plug flow reactors. Their recir-
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Figure 5.5: Can-type combustor. From Hammond & Mellor (1970).

culation scheme is incorporated as the best available model considering combustion with a
flow reversal. The model of Thring and Masdin also considers recirculation, but in their
case, all six reactors are involved in the recirculation path; as a result, the reverse flow is
more completely burned. In the proposed model the reverse flow is less completely burned
since only two reactors are included in the recirculation path.

Plug flow reactors rather than stirred reactors were chosen to model the downstream
burning volumes by considering an actual combustor. In the secondary air entry zones,
turbulence is still high but no large-scale flow reversals exist; therefore, at each cross-section,
the gases are well mixed, but little mixing occurs in the axial direction. Thus the reactant
concentrations and reaction rate should decrease monotonically with an axial position as in
a plug flow reactor.

Application of the model will require knowledge of the volume of each reactor. These val-
ues can be determined by analyzing either experimental (Hiett & Powell 1962) or theoretical
flow patterns. V1 will be the portion of the liner volume (ahead of the first row of secondary
air holes) in which the flow is in the normal downstream direction and V2 the reverse flow
portion. The other volumes can initially be taken as the volume contained between adjacent
rows of liner air holes. The recirculation ratio for V1 and V2 must also be determined from
flow studies. Hopefully, these values would remain constant with flow variations, but their
variation could possibly be considered.

Liner cooling must be a major consideration in designing an airflow pattern. Sufficient
secondary cooling air must flow in the annulus between the liner and casing to maintain
the liner temperature below its failure point under all conditions. To determine the cooling
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flow required, the heat transfer from the combustion zone to the liner must be known. As
the cooling air flows down the liner, its temperature will rise; by allowing variable injection
temperatures to V3, V4, and V5, this effect can be considered. However, lacking a valid heat
transfer analysis the assumption of adiabatic combustion is made for the present effort.

Admittedly this model neglects many factors which may be important. Even with gaseous
fuels, homogeneity is not assured. If the mixing rate is not extremely rapid, the use of stirred
and plug flow reactors will introduce considerable error. Since liquid fuels are used in gas
turbine combustors, the model’s neglect of fuel vaporization and droplet burning may be
a serious limitation. Such factors may necessitate revision of the model in light of new
experimental evidence. Using the proposed model will produce the smallest combustor for
a given situation since only kinetics are considered. As mixing is improved in an actual
combustor, its performance will approach (in the limit) the performance predicted by the
model. In the model, mixing is grossly approximated using the variable recirculation flow
between V1 and V2.

Residence Time

The residence time τres inside each reactor is one of the parameters that greatly affects the
production of the main pollutant emissions. The residence time in each reactor is usually
calculated as the ratio between the reactor volume and the volume flow rate:

τres =
V

V̇
(5.11)

This equation can be considered correct only for gaseous fuel. For liquid fuels, in fact, it
is to be considered that not all the interval [0, τres] is available for the combustion reaction
since chemical reaction has to be preceded by liquid fuel atomisation, fuel spray evaporation,
mixing of vaporised fuel with air and ignition delay (Sturgess et al. 1993).

Thus, in the program, the residence time has to be modified to consider these effects,
except for liquid fuel atomisation which can be neglected. Thus, the final equation for the
residence time is then:

τres =
V

V̇
− [(τev + τmix + τdel)− τover] (5.12)

where τover accounts for any kind of overlapping among the other characteristic times (τev, τmix, τdel)
due to concurrency of elemental processes. The expressions of each term on the right hand
side of Eq. 5.12 are fully described in Sturgess et al. (1993).
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Emission Model

The semi-analytical emission model adapted from the original model of Rizk & Mongia
(1995), that originally developed their model to simulate different typologies of GT com-
bustors, is the one suggested by the author. In their work, the authors considered the
combustion reaction to proceed through a four-step based scheme involving seven elemental
species (a parent fuel CXHY , an intermediate fuel CiHj, H2, CO, O2, CO2, H2O) and added
an equation to simulate NOx production via the Zeldovich mechanism (Toof 1986). Then,
they obtained a number of reaction rate expressions that simulate the results obtained with
a detailed chemical kinetics scheme, based on a multi-step combustion model and which uses
an extended number of reactions.

In this chapter, the carbon monoxide CO and thermal NO expressions obtained by Rizk
& Mongia (1995) are as follows:

d(CO)

dt
= C1(p) e

−E1/T [CXHY ]
b [O2]

c [CiHj]
d [CO]e [H2O]

f f1(ψ)

− C2(p) e
−E2/T [O2]

g [CiHj]
h [CO]i [CO2]

l f2(ψ)

(5.13)

and

d(NOx)

dt
= C3(p) e

−29000/T [O2]
0.9 [CO]0.8 f3(ψ)

− C4(p) e
−60000/T [O2]

0.8 [CiHj]
0.7 [NO]0.3 [CO]2.5 f4(ψ)

(5.14)

where ϕ is the equivalence ratio. The dependence on combustor pressure is taken into
consideration through the functions Ci, i=1,...,4. Both the CO and thermal NO reaction
rate expressions can be integrated through an explicit time scheme.

For prompt and fuel NO contribution to NOx emission level evaluation, two integral
empirical expressions can be used. The prompt NO are evaluated through an expression
based on Toof (1986), which correlates the concentration of prompt NO to the equilibrium
concentration of nitric oxide calculated at the adiabatic flame temperature

[NO]prompt = χHC f(ϕ) p
0.5 [NO]eq,Tad (5.15)

where f(ψ) is an empirical expression depending on the equivalence ratio and χHC accounts
for the presence of hydrocarbons in fuel.

The fuel NO are calculated by making use of an empirical relation once again obtained
by Toof (1986). This relation is based on a conversion factor Y, which links the fraction
of fuel nitrogen converted to NO to the equilibrium concentration of fuel nitrogen itself. In
the model implemented the simplifying hypothesis that all the fuel nitrogen is converted to
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ammonia (NH3) and then to fuel NO has been adopted. The final equation is then

[NO]fuel = Y [NO](NH3),eq (5.16)

Heat Transfer Model

The emission levels, in particular the thermal NOx, strictly depend on temperature. To
improve the accuracy of the emission evaluation a heat transfer model has been implemented
within the program to take into consideration any kind of external cooling. The model
accounts for the heat exchange between hot gases and reactor walls, and between walls
and the external environment. The external environment can be either the presence of a
cooling medium (water, air) or the surroundings. Both convective and radiative heat transfer
mechanisms are considered.

The convective contribution to heat transfer is calculated through the definition of a heat
transfer coefficient h, calculated as a function of the combustor geometry and by introducing
hypotheses on the flow regime.

For radiative heat transfer, a simplified model developed by Hottel et al. (1958) has been
implemented. This model considers the hot gases and the wall as two grey surfaces separated
by a non-participating medium. With these hypotheses, the radiative heat transfer can be
expressed by the equation

qrad = ζgw σ (T 4
g − T 4

w) (5.17)

where the factor ζgw is a function of the wall and hot gas emissivity (ϵw and ϵg), of the
gas-wall view factor and of the wall area.

The solution of Eq. 5.17 requires the determination of the hot gases emissivity ϵg, which
enters in the definition of the factor ζgw. In this section, the main hypothesis introduced is
that only CO2 and H2O determine the total emissivity of the hot gases. The hot gases’ total
emissivity ϵg is then

ϵg = ϵCO2 CCO2 + ϵH2O CH2O −∆ϵi (5.18)

where the Ci terms are correction factors which account for pressurized combustion chambers,
and ∆ϵi is a correction on ϵg for superimposed radiation from CO2 and H2O.

Each component emissivity, following data originating from total emissivity measure-
ments at ambient pressure reported in (Hottel et al. 1958), is calculated as a function of the
partial pressure of the component of the gas temperature and of the mean beam length. The
latter parameter, in particular, was introduced to correlate, in terms of a single parameter,
the dependence of hot gas emissivity on both the size and shape of the flame geometry.
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5.3 Conclusions and Remarks

This chapter is the first step towards a general fouling-induced emission prediction tool,
that should be integrated with the one proposed in Ch. 4. In the first part, a CO2 price
forecasting algorithm has been introduced, in order to accompany the physic-based emission
model in the prediction of the mission (emissions) costs. In this context, the nowadays
critical climate emergency is introduced, and a review of the consequent EU policies have
been performed to face it is reported.

Besides that, also a physics-based technique to predict gas turbine emissions is proposed.
This technique should be integrated into the already presented digital twin, in order to obtain
the emission of an engineer during a whole aircraft mission.
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Chapter 6

Conclusions and Limitations

This chapter summarises the results presented in this thesis, assessing the suitability of the
methods developed in addressing the defined aims and objectives of the work. Also, the
limitations of the proposed strategy are commented on, with the purpose of highlighting the
steps that should be undertaken to advance the research in this field.

6.1 Conclusions

This thesis proposes different methodologies capable to mitigate the effects of fouling or
predicting the performance degradation that it generates. For this purpose, both hot and
cold engine sections are considered.

In particular, concerning the turbine section, new design guidelines are presented. This
is because, for this specific component, the time scales of failure events due to hot deposition
can be of the order of minutes, which makes any predictive model inapplicable. In this
respect, design optimization techniques were applied to find the best HPT vane geometry
that is less sensitive to the fouling phenomena. After that, machine learning methods were
adopted to obtain a design map that can be useful in the first steps of the design phase.
Moreover, after a numerical uncertainty quantification analysis, it was demonstrated that
a deterministic optimization is not sufficient to face highly aleatory phenomena such as
fouling. This suggests the use of robust or aggressive design techniques to front this issue.
The research branch that tries to face this problem has been called Design for Fouling (DoF)
by the author since represents the first attempt to optimize a gas turbine geometry against
deposition in the literature.

On the other hand, with respect to the compressor section, the research was mainly
focused on the building of a predictive maintenance tool. This is because the time scales of
failure events due to cold deposition are longer than the ones for the hot section, hence the
main challenge for this component is the optimization of the washing schedule. As reported
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in the previous sections, there are several studies in the literature focused on this issue, but
almost all of them are data-based instead of physics-based. The innovative strategy proposed
here is a mixture between physics-based and data-based methodologies. In particular, a
reduced-order model has been developed to predict the behaviour of the whole engine as
the degradation proceeds. For this purpose, a gas path code that uses the components’
characteristic maps has been created to simulate the gas turbine. A map variation technique
has been used to take into account the fouling effects on each engine component. Particularly,
fouling coefficients as a function of the engine architecture, its operating conditions, and the
contaminant characteristics have been created. For this purpose, both experimental and
computational results have been used. Specifically for the latter, efforts have been done to
develop a new numerical deposition/detachment model, that shows really strong accordance
with the deposit pattern found experimentally.

6.2 Limitations

The strategies proposed are affected by some limitations, that for clarity are summarized as
follows:

• The deposition/detachment model proposed in this work shows a strong agreement
with the experimental results. Nonetheless, there are areas of the vanes and the blades
that are not well reproduced. In particular, the deposition on the suction side of the
vane is the one that is predicted in the worst way by the model. The problem is
that this area is also the most important in terms of performance since it is the most
sensitive to flow separation.

• The effects of the deposition on the flow field have been modelled by the microscale
model. This shows a good forecasting capacity when the deposition process begins,
but the predictive error rises as the deposit grows since also the effect of the geometric
variations start to be important.

• The design map proposed in chapter 3 is a really good tool for the design procedure
of gas turbine components. The main problem is that a deterministic map is demon-
strated to be not sufficient for mitigating the fouling issue. Moreover, only a simple
HPT vane geometry was considered here, without cooling holes and 3D effects, which
can markedly affect the deposition process and the results here presented.

• In chapter 4 a digital twin strategy has been proposed to predict the fouling impact
in a whole aircraft mission. One of the main problems in this methodology is that
the components’ characteristic maps are often difficult to find. In this context, sev-
eral strategies are present in the literature to reproduce them from some geometrical
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data but are a strong approximation of the real curves. Moreover, only a simple air-
craft modelisation has been presented here, without considering a lot of geometric and
aerodynamic features that are often not known. Last but not least, there is the prob-
lem of finding the best multi-fidelity machine learning technique capable to fuse both
experimental and numerical results and giving adequate degradation coefficients.

6.3 Future Prospective

The understanding of fouling mechanisms in compressors and turbines is still a challenge for
manufacturers and users. Through the results reported in this thesis, it is possible to mitigate
or predict the fouling effects in gas turbines. In particular, the design map generation could
be of main help for the designers, in case they need a geometry less sensitive to deposition.
On the other hand, if washing scheduling or mission costs are of interest, the digital twin
strategy proposed could be useful.

In the future, these approaches could be the standard methods to face the fouling issue,
hence all the limitations reported in the previous section should be tackled.
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