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We report new measurements of the branching fraction B(D} — #*v), where ¢* is either u™ or
(= n*1,), based on 6.32 fb~! of electron-positron annihilation data collected by the BESIII experiment
at six center-of-mass energy points between 4.178 and 4.226 GeV. Simultaneously floating the Dy — u*v,
and D — v, components yields B(Dy — ztv,) = (5.21 £0.25+0.17) x 1072, B(D{ — p*v,) =

(5.35+£0.13 £0.16) x 1073, and the ratio of decay widths R = W 9.73798 £ 0.36, where the
—uty

first uncertainties are statistical and the second systematic. No evidence of CP asymmetry is observed in the
decay rates Df —p*y, and D¥ —t*u,;: Acp(uv)=(-12+£25+1.0)% and Acp(r™v) = (+2.9+
4.8 £ 1.0)%. Constraining our measurement to the Standard Model expectation of lepton universality
(R =9.75), we find the more precise results B(Di — ttv,) = (5.22+£0.10 £0.14) x 107> and
Acp(tty,) = (=0.1 4+ 1.9 £ 1.0)%. Combining our results with inputs external to our analysis, we
determine the ¢ — § quark mixing matrix element, D] decay constant, and ratio of the decay constants
to be |V =0.973 +0.009 £ 0.014, fp+ =249.9 £2.4+3.5 MeV, and fp:/fp+ = 1.232 £0.035,
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I. INTRODUCTION

Purely leptonic decays of heavy mesons are the subject
of great experimental and theoretical interest because of
their potential for precise tests of the Standard Model
(SM), including determination of the Cabibbo-Kobayashi-
Maskawa (CKM) matrix elements and sensitivity to non-
SM physics. Leptonic decays of charmed mesons play an
important role in this, with clean experimental signatures
and the opportunity for rigorous tests of strong-interaction
theory, especially lattice-QCD (LQCD) calculations. In the
decay process DI — £v,, the charm quark (c¢) and
antistrange quark (5) annihilate through a virtual W boson
to a charged and neutral lepton pair. (Throughout this
article, charge conjugate modes are implied unless other-
wise noted.) According to the SM, the branching fraction
for this process (ignoring radiative corrections) is given as

bﬁ |‘ J
cs

D+

2

G
B(Df — ¢Fv,) = Tpy S_;sz;m?)mD; (1

)

(1)

where 7+ is the D lifetime, my+ is the mass of D, m, is
the mass of the charged lepton (e™, u™, or 7), and G is
the Fermi coupling constant, all of which are known to
precision [1]. The remaining two factors, |V| and fp+,

must be determined experimentally and are of great
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interest. (1) V., is a fundamental SM parameter, the CKM
matrix element describing the coupling between the ¢ and §
quarks. (2) fp+ is the D7 decay constant, the amplitude for
quark-antiquark annihilation inside the meson, which can
be thought of as the overlap of the wave functions of ¢ and 5
at zero spatial separation.

It follows from Eq. (1) that measurement of the
branching fraction B(Dy — £7v,) is essentially a deter-
mination of ff); |V s[?. In practice, we can determine f+

by combining a measurement of B(D} — £v,) with an
independent determination of |V |, thereby testing theo-
retical predictions, primarily from LQCD. Testing the
LQCD calculations in D and Dj decays is especially
important to validate their application to the B-meson
sector, in which the precision of experimental determina-
tion of fz+ is very limited due to the small value of |V, ],
0.00361 00600 [11. Tt is also possible to reverse this
approach, determining |V, from B(D{ — ¢*v,) with a
theoretical estimate of fp+ from LQCD and comparing the
result with other experimental determinations of |V|.

The ratio of decay widths for leptonic decays to y and 7 is
also an interesting quantity to measure:

2 72

r(; - cty) ")

R= = . (2)
L(Df = uty,) m2(1 — )2

2
mDS

In this ratio, the decay constant and the CKM
element cancel, giving a very precise SM prediction of
R=9.7540.01. Any deviation from this value potentially
indicates the existence of non-SM physics.

Using the known values of the lepton masses and
other constants [1], the measured D lifetime [1] (includ-
ing recent improvements in precision by the LHCb
Collaboration [2]), the weighted average of recent four-
flavor LQCD calculations [3] (fp+ = 249.9 + 0.5 MeV),
and the latest determination of the ¢ — 5 coupling from the
global fit of CKM parameters [1] (|V.| =0.97320 +
0.00011), one arrives at the following SM predictions of
the D leptonic branching fractions: B(Dj —etv,)=
(1.2614:0.004) x 1077, B(D{ —pty,)=(5.360£0.017)x
1073, and B(D} — t7v,) = (5221 £0.018)%. In this
article, we report new measurements of the branching
fractions B(Dy = pu*v,) and B(D{ —7'v,) (via 7+ —
7'0,), and of the CP-violating asymmetries Acp(£Fv,).
These measurements have been made with 6.32 fb~! of
ete™ annihilation data collected at center-of-mass
energies between 4178 and 4226 MeV with the BESIII
detector [4] at the Beijing Electron Positron Collider
(BEPCII) [5]. This work, which uses a larger data sample
and a procedure that is simultaneously sensitive to both
D = p'v, and D{ — 7%y, decays, is distinct from
and supersedes our previous measurement of B(Dy —
why,) [6].

II. THE BESIII EXPERIMENT AND DATA SETS

BESIII [4] is a cylindrical spectrometer with a geomet-
rical acceptance of 93% of 4z. It consists of a small-celled,
helium-based main drift chamber (MDC), a plastic scin-
tillator time-of-flight system (TOF), a CsI(TI) electromag-
netic calorimeter (EMC), a superconducting solenoid
providing a 1.0-T magnetic field, and a muon counter
(MUC). The charged particle momentum resolution is
0.5% at a transverse momentum of 1 GeV/c. The specific
ionization (dE/dx) measurement provided by the MDC has
a resolution of 6%, and provides 3¢ separation of charged
pions and kaons. The time resolution of the TOF is 80 ps
(110 ps) in the central barrel (end-cap) region of the
detector. The end-cap TOF system was upgraded with
multigap resistive plate chamber technology in 2015 [7],
improving its time resolution to 60 ps. Approximately 83%
of the sample employed in this work was taken with the
improved configuration. The energy resolution for photons
18 2.5% (5%) at 1 GeV in the barrel (end-cap) region of the
EMC. A more detailed description of the BESIII detector is
given in Ref. [4].

The data samples employed in this work were taken at
six eTe” center-of-mass energies (E., = 4178, 4189,
4199, 4209, 4219, and around 4226 MeV [8]). The
integrated luminosities for these subsamples are 3189.0,
526.7, 526.0, 517.1, 514.6, and 1047.3 pb~! [9], respec-
tively. For simplicity, we refer to these datasets as 4180,
4190, 4200, 4210, 4220, and 4230 in the rest of this article.
For some aspects of our analysis, especially in assessing
systematic uncertainties, we organize the samples into three
groups that were acquired during the same year under
consistent running conditions. The 4180 sample was taken
in 2016, while the group 4190-4220 was taken in 2017 and
4230 was taken in 2013.

To assess background processes and determine detec-
tion efficiencies, we produce and analyze GEANT4-based
[10] Monte Carlo (MC) simulation samples for all six
datasets, with sizes that are 40 times the integrated
luminosity of data (“40x”). The MC samples are pro-
duced using known decay rates [1] and correct angu-
lar distributions by two event generators, EvtGen [11]
for charm and charmonium decays and KKMC [12]
for continuum processes. The samples consist of
ete~ - DD, D*D, D*D*, D,D,, D:D,, D:D:, DD"r,
DDzx, qq(q=u,d,s), yJ/y, yw(3686), and 777 .
Charmonium decays that are not accounted for by
exclusive measurements are simulated by Lundcharm
[13]. Additionally we generate separate samples consist-
ing only of signal events, with size 300 times larger than
is expected in our data. All MC simulations include the
effects of initial-state radiation (ISR) and final-state
radiation (FSR). We simulate ISR with ConExc [14]
for ete~ — ¢¢ events within the framework of EvtGen,
and with KKMC for noncharm continuum processes. FSR
is simulated with PHOTOS [15].
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III. ANALYSIS METHOD

We employ the double-tag technique pioneered by the
MARK 1II Collaboration [16] in our selection of Df —
¢*v, decays in ete” — D:TD] events. In this method, a
D7 is fully reconstructed through one of several hadronic
decay modes (tag side), while we reconstruct only one
charged track from the D] (signal side). Note that the
reconstructed tag-side D, can either be directly produced
from the ete™ collision (direct) or be the daughter of a D
(indirect). We reconstruct the radiative photon from D} —
yD, in the tag-side selection and use it in the analysis of the
signal side. (Further explanation is provided in Sec. Il A.)
The absolute branching fraction determined by this method
does not depend on the integrated luminosity or the
produced number of DDy pairs:

N
D NST(GW I/EST)

where Npr = 37, Nt is the summed yield over tag modes
of double-tag (DT) events in which the tag side and signal
side are simultaneously reconstructed, N fsr is the single-tag

B(D; - ptv,) =

(3)

(ST) yield of reconstructed Dj for tag mode i, and €47 and
€y are the corresponding reconstruction efficiencies.
Similarly for B(D{ — ttv,) we have

Npr
ZiNgT(GT“/EST)B(T+ - 7'0,)

B(D} — T+I/M) = (4)

where €f%; does not include B(z™ — z*7,) but €74’ does
include B(D* — yDy).

In the ratios of N%%/N%, and ef”’/eST, systematic
uncertainty associated with the tag-side analysis mostly
cancels, except for a possible uncertainty due to variations
in ST reconstruction efficiencies (tag bias, discussed in

Sec. IVA).

A. Selection of tagged D; candidates

The ST Dj is reconstructed using tracks and EMC
showers that pass several quality requirements. The selec-
tion criteria for Dy daughters and the reconstruction
procedures are the same as those described in Ref. [17].
Tracks must be within the fiducial region (| cos 0| < 0.93,
where 0 is the polar angle relative to the positron beam
direction) and originate within 1 cm (10 cm) of the
interaction point in the plane transverse to the beam
direction (along the beam direction). This requirement
on the primary vertex is not applied for the reconstruction
of Kg — ntz~, for which we constrain the charged pion
pair to have a common vertex with a loose fit-quality
requirement of y*> < 100 for 1 degree of freedom. To be
selected as a photon candidate, an EMC shower must not be
associated with any charged track [18], must have an EMC

hit time between 0 and 700 ns to suppress activity that is not
consistent with originating from the collision event, and
must have an energy of at least 25 MeV if it is in the barrel
region of the detector (] cos 8| < 0.8) and 50 MeV if it is in
the end-cap region (0.86 < |cosd| < 0.92) to suppress
noise in the EMC.

We apply K/z particle identification (PID) based on
TOF and dE/dx measurements, with the identity as a pion
or kaon assigned based on which hypothesis has the higher
likelihood. Pions from the intermediate states K (S) - atn,
n — a7’ and ' — x+ 7 x are not required to satisfy the
K/ n-identification requirement. We also require that the
reconstructed momentum for any charged or neutral pion
have a magnitude of at least 100 MeV /¢ to suppress events
from D* — Dx.

We select tag modes for this analysis to maximize signal
sensitivity and minimize tag bias by performing the entire
analysis procedure on our cocktail MC sample with various
combinations of tag modes. The following thirteen Dy
hadronic decay modes are used: Dy — KYK~, K"Kz~
KYK=7°, K-K*n=7° KSK-n*n~ K0K+ﬂ T, 7T+
TN PN P M3es T Magys T Myps and K= n'+ where

n=yr. My~ ad
. My =ty and o, =y
Requirements on invariant-mass ranges for the intermediate
states 7°, K9, 1, 1135, p, Nymy» and 17}, are chosen to cover
+(3-4)0c of the signal mass resolutions, with the exception
of p, for which 520(500) < M., < 1000 MeV/c?
selected for the charged (neutral) case. We also require
an isolation criterion for photons used in the reconstruction
of B = yp°; the reconstructed photons must be separated
from the extrapolated positions of all charged particles by
more than 20°. For the decay mode Dy — K™z~ xn" we
exclude the dipion mass range 486 < M,, < 510 MeV/c?
to avoid overlap with the Dy — K%K~ mode.

Once the tag-side Dj is reconstructed, we preselect
our sample by requiring that the invariant mass of the
reconstructed Dy  satisfy the condition 1900 <
M, (D5) < 2030 MeV/c?. Then we calculate the recoil

mass against the Dy tag inclusively as MZ.c*=(E.,—

=y, K(S) - atn,

/)_(0) — ﬂ0<+)ﬂ'

\/|117D;|2c2—|—szyc4)2—|ﬁD;|2c2 in the center-of-mass
system of the initial eTe™, where E ., =2 X Epeams
f)D; is the three-momentum of the reconstructed D7,
and mp_is the known D, mass [1]. Figure 1 shows the
distribution of recoil mass against Dy — K~ K*z~ tags in
the 4180 dataset. All ete~ — D**DJ events accumulate
near mp: = 2112.2 MeV/c?* [1], with the direct compo-
nent populating the central peak and the indirect com-
ponent  distributed more broadly. We require
2050 < M, < 2195 MeV/c? for the 4180 data to ensure
that events are consistent with ete™ — Djin. For other
data samples taken at higher E_,, the tails of the indirect
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FIG. 1. Recoil mass distributions against Dy - K~ K*z~ for
4180 data and MC-simulated background, which mostly consists
of charm decays and continuum processes.

D, events extend more widely. We expand the selected
M. range to maintain roughly constant KKrz tag
efficiencies for different values of E,, except for the
4230 data, whose energy is above the threshold for
production of DiD}. In this case we require 2040 <
M. <2220 MeV/c? to suppress D, from D}D* events,
which mostly have M,. > 2230 MeV/c?.

When multiple reconstructed candidates are found for a
given D, tag mode and electric charge, we keep only the
one with the best D} — yD, photon candidate. In the D}
rest frame, the emitted photon energy is monochromatic,
with energy (mp, c* —mp c*)/(2mp;c*) = 138.9 MeV.
Once the tag-side D7 is reconstructed, we loop over the
remaining photon candidates to construct the four-momen-
tum of the D} candidate based on two hypotheses. For the
first hypothesis, we assume that the tag is direct, the photon
is on the signal side, and p(D;") = p,+,- — Py, For the
second, we assume that the tag is indirect, the photon is on
the tag side, and p(D;~) = p, + pu,. We then choose
between these the combination that gives E, closest to
138.9 MeV in the D} rest frame and use this in the rest of
our analysis. Additionally, we require 119 <FE, <
149 MeV to suppress backgrounds further. This range is
selected based on MC studies of the signal side, as is
described in Sec. III B. The resulting optimized photon
selection efficiency is ~90%. While we do not use
information about the transition photon in determining
the tag-side yields, we perform the photon reconstruction
and apply the additional selection on E, at this point to
minimize the systematic uncertainty due to the best-tag
selection. The effect on the signal efficiency of selecting the
transition photon is minimal due to the simple decay
topology of the signal side, with only one charged track.

To determine the tag yields, we perform an unbinned

maximum likelihood fit to M, (Dy) in the range

1900 < M;,,(Dy) < 2030 MeV/c?. The signal functions
are based on distributions from MC simulations, obtained
by the Gaussian kernel estimation method [19], and
convolved with a Gaussian function to account for differing
resolution between data and MC samples. In practice it is
difficult to float the width of the Gaussian function in fits
for tag modes with larger backgrounds in smaller samples
(e.g., 4220 data). Because of this, we assume that the
relative difference between data and MC samples is
consistent among the different datasets and simultaneously
fit to all six samples, sharing a single convolved Gaussian
function for a given tag mode. We estimate possible
systematic uncertainty associated with this assumption in
Sec. IV B.

Backgrounds in the invariant-mass fits are represented
by low-degree Chebyshev polynomials (first to third,
depending on the tag mode). Figure 2 shows fits to the
M, (Dy) distributions of the thirteen tag modes for the
4180 dataset. In the fits of tag modes Dy — K9K~ and
Dy - K~K™z~ MC simulations predict small peaking
backgrounds from D~ — K%z~ and D~ - K*z~z~, which
are taken into account in the fits. Table I shows the ST
efficiencies, egr. The corresponding ST yields from data
are also shown in Table II

B. Selection of D} — ¢*v, events

True Dy — ¢*v, signal events include either D] —
uty, or DY — 7" (— x"0,)v, accompanying a Dy had-
ronic tag. Signal selection begins with the requirement that
there be only one additional track that is unused in the
reconstruction of the tag (N, = 1). The corresponding
particle must have electric charge opposite to the tag and
satisfy the pion PID criteria described in Sec. III A. (The
pion PID response closely approximates that for a
muon because pions and muons are charged particles with
similar masses.) It is significant that the systematic uncer-
tainty arising from the PID requirement in the signal
selection does not cancel, as it does for tag reconstruction.
We study control samples of Dy — K~K*zn~, D% - K=zn*
and D° — K-z~ztz* for all datasets and observe
differences in PID efficiencies between data and MC
samples of about 1%. Here the D° sample is obtained
via ete™ — D**(— 2" D°)D™)~. Corrections are applied
to MC-determined efficiencies.

We split the signal-track sample into two parts based on
the energy-deposit properties of muons and pions in the
EMC, as was done previously in similar analyses [20,21].
Candidates with signal-track energy deposit satisfying
Egyme <300 MeV are classified as p-like and the remain-
der as z-like. Based on MC simulation, we estimate that the
p-like sample includes ~99% of Dy — u'*v, events and
~58% of Df — (- 7', )v, events.

As mentioned in Sec. III A, we impose the additional
requirement on signal candidates from D — yD, that the
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FIG. 2. Fits to Dy invariant-mass distributions in the 4180 data for the following thirteen S7 decay modes: (a) K(S)K*, (b) K K*n~,
(¢) KYKk=7°, (d) K"K~ 7", (e) K§K n"n~, (f) KK =7, () wxta~, (h) z7n, () p™n, ) p W30 (K) Mgy () 7717}, and
(m) K~z z~. Points are data, while red-solid lines represent the total fits, blue-dotted lines are the fitted background shapes, and the
orange-dashed lines correspond to the fitted signal shapes. The magenta-dotted lines only seen in the two tag modes, (a) KK~ and
(b) K-K*n~, are the fitted nonsmooth background shapes representing D~ — K%z~ and D~ — K"z~xn~, respectively.

selected photon have an energy in the D7 rest frame that
satisfies 119 < E, < 149 MeV. This criterion is optimized
based on a detailed MC study. Distributions of £, for MC
and data are shown in Fig. 3. Here the input B(D{ —
utv,) and B(D{ — 7'v,) in our MC samples are 5.38 x
1073 and 5.54 x 1072, respectively.

We suppress candidate signal events that are not true
Dy — ¢"v, by considering three additional variables that
are sensitive to unreconstructed particles. The first is
COS Opnigs» Where Oy, is the polar angle of pisq = —Prag —
Py — Dy in the e*e™ center-of-mass frame. We require
| cOS Opiss| < 0.9 to ensure that p;. points into the fiducial
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TABLE 1.

Nogy = T 771, 1, = yp°, and p — 7z

ST reconstruction efficiencies (egr in %) with their statistical uncertainties for the thirteen tag modes and six data samples.
Efficiencies do not include the following intermediate-state branching fractions: K% — ztz~, 7% — yy, n > yy, n3, > a2 a°

s

Tag mode 4180 4190 4200 4210 4220 4230
KVK- 38.5+0.1 38.1£0.3 38.6 £0.3 38.7+0.2 38.3+0.3 39.0+0.3
KKt~ 343 +0.1 34.1 £0.1 344 £0.1 34.1+£0.2 344 +0.1 348 +0.1
KYK=n° 143 4+0.2 14.6 £ 0.5 143 +0.5 13.8 £ 0.5 13.8£0.6 14.7+£0.5
K K*nz° 9.2£0.1 9.1 £0.1 9.2£0.1 9.5£0.1 9.1£0.2 9.5£0.1
K\K-ntn~ 17.1£0.2 16.9 £ 0.5 16.7 £ 0.5 16.0 £ 0.5 16.6 £ 0.6 17.8 £0.5
KYK*n~n~ 19.0+£0.1 18.8 £0.2 19.24+0.2 19.1£0.2 189+0.3 19.8+£0.2
rata 42.6 £0.2 41.7+0.5 4234+ 0.6 41.8+0.5 41.8+£0.7 43.1+£0.6
xn, 355+0.2 358+0.5 355+0.6 33.9+0.6 33.8+0.8 35.7+0.6
P My 13.6 £0.1 139+£0.3 13.6£0.3 134+£0.3 13.5+04 1454+04
P N3y 6.1 +0.1 5.6+04 5.6+04 63+04 56+0.5 59+04
P - 20.3+0.1 19.8 +0.2 20.1+£0.2 20.0+0.2 20.1+0.3 202+0.2
T, 27.3+03 27.5+0.7 26.6 +0.8 26.4+0.7 283+1.0 28.0+0.8
K ntn 359+03 350+0.8 342+0.8 34.0+0.8 333+1.0 34.7+0.8
TABLEIl. Measured ST yields (N ¢7) for each tag mode and their sums over tag modes (“SUM”) for each data sample, in units of 103.
The uncertainties shown are only statistical.

Tag mode 4180 4190 4200 4210 4220 4230
KK~ 26.24+0.2 4.1£0.1 4.14+0.1 3.6 £0.1 3.0+0.1 55+0.1
K Ktn 120.6 £ 0.6 19.0+0.2 18.6 £0.2 173 £0.2 15.1£0.2 2524+0.2
KYK=n° 9.7+04 1.54+0.2 1.74+0.2 1.3+0.2 09+0.2 2.1+0.2
K Ktz 35.1£0.8 63+03 56+03 52403 49+03 7.5+03
KSK=ntn~ 7.8£0.3 1.2£0.1 1.3£0.1 1.0£0.1 0.9 £0.1 1.5£0.1
KSK*nn™ 14.0£0.2 22+0.1 22+0.1 1.9+0.1 1.9+0.1 2.8 £0.1
P Ay 33.1£0.6 54+£02 52+£02 43402 3.8+£0.2 6.7+£0.3
1y, 16.0 £ 0.5 24+£02 24+£0.2 24+£0.2 20+£0.2 32+£02
P My 28.5+0.9 39+04 45+04 43+04 35+04 6.1+0.5
P M3y 8.6+ 0.6 14+02 1.2+0.2 1.1+0.2 0.7+£0.2 21+04
T gy 8.4+0.1 1.4+0.1 1.3+0.1 1.24+0.1 1.0+0.1 1.7+0.1
iy, 20.8£0.8 33+£03 32403 30£0.3 25+£03 47+04
K ntr~ 16.0£0.5 26+0.2 23+0.2 23+0.2 1.7+£0.2 34402
SUM 3448 +£2.0 54.7+0.7 53.8+0.8 48.8 £0.8 42.1+£0.7 725+ 1.0

volume of our detector. The second variable is ANG, the
opening angle between p ;s and the most energetic unused
EMC shower. Events with a K9 or an energetically
asymmetric decay from z° — yy or 7 — yy tend to leave
detectable EMC energy deposits near the p,,; direction.
We require ANG > 40° to suppress such events. The third
variable is EpaX, the maximum unused EMC shower
energy. Requiring ENa* < 300 MeV helps to ensure that
nothing energetic is unaccounted for in selected events.

C. Fit

1. Fitting to simulated samples

We infer the presence of neutrinos in the final states from
the event missing mass-squared, M. = E; ... — | PmissC|

miss

_ = 2 2 4 ;
where Emiss = Ecm — ‘ptagc| + mp ¢" — E7 - Eﬂ/” 18

computed in the e"e” center-of-mass frame, and mp_is
fixed to the known value [1]. We determine the B(D{ —
¢*v) signal yields with a simultaneous unbinned maximum
likelihood fit to the two-dimensional distributions of the
tag-side invariant mass M,,,(D;) versus M2, for the six
E., samples. The fit range on the M;, (D) axis is the
same as we use to fit to the tag-side Dy,
1900 < M;,,(Dy) < 2030 MeV/c?, while we choose
—0.2 < M2. < 0.2 (GeV/c?)? on the other axis to avoid
peaking backgrounds in M2, > 0.2 (GeV/c?)? coming
from D} — K°z* when the K° is undetected.
Background processes contributing D} — v, candi-

date signal events can be classified in five major categories.
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FIG. 3. E, spectra in the Dy rest frame for p-like (top) and
n-like (bottom) samples summed over the six E., values
(weighted by integrated luminosity). The gray-shaded histograms
represent the scaled 40x MC predictions, while the crosshatched
histograms show the signals (red, bottom-left to top-right) and the
backgrounds (blue, top-left to bottom-right). The black points
with error bars are the corresponding measurements from data,
and the dashed vertical lines show our nominal selection require-
ment of 119 < E, < 149 MeV.

(1) The tag-side Dy is misreconstructed, but everything else
is correct, producing smooth distributions in M;,,, but
peaks in M2, . (2) The photon from D} — yD; is mis-
reconstructed, but everything else is correct, leading to
peaking sharply in M;,, and broadly in M2, . (3) The
signal-side track is not from Dy — (u*/z")v, but every-
thing else is correct, giving peaks in M;,, and smooth
distributions in Mrzniss. (4) The reconstructed track is from
Dy — 7tv,, but not from t™ — 77D, and everything else
is correct, with peaks in M;,, but smooth distributions in
M. .. (Note that, while such events are not analyzed
correctly, they are not background and we float this
contribution with the 7 — z7 D, signal.) (5) All remaining
background, both charm and noncharm, which has a
smooth continuous shape. Two-dimensional background
distributions for fitting are constructed based on products of
one-dimensional probability distribution functions (PDFs)

for My, (D5 ) and M?

miss*

Fits are performed with MC-based shapes for signals,
similarly extracted by the kernel estimation method [19],
and the following distributions for the five background
components. (1) Wrong tag: first-order Chebyshev poly-
nominal for My, (D;) and an MC-based shape for M2, .
(2) Wrong photon: MC-based shapes for both M,,,(Dy)
and M2, . (3) Wrong track: MC-based shapes for both
My, (Dy) and M2, . (4) 7 decays to final states other than
n0,;: MC-based shapes for both M, (D;) and M2, .
(5) Remainder: first-order Chebyshev polynominal
for M, (Dy) and first-order exponential polynomial
(x eC'Mﬁm) for aniss. To compensate for differences
between the simulated detector response and data, each
PDF [M,,,(D;) and M2, ] is convolved with a Gaussian
function that is shared over the six data samples, assuming
that the data/MC differences do not depend on E_,, and
running conditions.

Normalizations of the five background components are
fixed whenever an absolute estimate is possible and
otherwise are allowed to float freely in fitting, as follows.
(1) Wrong tag: fixed based on the MC-estimated ratio of the
correctly reconstructed yields to the wrongly reconstructed
yields. (We float this component in assessing associated
systematic uncertainties.) (2) Wrong photon: ratio to the
signal component is fixed according to the MC estimation.
(3) Wrong track: fixed according to a MC estimation for
which the MC sample is scaled to the N g observed in data.
(4) 7 decays to final states other than z*7,: constrained to
the signal yield, D — (- z"0,)v,. (5) Remainder:
floated freely.

Normalizations of the two signal components
(DY — pv, and 7tv,) are floated freely, except for the
constraints introduced by the simultaneous fit and the ratio
of the yields between the p-like and z-like samples. This
ratio is fixed for each of the six datasets based on MC
estimations.

The means of the convolved Gaussian functions in fitting
My, (Dy) and M2, are floated for both data and MC
simulations. The widths are floated in fitting to data and are
fixed to a negligibly small value in fitting to MC samples.
Because the M, (D5 ) resolution depends on the Dy decay
mode, the M,,,(Dj ) PDF is obtained as a sum of PDFs for
all tag modes, weighted by the observed Ng;. We obtain the
M2. . PDFs in a similar way, as MC simulation predicts
weak tag-mode dependence. The coefficients of the
Chebyshev polynomials for backgrounds (1) and (5) are
shared because MC simulations demonstrate that the
statistical sensitivity of our data is insufficient to distin-
guish their slopes.

We determine €% for each of the thirteen tag modes by
counting the reconstructed candidates that match the MC-
generated true signal particles. The resultant efficiencies are
shown in Tables III and IV.

To validate these DT efficiencies and our overall fitting
procedure, we perform tests on ten independent data-size
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TABLE IIL

DT reconstruction efficiencies (in %) with statistical uncertainties for DY — pu*v, signal events in each of the thirteen tag

modes. These efficiencies do not include the following intermediate-state branching fractions: Kg —ata, 1 = yy. n-=yy,
Mz = ”+”_ﬂ0’ ”;rm] - ﬂ+ﬂ_’7v

- yp°, and p — 2z

Tag mode 4180 4190 4200 4210 4220 4230

KVK- 23.23+£0.12 23.06 £0.17 23.32+0.18 22.33+0.17 22.64 £0.18 23.80+£0.18
K Ktn~ 19.84 £ 0.05 19.63 £ 0.07 19.63 £ 0.07 19.25 £ 0.07 19.52 £ 0.07 20.37 £ 0.07
KK~ 20 10.54 £ 0.09 10.29+£0.13 10.46 £0.13 10.43 £0.13 10.11 +£0.13 10.80 £ 0.13
K K*nz° 6.88 £ 0.03 6.78 = 0.04 7.01 £0.04 6.89 £+ 0.04 6.92 £+ 0.05 7.36 £ 0.05
KYK-ntn~ 11.14 £ 0.11 10.82 £ 0.16 11.24 +£0.17 10.61 £0.16 10.94 £ 0.17 11.70 £ 0.17
KVK*n~n~ 12.13 £0.09 11.88+£0.13 12.02+£0.13 11.78 £0.13 11.81+£0.13 12.72+£0.13
't 26.88 £0.12 26.64 +0.17 26.56 +0.17 26.07 £0.17 26.12+0.17 27.71+0.18
TNy, 25.24+£0.15 24.80 £0.22 24.87+£0.22 24.53 £0.22 2448 £0.22 2541+£0.22
PNy 12.54 +£0.05 12.40 £ 0.07 12.32 +£0.07 12.29 +0.07 12.25 +0.07 12.80 + 0.08
P M3z 5.35+£0.05 5.20 £ 0.07 5.29 £0.07 5.12+£0.07 5.05 £0.07 5.39 £0.07
T gy 13.48 £0.12 13.35+0.18 13.19+£0.18 13.17+£0.18 13.33 +0.18 13.99 +0.18
i, 19.43 £0.11 1891 +£0.16 19.02 £0.16 19.05 £0.16 18.84 £0.16 20.04 £0.16
K ntn 23.31+0.16 22.72+0.23 23.41+0.23 22.57+0.23 22.51+0.23 23.82+0.23

TABLE IV. DT reconstruction efficiencies (in %) with statistical uncertainties for D — ¥ (— zp,)v, signal events in each of the

0

thirteen tag modes. These efficiencies do not include the following intermediate-state branching fractions: K(S) —>atn, ¥ - yy,

n=>vV Mz > 7

-0 7 — / 0
T ”’nﬂﬂﬂ_)”+” ﬂ,ﬂyp*yp,andp—»mt.

Tag mode 4180 4190 4200 4210 4220 4230

KK~ 9.79 £ 0.08 9.66 +£0.12 9.76 £0.12 9.324+0.12 9.62+0.12 9.83+£0.12
K Ktn™ 8.33 £0.03 8.19 £0.05 8.30 £0.05 7.98 £ 0.05 8.03 £0.05 8.46 £ 0.05
KK 20 4.34 £0.06 4.28 +0.08 4.19 +£0.08 4.16 £0.08 4.09 +£0.08 4.35+0.08
KKtz a° 2.83 +£0.02 2.78 £0.03 2.84 £0.03 2.79 £0.03 2.81 £0.03 292 +£0.03
KSK-ntn~ 4.60 + 0.07 4.58 £0.11 454 +0.11 4.47+0.11 4.55+0.11 4.80 £0.11
KSK nn~ 5.14 £ 0.06 4.87 £0.09 4.98 +£0.09 4.83 £0.09 4.89 +£0.09 5.17+£0.09
P Ay 11.26 £ 0.08 11.10+£0.12 11.11 +£0.12 10.77 £0.12 10.96 +£0.12 11.75+0.13
1y, 10.44 £0.11 10.41 £0.16 10.19 £0.16 10.25 £0.16 10.21 £0.16 10.14 £0.16
P My 5.05+0.03 5.06 +0.05 4.96 +0.05 4.89 +0.05 491 +0.05 5.05 £ 0.05
P N3 2.11 £0.03 2.11 +£0.04 2.01 £0.04 1.95 +£0.04 2.04 £0.04 2.18 £0.04
T gy 5.64 +0.08 543 +0.12 545+£0.12 5514012 5.39+0.12 5.66+0.12
iy, 8.16 £0.07 8.08 £0.11 8.09£0.11 7.99 £0.11 7.94 £0.11 8.10£0.11
K ntn~ 9.71 £0.11 9.41 £0.16 9.78 £0.16 9.77 £0.16 947 £0.16 9.78 £0.16

MC samples and compare the fitted signal yields and the
corresponding branching fractions. Table V shows the
differences between the fitted signal yields and the MC-
predicted yields for the data-size samples and for a 40x
sample. We see reasonable agreement between the fitted
and generated yields.

Figure 4 shows projections of the selected data sample
onto the M2, . and M, (D;) axes, summed over the six
data samples. Scaled MC distributions are overlaid, with a
breakdown of the components of the MC-simulated back-
ground. There is agreement between data and MC simu-
lation for both signal and background. Figures 5 and 6
show comparisons between data and MC samples for

signal-track momentum and the cosine of the polar angle,
again demonstrating excellent agreement.

2. Fitting to data

The fitting procedure described in Sec. III B accounts for
all signal and background processes that have been
observed experimentally to date. We now introduce
two additional physics processes that are expected theo-
retically but have not yet been observed, Dy — yu'v,
and D} — 7720,

The radiative leptonic decay D} — yu*w, is not helicity
suppressed, but its experimental detection is difficult and
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TABLE V. Relative difference in % between the measured
signal yields and generated numbers for ten “sets” of data-sized

MC samples, the average of these, and a 40x MC sample.

Relative Difference

Relative Difference

Set of puv Yield of zv Yield

01 +0.41 £2.43 —1.54 £4.27
02 -0.76 +2.39 +2.09 £4.07
03 +1.09 £ 2.43 +1.96 £4.25
04 —-1.21+245 +3.10 £4.20
05 +0.40 +2.37 —0.87 £ 4.37
06 —0.09 +2.38 +3.32+4.10
07 —-2.85+241 +3.61 £5.01
08 +1.12 £2.40 +0.25 £4.21
09 +0.29 +£2.34 —1.91 £4.45
10 -1.18 £2.37 —-3.27+4.26
Average -0.52+0.76 +0.57 £ 1.36
40x -0.30+£0.39 —-0.68 +£0.70

FIG. 4. Projections onto the M?2
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has not yet been achieved. Past measurements of Dy
leptonic decays [20,21] have relied on theoretical predic-
tions of the branching fraction for this mode, with a 1%
(relative) systematic uncertainty. For our analysis we note
that the M7, distribution for Dy — yu*v, must have a
high-side tail and could therefore affect our signal fits
significantly. We generate a signal MC sample for this
process following the procedure of previous BESIII studies
of D™ — yeTv, [22] and D} — ye™v, [23]. This adopts a
factorization approach [24] in modeling D — yu'y,
events, requiring a minimum photon energy of 10 MeV.
Figure 7 shows the predicted M2, distribution for
D{ — yu*v,, along with distributions for other processes.
Because of the high-side tail of the distribution for
D} — yuTv,, we explicitly include this additional PDF
in fitting our data.
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nv’
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(left) and M;,, (D5 ) (right) axes, for p-like (top) and z-like (bottom) candidates. Black points are

data, summed over all six samples. The filled histograms represent the prediction of the 40x MC sample, normalized to the integrated
luminosity of data, with the Dy — u*v, and 7" (— 77, )v, signal on top (blue). Background components are stacked below this in the
following order from the top to the bottom: tag-side misreconstructed (cyan), misreconstructed transition photon (light brown), signal
side misreconstructed (dark brown), D] — t"v,, where the * decays to a final state other than 77, (green), other charm background
(gray), and noncharm sources (black, at bottom).
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FIG. 5.

Distributions of the momentum of signal candidate tracks in the D7 rest frame for the DT sample with the additional

requirement 1900 < M, (D;) < 2030 MeV/c? for the u-like (top) and the z-like samples (bottom). The black points are data and the
overlaid histograms represent the 40x MC sample (normalized to the integrated luminosity of data), with green for the total, gray filled
for the total background, and crosshatched for the signals, D — u*v, (blue, top-left to bottom-right) and D — (= z*7,)v, (red,
bottom-left to top-right). The distributions shown on the left correspond to only —0.20 < M2. < 0.20 (GeV/c?)?, while we show the

entire momentum spectra on the right.

We estimate the scale of the D} — y# v, contribution
based on theoretical predictions of the branching fraction.
G. Burdman, J. T. Goldman, and D. Wyler [25] predict
B(DY - yuty,) ~107* and B(D' - yuty,) ~ 1077,
while J.C. Yang and M.Z. Yang estimate B(D' —
yuy,) to be 3.64 x 107> [26]. Comparing these to the
measured branching fractions of nonradiative leptonic
decays, B(D" — p'v,) = (3.74 £ 0.17) x 10™* [1] and
B(Df — ptv,) = (549 4£0.16) x 107 [1], we adopt
the ratio R, = B(Dg) - y/ﬁvﬂ)/B(DZ;) - uty,)=0.1
as a constraint in our fits. The estimated number of
reconstructed radiative events in our signal sample is about
1% of the nonradiative events, which is consistent with
previous publications ([20,21]). In assessing the systematic
uncertainty associated with this assumption, we vary R,
by £0.1.

The suppressed hadronic decay Dy — ztz° has not
been observed, with only an upper limit on the branching

miss

fraction of B(D} — nt7%) <3.4x10™* at 90% confi-
dence level [1]. Events of this type exhibit a clear peak in
M2, ., as is demonstrated by MC simulation and shown in
Fig. 7. We do not include Dy — z*z° in our nominal data
fit, but introduce it with a branching fraction equal to the

upper limit as a systematic variation.

3. Branching fraction results

Figure 8 shows our nominal fit to the 4180 data sample
with scaled MC components overlaid. (Figures showing fit
results for the other five datasets are provided as supple-
mental material [27].) The fit to all data samples yields
2198 £ 55 D — u*y, events and 9461, D} — (-
7m0, )v, events. The measured branching fractions
and statistical uncertainties following from these
event yields are B(Dy — pu'v,) = (5.35+0.13) x 1073
and B(D{ — 7tv,) = (5.21 £ 0.25)%, where we assume
B(tt — np,) = 10.82% [1]. Our two measurements of
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FIG. 6. Distributions of cosines of polar angles in the
D] rest frame of u-like (top) and z-like (bottom) signal-
candidate tracks, based on the nominal DT selection and the
additional requirements 1930 < M;,,(D3) < 1990 MeV/c? and
0.1 < M2, < +0.2 (GeV/c?). Black points are data and the
overlaid histograms correspond to the 40x MC sample scaled to
the integrated luminosity of data, with gray shading for the total,
and crosshatched for the signals, Df — u*v, (blue, top-left to
bottom-right) and D} — 7" (— 7D, )v, (red, bottom-left to top-
right), respectively. The difference between gray and (the sum of
red and blue) is the background.

the D} leptonic branching fractions have the best statistical
precision to date.

We also report the ratio of the two branching frac-
tions, R =T(D{ — 7"v,)/T(D} - u'v,) = 9.73704,
where the statistical uncertainty includes the observed
anticorrelation between the two components.

An alternative procedure that provides a more sta-
tistically precise but model-dependent determination of
B(D} — 7tv,) is to fit our data with the ratio R fixed to the
SM prediction of 9.75. This fit yields a D] - 77 (—
7D, )v, signal of 946 + 18 events and B(D{ — t7v,) =
(522 £0.10)%.

Because of this anticorrelation between the D — utw,
and DY — v, signal processes, caution is necessary in
extracting the decay constant f,+ and CKM matrix element
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FIG. 7. Comparison of M distributions for various types of

MC events for the p-like case. (Shapes are very similar for the
n-like case.) The dotted-blue line represents D — u*v,, solid-
red is D — (- 7", )v,, dashed-orange is D} — yu*v,, and
dotted-dashed-black is Dy — z*z°. All distributions are nor-
malized to unity.

|V.| from an average of the measured branching fractions.
We circumvent this difficulty by requiring lepton flavor
universality (LFU), which requires that values of f+|V |
extracted from B(D{ — u*v,) and B(D{ — 7%v,) be
identical. From Egs. (1) and (2), it can be seen that this
LFU constraint is equivalent to the condition R = 9.75.
Thus, in Sec. V we present our combined average value of
fp+|Ves| by using the measurement obtained with the
constraint R = 9.75.

4. CP-violating Asymmetries
We also measure the CP-violating asymmetries,

L(D§ - 'v,) —T(Dy - £70)
I(Df - ¢tv,)+T(Dy - ¢ by)°

(5)

ACP =

where £ = p or 7. Procedures are identical to those applied
to the full sample, except that we determine the branching
fractions separately for D and D7.

To search for systematic effects specific to this meas-

N i=Nie .
urement, we look at AN, = Y=, =, where i runs

tag.i tag.i
over the thirteen tag modes and Ni, ;= Nir,/e5r;
for DY — i mode, and we combine the six datasets. We
obtain ANg, = (+0.6 +0.8)%, consistent with zero
CP asymmetry, which involves the simulations of
charge-dependent tracking and PID efficiencies. We
conservatively assign 1.0% (0.6% and 0.8% combined
in quadrature) as a possible systematic uncertainty due to
charge dependence in particle reconstruction and assign
no additional systematic uncertainty to our measurements.
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Projections onto the M

2
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(left) and M;,, (D5 ) (right) axes of the two-dimensional fit to 4180 data for the u-like (top) and the

n-like (bottom) samples. Figures showing fit results for the other five datasets are provided as supplemental material [27]. The black
points are data, the shaded histograms correspond to the 40x background MC sample scaled to the integrated luminosity of data, and the
lines represent the fitted signal and background shapes. The red-solid, orange-dashed, and blue-dotted lines represent the total,
D} — /ﬁyﬂ, and D} — t"v,, while black-dot-dashed and green-long-dashed lines correspond to the total background and the case
when both tag and signal sides are misreconstructed, respectively.

Potential systematic effects that are associated with our
DT fitting procedure are canceled in the determination
of ACP'

The nominal fit yields 1123 £ 40 events and 463733
events for Dy —u7y, and Dy — t7v, candidates,

TABLE VI. Summary of charge-dependent branching fractions
and Acp (in %) for B(Dy — u*v,) and B(D{ — 7v7v,). The
uncertainties reported in branching fractions are only statistical.
The first uncertainties quoted in Ap are statistical and the second
systematic.

Dy D Combined
B,, x 10° 5.404+0.19 528 £0.19 5.354+0.13
B,, x 10? 5071938 5371938 5214025
BM x 102 521+0.14 520+0.14 5.22+0.10
Acp(pv) -12+£25+£1.0
Acp(tv) +29+48+1.0
ACP(TiU)SM -0.14+19+£1.0

respectively, and 1077 + 38 events and 487735 events
for DY — p*v, and Dy — 7*v, candidates, respectively.
Table VI shows the resultant branching fractions for Dy
and Dy, as well as Acp, based on the two fitting methods:
our principal method, which yields both B(D{ — u*v,)
(=B,,) and B(D — t"v,) (=B,,), and the alternative
method imposing the SM constraint, labeled as BSM. The
first uncertainties quoted in Acp are statistical and the
second systematic. All three Aqp values show no evidence
of CP violation. This is the first measurement of A p(7v)
and the most precise determinations to date of both
Acp(uv) and Acp(zv)™™.

IV. SYSTEMATIC UNCERTAINTIES

We consider a wide variety of potential sources of
systematic uncertainty in our measurements of the branch-
ing fractions B(D{ — u*v,) and B(Dy — z*v,), and their
ratio R. Procedures are described in the following two
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TABLE VII.  Systematic uncertainties on B,,, B, BM, and R.
The notation “cncl.” indicates that a systematic uncertainty
cancels in the calculation of the branching fraction ratio R,

and “neg.” signifies that an uncertainty is negligible.

Rel. Syst. Uncertainty (%) B, B., BM R

AB(D: — yDy) 0.7 0.7 0.7 cncl.
AB(tt - n'D,) 0.5 0.5 0.5
u or r tracking 1.0 1.0 1.0 cncl.
Photon reconstruction 1.0 1.0 1.0 cncl.
Ny=1 0.2 0.2 0.2 cncl.
Epax < 300 MeV 0.3 0.3 0.3 cncl.
Best photon selection 1.0 1.0 1.0 cncl.
ANG and | cos O ;| 1.0 1.0 1.0 cncl.
Tag bias 0.4 0.3 0.4 0.1

Ngr based norm. 0.8 0.8 0.8 0.1

ALC(DY = yu'ty,) 0.6 1.0 0.7 0.4
AB(D} = nt2%) 0.1 0.3 0.1 0.2
z-1D 0.6 0.5 0.6 1.1
Signal shape 0.2 0.5 0.2 0.6
Wrong tag 1.1 1.4 0.3 24
Wrong photon 0.1 0.2 0.1 0.1

Wrong y or z neg. 0.2 0.1 0.2
Wrong both tag and trk 1.0 0.8 0.6 1.8
Other 7 decays neg. neg. neg. neg.
u/n-like separation 0.3 0.6 0.6 1.5
AR . . 0.1 e
Total syst. uncertainty 2.9 32 2.7 3.7

subsections and the resulting estimates are listed in
Table VII. The sources of systematic uncertainty subdivide
into two categories. Sources associated with the two-
dimensional simultaneous DT fitting procedure affect all
measurements, while those that are not related to fitting
largely cancel in measuring the ratio R.

A. Nonfitting systematic uncertainties

We directly estimate the systematic uncertainties asso-
ciated with the two input branching fractions, B(D; —
yDy) and B(z" — #'D,), by propagating the uncertainties
from Ref. [1].

We estimate the systematic uncertainty associated
with the reconstruction of the signal track, y or =z, by
reconstructing events from the continuum process e*e”™ —
K"K ztz~. By comparing the pion reconstruction effi-
ciency over the relevant momentum range for 4180 data
and MC samples, the reliability of the simulation is found
to be better than 1%. The stability of tracking over our six
data samples is demonstrated by consistent performance on
control samples of radiative y-pair events. On this basis we
assign a 1% systematic uncertainty for our branching
fraction measurements.

The systematic uncertainty associated with the
reconstruction of the photon from D} — yD, is estimated
by reconstructing J/yw — xt 7~z events [28]. Comparison

of the photon-reconstruction efficiency in data and MC
samples gives a 1% systematic uncertainty for this source.

In selecting our signal-side sample, we require that there
be only one charged track in addition to the daughters of the
reconstructed tag, as described in Sec. III B. We estimate
the systematic uncertainty for this requirement based on
double-hadronic-tag (DHT) events in which a D7 is tagged
in one of our thirteen modes, while the D] decays into
either K9z or KKz. The uncertainty is 0.2% for all three
branching fraction measurements.

As described in Sec. IIT A, we handle events with
multiple ST candidates for a given D, mode and charge
by choosing the one with E,, the Di — yD, photon energy
in the D} rest frame, closest to the expected value. We
investigate systematic effects in this selection by comparing
efficiencies for DHT events in data and MC samples. The
agreement is found to have some dependence on event
complexity (charged and neutral particle multiplicity), but
is no worse than 1%, so we assign this as the systematic
uncertainty in the best-photon selection for all branching
fraction measurements.

Our signal-selection procedure (Sec. III B) includes three
additional requirements that are designed to suppress
events with unreconstructed particles. We study systematic
uncertainties associated with these using the same DHT
events. For the requirement Eja* < 300 MeV, we compare
the efficiencies in data and MC samples for the standard
requirement and probe the stability of the data/MC agree-
ment by also testing with requirements less or more
restrictive than this by 50 MeV. We find an uncertainty
of 0.3% for all branching fractions. We similarly probe
the ANG > 40° and |cosfy| < 0.90 efficiencies,
although in this case the results with the D; DHT sample
are limited by sample size. We augment with data collected
at E., =3773 MeV, with an integrated luminosity of
2.93 tb~!, and copious production of y(3770) — DD. In
this sample we measure data and MC efficiencies for D°
decays into the three hadronic modes, K~z", K~z 2%, and
K~ ntn~x*, and for the semileptonic decay D° — K*e™7,.
Based on these studies, we assign a 1% systematic
uncertainty for the ANG and | cos 6| requirements for
all branching fraction measurements.

The determination of the D leptonic branching fractions
with Egs. (3) and (4) depends on the efficiency ratios
e/ €ir. Both ST and DT selection involve reconstructing
a hadronic Dy decay, and we expect the efficiency for this
tag reconstruction to depend on the event environment. The
different topologies of leptonic D decays (only one track)
and generic DY decays (most with multiple tracks and
showers) produce a mode-dependent bias in reconstructing
the Dy tag that may be imperfectly modeled in the MC
simulation. We estimate the systematic uncertainty asso-
ciated with this effect by studying the BESIII detector’s
tracking and PID efficiencies for events with different
particle multiplicities using the large E., = 3773 MeV
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data sample mentioned earlier. The size of this uncertainty
varies among the three branching fraction and R measure-
ments, as is shown in Table VII.

B. Fitting systematic uncertainties

To assess the systematic uncertainties associated with our
fitting procedure, we generate toy Monte Carlo samples based
on the observed data distributions. We fit to these toy samples
while varying an analysis selection requirement (or fitting
procedure, PID requirement, etc.) and take the difference
between the averages of these ensembles with the nominal fit
procedure and with the alternative procedure and assign it as a
systematic uncertainty. Table VII shows that these estimated
systematic uncertainties vary significantly among the mea-
surements of the three branching fraction and R.

The uncertainty in the determination of the denominators
in Egs. (3) and (4) arises mainly from fitting to M;,,(Dy)
for ST candidates. The dominant effect comes from back-
ground and signal shapes (including the convolved
Gaussian functions, which are independently determined
for 4180, 41904220 and 4230). We also investigate the
contamination from e*e™ — y;xkDI Dy, and find the
uncertainty associated with this to be negligible.

For a conservative estimate of the uncertainty due to
the assumption of a fixed ratio RY:B(D(J;) —yuty,)/
B(D(t,) —puty,)=0.1, we vary R, by £0.1.

To allow for the possible effect of the unobserved
mode D} — #t7°, which is excluded from our nominal
fit, we include the PDF for this mode in an alternative fit,
with the normalization set to the experimental upper
limit, B(Dy} — 727°) < 3.4 x 107

We consider a possible systematic uncertainty due to
7-1D efficiency, measuring the effect with the D, and D°
data samples mentioned in Sec. III B. The uncertainty due
to the rate for misidentification of y as x is estimated by
comparing the rate between data and our MC simulation in
the D} — u*v, events, in which we heavily suppress the
contribution from D} — " (¢t — z70,)v, by requiring
the signal track to penetrate deep into our MUC, as is done
in Ref. [6].

In the nominal fitting procedure, we share two convolved
Gaussian functions [one each for M2  and M;,,(D; )] over
the six data samples, effectively assuming that any data/MC
differences are independent of £, and changes in running
conditions. We estimate a possible uncertainty due to this
assumption with an alternative fit using independent
Gaussian functions for each of the 4180, 41904220 and
4230 data groups.

The relative size of the background component arising
from misreconstruction on the tag side is fixed according to
MC simulation in our nominal fit procedure. We estimate
the potential systematic uncertainty introduced by this
constraint with an alternative fit allowing this component
to float freely.

The relative size of the wrong-photon background
component is also fixed in our nominal fitting procedure.
For a systematic test, we vary this by +1.4% (relative),
the quadrature sum of a 1.0% uncertainty for photon
reconstruction and a second 1.0% uncertainty for the
best-photon selection method.

The size of the background component in which the
signal track is misreconstructed is fixed in our nominal
procedure to MC simulation, normalized to the ST yields in
data. The primary source is the decay D] — K%z, and we
use the uncertainties in B(D;” — K%z") [1] and in our Ng
determination to estimate the systematic uncertainty in the
estimate of this background component.

Background events in which both the tag side and the
signal track are misreconstructed are parametrized in the
nominal fit with a first-order Chebyshev polynominal for
M, (Dy) and a first-order exponential polynomial for
M?... We use a MC-based shape for My, (D;) and a
first-order Chebyshev polynominal for M2, in an alter-
native fit to estimate a possible systematic uncertainty due
to the assumed background shape.

MC studies show that D} — 77 v, events with ™ decays
into final states other than 77, that are counted as signal
are dominated by t* — u*v,0, and 7 - 77 7°D, for the
u-like sample and by t* — z+7%, and v+ — e*v,, for
the z-like sample. We estimate the uncertainty in the
estimate of these events with variations based on the
uncertainties in the measured branching fractions [1].

In our nominal fitting procedure, we fix the relative
yields of signal between the u-like and z-like samples
according to MC simulation. The p-like and z-like samples
are defined by Egyc < 300 MeV and Egyc > 300 MeV,
respectively. Thus, to assess the systematic uncertainty
associated with this criterion, we look at distributions of
Eryvc and see how well our MC agrees with data. We look
at distributions for muons from D} — ;ﬁyﬂ and for pions
from D*tD~ and D**D*~, with D** —» D%* and D° —
K-z, where the 77 coming from the D° decay deposits
Egme, Wwhile requiring 800 < |p,| < 1100 MeV/c to
match our signal pion and muon tracks. We observe a
4% (relative) difference in partitioning rates between data
and MC samples. We vary the rate by +4% to estimate this
systematic uncertainty.

As an alternative fitting procedure, we constrain the
yields of D — u*v, and D{ — v, to the SM expect-
ation for the ratio R = 9.75, derived from Eq. (2). The
uncertainty in this prediction arises from the input particle
masses, which are precisely known. We estimate a possible
systematic uncertainty due to this constraint by varying R
by £0.01.

V. SUMMARY AND COMPARISONS TO OTHER
EXPERIMENTAL RESULTS

Our measurements are summarized in Table VIII, along
with previously published experimental results. In this
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TABLE VIII.  Our measured branching fractions and their corresponding products of the decay constant f+ and the CKM matrix-
element magnitude |V |. The reconstructed z-decay mode for each measurement is indicated in parentheses. Other experimental results
are also shown for comparison. The entry labeled “BESIII @ 4180” is the BESIII result from Ref. [6], based only on the 4180 data
sample and requiring positive muon identification with the MUC. “Averages” are obtained by weighting both statistical and systematic
uncertainties, but not the third uncertainties, which are dominated by the uncertainty of the D lifetime. “LQCD + PDG” represents an

expected value, as is explained in the text.

Experiment Mode B(%) FprVes| MeV)
This work Ty (ntD) 521+025+0.17 243.0+58+40+10
This work (R = 9.75) (D) 522+0.10+0.14 2432+23+33+1.0
BESIII [29] ru(zt D) 3.28 +1.83 £0.37 192.8 £442+ 109 +0.8
BESIII (R =9.75) [29] Tu(xtD) 4.83 +0.65+0.26 2339+£159+5.1+£09
CLEO [30] Tru(etup) 5.30 £ 0.47 £ 0.22 2451 +£109+51+£1.0
CLEO [31] (') 6.42 +0.81 £0.18 269.7+17.2+3.8+ 1.1
CLEO (R =9.75) [31] tu(xtD) 5.77 +0.36 £0.18 2557+80+£40+1.0
CLEO [32] tu(ptD) 5.524+0.57 £0.21 250.1 £13.0+48+1.0
BABAR [33] (et (u ) 4.96 +£0.37 £ 0.57 2371 £89+13.7£1.0
Belle [34] (a0, et (it )ub) 5.70 +0.21703] 2541 £4.7£7.0£ 1.0
Average” ) 5.40+0.19 24744+43+£1.0
This work wy 0.535 £0.013 + 0.016 2431+30+£3.6+1.0
BESIII @ 4180 [6] U 0.549 £0.016 = 0.015 2462 +3.6+34+1.0
BESIII [29] uv 0.517 £0.075 £ 0.021 2389 +£17.5+£49+09
CLEO [31] uv 0.565 £ 0.045 +0.017 2498 £10.0£3.8+1.0
BABAR [33] uv 0.602 £ 0.038 +0.034 2578 £82+£73+1.0
Belle [34] utv 0.531 £0.028 +0.020 2422 +64+46+1.0
Avelrageb uv 0.543 +£0.015 2448 £35+ 1.0
Average* utv+ 1ty - 246.1 £2.8 £ 1.0
LQCD + PDG . 2432+ 0.5

Tt excludes “This work (R =9.75),” “BESIII (R = 9.75) [29],” and “CLEO (R = 9.75) [31]”

°It excludes “BESIIT @ 4180 [6].

‘It excludes “This work,” “BESIII @ 4180 [6],” “BESIII [29],” and “CLEO [31].”

section, the first uncertainty quoted is statistical and the
second is systematic. We measure the absolute branching
fraction B(Dy — ttv,) = (5.21 £ 0.25 £ 0.17)%, which
is the most precise measurement to date and is in agreement
with the SM prediction of B(D] — t7v,) = (5221 +
0.018)% (see Sec. I for the predicted branching fractions).
For the ratio of the two decay widths, we obtain
R =T(Df - v%v,)/T(D} - pty,) = 9.7370% £ 0.36,
which is also consistent with the SM prediction of 9.75.
The precision of these measurements is limited by the
sample size.

By constraining the ratio of the yields of D — u™ Yy
and Dy — 7tv, to the SM expectation R =9.75, we
gain statistical sensitivity and obtain B(D} — ttv,) =
(5.22 +£0.10 £ 0.14) %, which is limited by its systematic
uncertainty.

We also obtain B(D{ — u*v,)=(5.3540.134+0.16)x
1073, which is again the most precise to date. It is consistent
with the previously published BESII result of (5.49 +
0.16 £ 0.15) x 1073 [6], which only analyzed the 4180
data, and supersedes that result. Note that the analysis
methods and background compositions for these two
BESIII analyses are very different. In Ref. [6], we require
u identification with the MUC subdetector to suppress z

from D7 — t7v,, resulting in a smaller systematic
uncertainty.

We also measure the CP-violating asymmetries
Acp(ﬂil/) = (—12 +25+ 10)% and ACP(TiIJ) =
(+2.9 £ 4.8+ 1.0)%. The former is the most precise to
date and the latter is a first measurement. With the SM
constraint, we have Acp(rr) = (0.1 £1.0 £ 1.0)%,
which is also the most precise to date. All three Acp
results show no evidence of CP violation.

The measured B(D; — z7v,) with the SM constraint
leads to

Foi|Ves| = (2432423 +33 4 1.0) MeV,

where the last uncertainty comes from the external inputs
(lepton masses, mp , and the DY lifetime [1]). Table VIII
presents results based on other fitting schemes. By taking
|V.s] =0.97320 £ 0.00011 from the constrained global
fit [1] and the average of the recent four-flavor LQCD
predictions, fp+ = (249.9 £0.5) MeV [3], one finds an
expected product of these of (243.2 4+ 0.5) MeV, in excel-
lent agreement with our result.

By taking |V | = 0.97320 + 0.00011 [1] as an input,
we obtain
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Spr =249.8+3.0+ 3.7+ 1.0 MeV,
249.7+£6.0+4.1+1.0 MeV, and
2499 +£24+£34£1.0 MeV,

from B,,, B,,, and B,, with the SM constraint, respectively.
All of these are in excellent agreement with the LQCD
predictions. Similarly, by taking fp+ = 249.9 + 0.5 MeV

[3] as an input, we arrive at

[Ves| =0.973 £0.012 £ 0.015 £ 0.004,
0.972 £0.023 £0.016 £ 0.004, and
0.973 £0.009 £ 0.013 £ 0.004,

based on B, B,, and B, with the SM constraint,
respectively. Again they are in agreement with the global
fit result [1].

Note that in the extraction of f+ and comparison to the
global fit result above, we treat as negligible the correlation
arising from the overlap of ~50% of our data sample with
that of Ref. [6], which is incorporated in the global fit
result [1].

Table VIII also shows averages of fp+|V,,| for the
current work and previous measurements. We combine
the results from the two modes, v and 77, under the
assumption of the LFU, employing those measurements
with the constraint R =9.75 to obtain the combined
average value. As the analysis technique utilized in
Refs. [29,31] is essentially identical to this work, we also
employ their measurements with the SM constraint for the
calculation of the combined average.

We can also use our DY and previous DT results to
compute fp+/fp+. LQCD predicts this with great preci-
sion, specifically fp+/fp+ = 1.1783 £ 0.0016 in Ref. [3].
From B(D" — u*y,) = (3.74 £0.17) x 1074 [1], 7p+ =
1.040(7) ps [1], and |V.4| = 0.22636 + 0.00048 [1], we
have fp+ =202.9 4.7 MeV. Combining this with the
fpr we obtain with the SM constraint, we find

fp:/fpr =1232+0.035, consistent with the LQCD
prediction within 1.5¢. The uncertainty on this ratio is
now driven by the statistical uncertainty on the measure-
ment of B(D* — u'tv,).
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