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Abstract

The way in which Artificial Intelligence (AI) systems reach conclusions is not always transparent to

end-users, whether experts or non-experts. This creates serious concerns on the trust that people

would place in such systems if they were to be adopted in real-life contexts. These concerns become

even bigger when individuals’ well-being is at stake, as in the case of AI technologies applied to

healthcare. An emerging research area called Explainable AI (XAI) looks at how to solve this

problem by providing a layer of explanation which helps end-users to make sense of AI results.

The overall assumption behind XAI research is that explicability can improve end-users’ trust in

AI systems. Trusting AI applications may have strong positive economical and societal impact,

especially because AI is increasingly demonstrating improved performance in reducing the cost of

carrying out highly complex human tasks. However, there are also the over-trusting and under-

trusting issues that need to be addressed. Non-expert users have been shown to often over-trust

or under-trust AI systems, even when having very little knowledge of the technical competence of

the system. Over-trust can have dangerous societal consequences when trust is placed in systems

of low or unclear technical competence. Meanwhile, under-trust can hinder AI systems adoption

in our every day life.

This doctoral research studies the extent to which explanations and interactions can help non-

expert users properly calibrate trust in AI systems, specifically AI for disease detection and prelim-

inary diagnosis. This means reducing trust when users tend to over-trust an unreliable system and

increasing trust if the system can be shown to work well. Four user studies were conducted using

data collection methods that included literature review, semi-structured interviews, online surveys,

and focus groups, following both qualitative and quantitative research approaches and involving

medical professionals, AI experts, and non-experts (considered as primary users of the AI system).

Through these four user studies, new key features of meaningful explanation were defined, con-

crete guidelines for designing meaningful explanation were proposed, a new tool for quantitative

measurement of trust between humans and AI was generated, and a series of reflections on the

complex relationship between explanation and trust were presented.

This doctoral work makes three fundamental contributions to knowledge, that can shape fu-

ture research in Explainable AI in healthcare. First, it informs how to construct explanations that

non-expert users can make sense of (meaningful explanations). Second, it contextualises current

XAI research in healthcare, informing how explanations should be designed for AI assisted disease

detection and preliminary diagnosis systems (Explanation Design Guidelines). Third, it proposes

the first validated survey instrument to measure non-expert users trust in AI healthcare appli-

cations. This user-friendly survey method can help future XAI researchers compare results and

potentially accelerate the development of more robust XAI research. Finally, this doctoral research

provides preliminary insights into the importance of the interaction modality of explanations in

influencing trust. Audio-based conversational interaction has been identified as a more promising



way to provide health diagnosis explanations to patients than more static, hypertext-based in-

teractions; audio-based conversational XAI interfaces positively affect the ability of laypersons to

appropriately calibrate trust to a greater extent than less interactive interfaces. These preliminary

findings can inform and promote future research on XAI by shifting the focus of current research

from explanation content design to explanation delivery and interaction design.
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Chapter 1

Introduction

1.1 Problem Statement

Over the years, computer science advancements have enabled the development of advanced algo-

rithms and allowed for heavier computation. These improvements have now resulted in a boost

of Artificial Intelligence (AI) research and implementation of AI solutions in many industries and

application areas. For example, just to mention a few, many popular applications of AI (or more

specifically Machine Learning) are found in computer vision (e.g. Facebook facial recognition),

natural language processing (e.g. Google’s translate), recommender systems (e.g. Amazon’s rec-

ommendation), and many others.

The vast potential of AI is also recognised for application in healthcare, and has been progres-

sively implemented in the healthcare field. AI applications in healthcare can provide significant

support to the medical professionals to better treat patients. With medical data typically being

vast, complex, and comprehensive, AI applications are well-suited to better exploit this complex

data for diseases detection with image analysis [Wang et al., 2016][Esteva et al., 2017], drug dis-

covery with pattern recognition [Lo et al., 2018], surgery with medical robots [Kassahun et al.,

2016], or patient monitoring. Forecasts for the future of AI in healthcare are based on the premise

that AI can help healthcare professionals to provide care that is easier, cheaper, and accessible to

more patients. The possibility of healthcare advancement is also noted as AI is claimed to out-

perform human healthcare professionals in some tasks and can therefore improve the performance

of healthcare professionals. For example, IBM Watson was compared to human experts for 1,000

cancer diagnoses and found treatment options missed by doctors in 30% of cases [Times, 2016].

Previous research also showed that the Google’s AI system can identify breast cancers and reduce

the number of missed cases by 9.4% in a US sample and 2.7% in a UK sample, compared with the

original radiologist diagnoses [Pisano, 2020]. With this level of competence, AI has great potential

to improve care and ensure clinicians/doctors have more time to spend with patients.

In 2018, the UK government issued a policy paper that declared its vision for AI to "transform
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the prevention, early diagnosis and treatment of chronic diseases by 2030" 1. The UK Health

Service, NHS, also established a national artificial intelligence lab with £250 million to be spent

on AI research in healthcare 2. By 2030, AI in healthcare are expected to be implemented and

deployed in more than 60% of the global hospitals 3 with the market size expected to hit around

187.95 billion US dollar 4 . Huge investments in future AI systems for health care demonstrate the

tendency of the technology community and government to believe that AI is undoubtedly good for

society. However, the extent to which this is actually a correct assumption remains unclear; and

how the general public feels about the use of AI in healthcare is still an open discussion.

Several companies have conducted field studies to understand how the general public views AI

in healthcare. A survey conducted by Intel showed that 36% of the interviewed patients lacked

trust in AI and identified trust as a major barrier to AI adoption [Intel, 2018]. Similarly, a survey

conducted by PwC showed that people are generally unwilling to engage with AI when it comes to

their healthcare needs[PwC, 2016]. The 2019 Harris poll survey showed that only 22% of people

aged 18-34 and only 10% of people aged 65+ trust AI-generated advice for healthcare [Poll, 2019].

The distrust towards AI may worsen if the public receives negative information or news about the

dangers of AI. For example, there was an uproar in 2017 over the UK’s National Health Service

(NHS) allegedly illegally handing 1.6 million patient records to Google’s DeepMind as part of a

trial [Powles and Hodson, 2017]. The news sparked a conversations about privacy and ethics. In

2018, a government-backed AI healthcare application, Babylon Health, also came under criticism

for inaccuracies in diagnosis, which brought the medical regulator, the Medicines and Healthcare

products Regulatory Agency (MHRA), into the spotlight [Forbes, 2018].

Despite concern about the low level of public trust, the potential of AI for wider use still exists.

A survey conducted by Accenture found that 66% of participants claimed that they would likely

use healthcare artificial intelligence services, and 50% of participant said that they would likely use

an intelligent virtual clinician that helps diagnose health issues and navigate to the right treatment

options [Accenture, 2018]. Another survey, conducted by the British Heart Foundation and the

All-Party Parliamentary Group on Heart and Circulatory Diseases, found that 85% of patients

(respondents) said AI should be used in healthcare [The British Heart Foundation (BHF) and

Diseases, 2018]. AI acceptability was also recorded in surveys involving patients with cancer, with

a 94% of the participants support in Germany [Jutzi et al., 2020], and 87% in China [Yang et al.,

2019]. Both surveys showed participants’ believe that AI could help assist doctors/oncologists in

their clinical activities.

Those outlooks, which indicate optimism and high public acceptance of the use of AI in health-

care [of Medical Sciences, 2018, Tran et al., 2019] are contradictory to previous claims and surveys

about low trust in AI [PwC, 2019, Poll, 2019]. Such dissent captures the complex nature of trust

1https://www.gov.uk/government/publications/industrial-strategy-the-grand-challenges/missions
2https://www.gov.uk/government/news/health-secretary-announces-250-million-investment-in-artificial-

intelligence
3https://www.openpr.com/news/637448/healthcare-artificial-intelligence-market-soaring-at-40-cagr-during-the-

period-2017-2024.html
4https://www.precedenceresearch.com/artificial-intelligence-in-healthcare-market
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and also raises the ethical need to build trustworthy AI systems.

People have been shown to be overly trusting of AI recommendations, even when AI systems

have been shown not to work, or when use of the system causes harm. Research evidence shows

that users tend to over-trust and continue to rely on systems, even when they malfunction [Cohen

and Smetzer, 2017]. Even though trust does not necessarily always translate into behaviour such

as reliance [Hoff and Bashir, 2015], there is a relationship between them and over-reliance can

cause harm too. This phenomenon is known as automation bias and occurs when people tend

to over-trust and accept system outputs ’as a heuristic substitute for vigilant information search

and processing’[Goddard et al., 2011, Mosier and Skitka, 2018]. People often overlook automation

bias and tend to trust a system more when they think a recommendation came from an algorithm

rather than from another person [Logg et al., 2019].

Trusting AI is not a yes or no question, but rather a complex issue of making appropriate

trust judgements about whether, and under what circumstances, it is appropriate to trust AI

results. On the one hand, blindly trusting AI can systematise social biases and undermine human

professionalism. On the other hand, complete distrust in AI technologies can stifle innovation and

result in huge economic waste. To begin with, for example, today’s huge AI investments will suffer

greatly if the general public decides to judge AI systems as untrustworthy and refuse to use them in

their healthcare provision. AI systems have enormous potential in helping healthcare professionals

deliver healthcare that is easier, cheaper, and accessible to more patients, but for this potential to

be achieved, non-expert users need to be put in a condition to make appropriate trust judgements

if they are asked to rely on AI for their healthcare. The fundamental question that this thesis asks

is therefore:

How can we enable people, specifically non-experts, to make considered trust judgements in AI

medical support systems?

This is the central research objective and research problem that will be addressed in the following.

The next section describes our approach to solve it.

1.2 Our Approach

The approach that we take to solve the trust issue is by providing explanation, since explainability

and trust are arguably linked and the hypothesis is that explanation can help user non-considered

trust judgement. Explainable AI (XAI) scholars make the assumption that the explainability and

interpretability of AI systems can influence trust and adoption of AI solutions by society. Explana-

tion is claimed to be able to solve the Fairness, Accountability, Transparency, and Trust problems

that are becoming more apparent as the progress of AI in various fields continues [Holzinger et al.,

2017, Lipton, 2017]. In addition, law makers and regulators now legally recognise the right of

all users to an algorithmic explanation, as prescribed by the General Data Protection Regulation

(GDPR) in Europe, the Data Protection Act (DPA) in the UK, the Equal Credit Opportunity

Act in the US, the Digital Republic Act in France, and the Personal Information Protection Act
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in China. The European Union is also in the process of developing a legal framework to govern AI

usage, the AI Act, which includes transparency obligations.

At present, GDPR requires explanation in algorithm use. In Articles 13-15 and 22, GDPR

mandates that “meaningful information about the logic” and “the significance and the envisaged

consequences of such processing” of automated systems be made available. Specifics on the criteria

for meaningful information and the level of transparency required are absent from the regulation,

which makes the regulation rather vague. In summary, the new legislation recognises that AI

systems must be trustworthy or they may be abused or misused. Therefore, any organisations

that develop algorithms to assist in decision-making is not only required to provide meaningful

explanations, but is also ethically called upon to build trustworthy AI systems.

Numerous studies have claimed that providing explanations can increase user trust [Ribeiro

et al., 2016, Pu and Chen, 2006, Herlocker et al., 2000, Antifakos et al., 2005]. This can be a

problem because not all AI systems are competent, reliable, and trustworthy. Moreover, research

has shown that people are not always sensitive to system reliability and often trust systems more

than themselves [Madhavan and Wiegmann, 2007]. This can lead to inappropriate trust judgement,

such as over-trusting and over-reliance issues [Kulesza et al., 2012, Bussone et al., 2015]. By

contrast, providing explanations has also been shown to help people to moderate their level of trust

[Lim and Dey, 2013]. The evidence reviewed here seems to suggest that the effects of providing

explanations can vary depending on the design of the explanation.

Researchers have investigated various user-centered approaches to designing explanation for

different types of AI systems [Lim and Dey, 2011][Pu and Chen, 2006][Lim and Dey, 2013], including

AI healthcare systems [Choi et al., 2016][Jiang et al., 2017]. Despite the fact that many approaches

have been proposed, explanation design specifically aimed at non-experts or laypeople has received

little attention. The majority of research on explanation design for AI healthcare systems is aimed

at expert users [Wang et al., 2019, Bussone et al., 2015, Che et al., 2015]. This highlights a research

gap in AI explanation design that can be meaningfully interpreted by laypeople and effectively used

to calibrate their trust in the system. On the one hand, AI developers and designers cannot simply

apply an explanation framework intended for medical professionals to non-experts and expect

them to understand it. On the other hand, improving laypeople’s understanding of AI systems

may increase their trust in these systems [Lyons et al., 2017] and their recommendations [Cramer

et al., 2008].

Moreover, research on the effects of explanations on adjusting trust judgements and allowing

users to calibrate their trust in healthcare scenarios is limited. As we will further prove in the

next chapter, it is still unclear what explainable AI approaches are available and can be applied

to healthcare that can influence non-expert users to make trust judgements towards AI medical

support systems 5. This is important because regulators legislate for mandatory explanations to

5AI medical support systems here is a generic term that I will use henceforth in this thesis, to define AI systems

around the area of disease detection and preliminary diagnosis. Not including other types of AI in healthcare, such

as chronic care management, drug discovery, robot surgery, virtual nurse/carer, or hospital/clinic management.
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data subjects, which in the case of healthcare are patients.

Additionally, explanation is already an essential component of healthcare practice. When a

patient seeks medical treatment, medical professionals will gather information to determine a

diagnosis. Once the diagnosis is finalised, it will be explained to the patient. This explanation can

range from a description of signs and symptoms, personal physiology, to the reasoning behind the

diagnosis and disclosure of treatment risks [NASEM, 2016]. Both when a medical professional uses

AI to support their diagnosis, and also in the case of a self-managed health system, the explanation

needs to be passed on indirectly or directly to the non-expert user (the patient) and needs to take

into account the AI system in the loop.

Modalities and explanation styles that can support better judgement about the trustworthiness

of AI medical support systems need to be explored, especially when AI systems target non-experts.

Finally, the lack of clear and usable user interfaces for XAI makes it difficult to effectively assess

the impact of explanations, further hindering our ability to test hypotheses and advance our un-

derstanding of this complex area of research.

1.3 Overall Objective and Main Research Question

In this context, the main objective of this thesis is to study and understand the role of explana-

tions in influencing non-expert users’ trust judgments. Particular attention is paid to explanation

design and interactions that can effectively enable non-expert users to moderate their trust judg-

ments. Summarising the path of this research: We studied what meaningful explanations are for

non-expert users, which helped us distill the high-level user needs and requirements for meaningful

explanations in the healthcare AI domain. Based on these requirements, we designed explanations

based on users’ needs and their understanding of meaningful explanations. The constructed ex-

planations were then tested to see how effective they were in influencing non-expert users’ trust

judgments about an AI medical support system. Lessons learned from the design, development,

and evaluation of trust and explanations were then distilled into guidelines for designing trustwor-

thy explanation systems in healthcare.

The development of design guidelines for trustworthy explanation is the core contribution of this

thesis, and addresses our main research question articulated below.

RQ: How can we design an explanation that allows non-expert users to make con-

sidered trust judgements in AI medical support systems?

As described in the Problem Statement, there are problems with unbalanced trust, such as too

much trust in incapable systems or too little trust in capable systems. This research question

builds on the main hypothesis that: carefully designed explanations make people think better about

important aspects of a decision and understand the system’s capabilities, match their expectations,
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and therefore, help people to formulate balanced trust judgements. Thus, in other words, a well

designed explanation, can work as sense making aid for users to appropriately calibrate trust. To

test such hypothesis in the next section we break down and refine our main research question in a

set of testable sub-questions, which are then addressed in the remainder of the thesis.

1.4 Expanded Research Questions

To help position this research, the first questions are:

RQ 1.1: What are the main challenges and opportunities of using AI in disease detection and

preliminary diagnosis (AI medical support system) for non-expert users? (User Studies 1, Chapter

3)

RQ 1.2: What are the general non-expert users’ pre-dispositions towards the application of AI in

healthcare? (User Studies 1, Chapter 3)

These are the opening questions, the basis for the research position, and the help to see the

results in perspective. To gather the general public opinions, we chose online surveys as the data

collection method because online surveys can reach a large number of people. We did not directly

ask participants what they thought the main challenges and opportunities were. Instead, we gave

participants a dramatised vignette to read and reflect on, and then asked questions about the

disadvantages and advantages of using AI medical-assisted prediction systems afterwards, to elicit

participants’ insights. We then conducted additional data collection with focus groups, as focus

groups can generate rich data from participants’ discussions. In contrast to the online survey, we

explicitly asked participants about what they thought were the main challenges and opportunities

of using AI systems in healthcare.

Our main hypothesis is that carefully designed explanation makes people considered, or even

calibrate appropriately, their trust in AI system. To understand the extent to which explanations

affect trust, trust in AI systems must be measured appropriately. As discussed in the literature

review, to date, no trust measurement instrument for human-AI trust has been proven to be valid

and reliable. Thus, the next research question is:

RQ 3: What is a robust instrument to measure user trust in AI medical support systems? (User

Studies 3, Chapter 5)

However, in order to develop a trust measurement instrument, first the instrument items need

to be generated and evaluated. Since the trust factor will be used to develop the instrument item,

the research question is:

RQ 1.3: What are the factors that affect human trust judgements in AI medical support systems?

(User Studies 1, Chapter 3)

To answer this question, the literature that examines factors that influence trust in human-AI

interactions have been reviewed. However, as there is no literature that discusses humans and

AI in healthcare, we concluded a user study aimed to help contextualise, extend or revise the
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theoretical framework is conducted. We collected quantitative data on participants’ trust in AI

and medical professionals, and their judgements on the importance of several factors that influence

human trust in AI. The answers were recorded after participants read the dramatisation vignettes.

In addition to quantitative data, we also collected qualitative data from the focus groups. However,

instead of testing factors from the theoretical framework, we asked open-ended questions around

trust in AI in the healthcare system, to look at possible missing factors for inclusion. Once the

factors were collected, the trust measurement instrument was then evaluated and finalised with

reliability and validity tests.

Still in the context of this research hypothesis, that a carefully designed explanation could

help people formulate considered trust judgements, we should investigate the basis of the relation

between trust and explanation. The relevant questions is:

RQ 1.4: To what extent different content types of explanation affect users’ trust judgement in AI

medical support system? (User Studies 1, Chapter 3)

As we will explain in the literature review chapter, we have identified characteristics of meaningful

explanations based on analysis of how humans understand and comprehend explanations from

cognitive psychology and HCI. However, only a small part of the literature talks about explanations

provided by AI systems, especially AI systems in healthcare. Therefore, this question is highly

relevant, not only to re-interrogate the relationship between trust and explanation, but also to help

contextualise, expand or possibly revise the theoretical understanding of the relationship between

explanation and trust.

However, explanation can come in various styles, forms, and modalities. Previous research

question only covers textual explanation content types implemented each isolated characteristics

of meaningful explanation. Therefore, to further explore the details of explanation, the questions

we need to answer are:

RQ 2.1: What are the characteristics of explanation that are meaningful for AI medical support

systems? (User Studies 2, Chapter 4)

RQ 2.2: How to design a meaningful explanation interface for AI medical support systems? (User

Studies 2, Chapter 4)

RQ 2.3: To what extent a meaningful explanation affect users’ trust in AI medical support system?

(User Studies 2, Chapter 4)

To understand the characteristics of meaningful explanations, we initially ran a participatory

design workshop with various stakeholders involved in it. However, after reflecting on the test

design workshop and considering the circumstances in which the research was conducted, it was

decided to pivot the method to a stage-based design process. The stage-based design process covers

all questions, from needs elicitation (RQ 2.1) to explanatory evaluation (RQ 2.3). A mixed method

was chosen to manage the different stages of the design process.

The results and analyses from the user studies mentioned above, informed the development of

explanation design guidelines. Thus, the next question is:

RQ 2.4: How do we translate our understanding of meaningful explanations into concrete guidelines
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for the design of human interfaces for explanation in AI medical support systems? (User Studies

2, Chapter 4)

Answering this question resulted in final design guidelines for future explanation systems for AI

applications in healthcare.

To further understand explanation and its delivery, the meaningful explanation design guide-

lines then helped to build explanations with different modalities. Since the main research question

focuses on the explanations effect on users to make considered trust judgements, in which not to

over-trust or under-trust an AI system, the next research questions are:

RQ 4.1: To what extent different explanation modalities affect users’ trust judgement in AI medical

support system with low-competency? (User Study 4, Chapter 6)

RQ 4.2: To what extent different explanation modalities affect users’ trust judgement in AI medical

support system with high-competency? (User Study 4, Chapter 6)

These questions help us to fully understand what types of explanations influence user trust the

most and whether or not modalities actually influence user trust judgements. Looking back at the

main research problem, namely under-trust and over-trust in AI systems, explanations to moderate

user trust were explored. To answer these questions, we designed explanations with two types of

modalities; Graphic User Interface (GUI) and Conversational User Interface (CUI), with two types

of accuracy. A between-subjects study was chosen, to investigate how different explanation modal-

ities affect user trust differently, compared to no explanation exposure. Additionally, comparison

between subjects after interaction with the explanations delivered by highly competent AI and low

competent AI was also conducted. Competency was presented in the form of percentage accuracy

and used as a vector for the assessment of user trust in the AI system.

1.5 Scope of the Work and Research Boundaries

It is also important to have boundaries for this research. This will help me to stay realistic about

the objectives and also to focus on the purpose of this research. The topics covered by this thesis,

such as, Explanation, Trust, and AI in healthcare are broad, extensive, and complex topics with

many applications. Although this thesis is situated within the computer science literature that

focuses primarily on human computer interaction, the research in this thesis has required input

from a variety of sources. The literature reviewed includes work done in the domains of cognitive

psychology, philosophy, computer science, design, and others. Due to the breadth of potential

sources and approaches, it was necessary to limit or even exclude many important areas. Below

we detail some of these limitations:

• Non-experts and laypeople (laypersons) as target users: As already indicated, this thesis

focuses on explanations for non-expert or layman users. Non-expert here includes domain

expert and not only AI expert, such as, medical experts for medical system. We understand

that it is possible the actual users may intersect with experts, for example: a patient who is
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also a doctor, a patient who is also an AI expert. However, in this study it is assumed that

users or patients do not have expertise in medicine or AI.

• Trust as an attitude: Trust is a broad concept, and this thesis specifically looks at trust as an

attitude rather than trust as a behaviour, or trust-related behaviour. In addition to trust as

an attitude, we also measure a trust-related construct: factors that influence human-AI trust.

This distinction is important, as trust attitudes do not necessarily correlate with trust-related

behaviours [Meyer and Lee, 2013], and research on trust should specify the terminology used

to prevent any confusion between trust and trust related constructs[Vereschak et al., 2021].

• Exploratory nature: This thesis is exploratory in nature and seeks to understand more about

explanations in AI systems, how to design explanations, and how they affect user trust. While

there are many explainable AI algorithms out there, the user study does not build on the

available approaches or technical capabilities of AI to generate explanations. However, this

thesis in no way intends to diminish the importance of including AI-generated explanations,

which should be integrated into future study prototypes.

• Not a real AI system: Related to the previous point, this thesis does not involve a real AI

system. The use case used for the user study is a self-managed breast cancer detection AI

system/application targeted at non-expert or lay users, which is not currently available in

the market. The finished user interface is a prototype interface; without a fully functional

AI system behind it.

• AI medical support system: As pointed out in earlier footnote, this term is an umbrella term

that will continuously used in this thesis to refer to AI systems in the area of disease detection

and preliminary diagnosis. Not including other types of AI in healthcare, such as chronic

care management, drug discovery, robot surgery, virtual nurse/carer, or hospital/clinic man-

agement.

1.6 Outline of the Thesis

So far, this chapter has introduced the research topic, defined a problem statement, outlined the

research questions and approach. The following sections provide a brief overview of the research

conducted within each chapter, as well as emerging themes that have guided subsequent research,

to provide a map for reading and understanding the path of this thesis.

Chapter 2: Literature Review

The literature review provides an overview of relevant studies to determine the current state of

the aforementioned subjects and identify knowledge gaps. The majority of the literature focused

on trust, the relationship between trust and explanation, meaningful explanations, explainable AI,

and explainable AI in healthcare.

Chapter 3: User Studies 1, Challenges and Opportunities for AI in Healthcare -

Preliminary Analysis
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This chapter discusses the preliminary investigation carried out to gather feedback from users

about AI health applications in general, such as challenges, opportunities, fears and aspirations.

The preliminary study was conducted using mixed methods, and the data collected served as the

basis for subsequent user studies.

Chapter 4: User Studies 2, Designing Meaningful Explanation for AI Medical Support

System

This chapter reports on the study design we carried out to develop Meaningful Explanations for AI

Medical Support Systems. Firstly, we conducted an initial design workshop to understand users’

perceptions of the explanations of currently available AI systems in healthcare. Secondly, building

on the reflection from the preliminary design workshop, we conducted a larger design process, which

involved several stages of requirement elicitation, followed by an explanation design prototype and

evaluation. Results of this study lead to the definition of a set of Explanation Design Guidelines for

AI system in Healthcare, in particular applications targeted to disease detection and preliminary

diagnosis. The results of this study led to the development of a set of guidelines for the explanation

design of artificial intelligence systems in healthcare, particularly for applications aimed at disease

detection and preliminary diagnosis (Explanation Design Guidelines for AI system in Healthcare,

Table 4.2).

Chapter 5: User Studies 3, Measuring Human Trust in AI

Chapter 5 looks at trust metrics, in particular, reliable scales to measure human trust in AI

systems. This thesis focuses on the design of effective explanations to enable non-expert users to

make considered trust judgements in AI medical support systems. In order to evaluate the effect

of explanations on users’ trust and trust judgements, a trust measurement instrument is required.

This chapter describes the process of developing a new questionnaire to measure human trust in

AI healthcare systems. This questionnaire was then the base for the evaluation of our developed

explanation designs in different experimental settings (Chapter 6).

Chapter 6: User Study 4, The Effect of Explanations with Different Modalities for AI

Medical Support System

This final user study was conducted to test the effects of explanation on users’ trust perceptions.

Based on the explanation guidelines developed in User Studies 2 (Chapter 4), two explanation

prototypes with different explanation modalities were developed. A formal evaluation was then

carried out to test the effects that different prototype explanations have on users’ trust perceptions

and judgements. The trust measurement instrument developed in User Studies 3 (Chapter 5) was

utilised to evaluate these effects.

Chapter 7: Discussion and Conclusion

The last chapter reviews the research questions and sub-questions, summarizing the results and

translating them into the final version of the Explanation Design Guidelines for AI systems in

Healthcare (specifically healthcare applications for disease detection and preliminary diagnosis).

The chapter concludes with a summary of the thesis contributions, limitations, future work, and

concluding remarks.
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Chapter 2

Literature Review

In this chapter, literature related to this PhD research will be discussed. As already highlighted

in the introduction, this thesis investigates the role of explanations in influencing human trust in

AI healthcare systems and what human-computer interactions can improve the trustworthiness

and interpretability of AI solutions. As such, this research topic is highly interdisciplinary and

requires a review of relevant literature at the intersection of three key areas: Trust, Explanation,

and Explainable AI.

2.1 Human Trust in AI System

2.1.1 Trust Concepts and Definitions

Mayer et al. conceptualised trust as willingness to be vulnerable based on the expectation that

the other (trustee) will perform a particular action important to the trustor, irrespective of the

ability to monitor or control the trustee [Mayer et al., 1995]. Even though the context of Mayer

et al’s definition is for trust between humans (human-human) in an organisation, this definition is

widely applied and adapted to the context of human trust towards technology (human-technology

trust) including trust in automation [Lee and See, 2004, Schaefer et al., 2016], trust in information

systems [Mcknight et al., 2011, Li et al., 2008], and trust in robots [Oleson et al., 2011, Hancock

et al., 2011].

Mayer et al. introduced a distinction between trust, factors that affect trust (trust factors),

and trust related behaviour [Mayer et al., 1995]. Trust is an attitude that does not necessarily

translate into trust-related behaviours, such as, reliance and compliance [Meyer and Lee, 2013], and

should therefore be measured separately. Although the concepts of trust and trust factor are easily

differentiated, the measurement aspects are quite connected. Trust is considered as an attitude,

which is "a psychological construct, a mental and emotional entity that inheres in or characterizes

a person" [Perloff, 1993]. It has also been argued that trust is externally unobservable [Mayer et al.,

1995, Xie et al., 2019a]. Psychological constructs are determined by psychological factors and can

therefore be measured using self-report attitudinal scales or questionnaires, for example, the Likert
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scale [Likert, 1932]. The Likert scale is one of the scales that has been widely used and supported

by the literature on attitude measurement [Nunnally, 1994, Biasutti and Frate, 2017, Hair Jr et al.,

2019]. This PhD research is focused on measuring trust as an attitude by ensuring the relevant

trust factors using a Likert scale.

2.1.2 Trust in AI System

Nowadays, the study of trust in AI system is of high concern in computer science, cognitive

systems engineering, and has also gained coverage in the media. Different outlooks on public trust

in AI systems were discussed in the Introduction chapter previously, where survey results were

both positive and negative. Even though users of AI systems tend to easily regard AI outputs

as valid and correct [Logg et al., 2019], some other users may require justification or empirical

reasons (explanation) to believe that the algorithm or AI system’s assertions are valid and correct.

Previous research has found that people perceive human decisions as more trustworthy compared

to AI systems for tasks that involve human skills, such as for recruitment tasks [Lee, 2018]. When

an algorithm makes a hiring decision, the majority of people do not trust it, because "algorithms

cannot apply such exceptions and can only reliably perform rough sorting". Algorithms are an

important part of AI systems, therefore, trust in algorithms will greatly affect trust in an AI

system.

Human trust often depends on our understanding of the system [Muir, 1987]. For example,

one of the reasons why hospitals abandoned the Watson for Oncology programme was because

the medical professionals did not trust it 1 [Ross and Swetlitz, 2017]. The general public is also

sceptical of AI, as there have been instances in the past where AI did something wrong and

gained media traction, such as, when the Google Photos algorithm falsely classified black people

as gorillas 2, or when the Microsoft chat-bot turned racist in a day 3. With the general public

could not understand why the AI did so, these instances might hinder public trust towards AI.

More fatal cases involving autopilot systems, such as, with the Tesla 4 and Uber self-driving car 5

accidents, have not only prompted a public conversation about understanding algorithms but also

about responsibility and accountability. One way in which AI systems can be held accountable is

if they can provide explanations for their choices [Doshi-Velez et al., 2017].

Previous research examining factors affecting trust in human-AI interactions suggests that trust

has three main components: dispositional trust, situational trust, and learnt trust [Hoff and Bashir,

2015, Schaefer et al., 2016]. Dispositional trust is related to the individual, such as their personality,

background, attitudes, and capabilities. Situational trust is related to the situation or environment,

such as task complexity. Learned trust relates to the system itself, such as its behaviour, reliability,

transparency and performance. Other studies suggest a different classification of trust, consisting
1This was not the only reason and a number of shortcomings were identified. Source:

https://slate.com/technology/2022/01/ ibm-watson-health-failure-artificial-intelligence.html
2https://mashable.com/2015/07/01/google-photos-black-people-gorillas/
3https://www.theverge.com/2016/3/24/11297050/tay-microsoft-chatbot-racist
4https://www.entrepreneur.com/business-news/us-opens-investigation-after-fatal-crash-in-teslas/278454
5https://www.businessinsider.com/volvo-suv-in-fatal-uber-crash-arizona-new-safety-questions-2018-3
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of: cognitive-based trust and emotive (affect)-based trust [Schaefer et al., 2016, Madsen and Gregor,

2000]. This shows that trust is a multidimensional concept and there are many factors that can

influence human trust in automated systems.

Trust is also dynamic, and trust in a system can change as a result of experience with the

system [Muir, 1987]. Initially, a person will judge the predictability of a system by assessing the

consistency of its behaviour. The more stable the system, the more predictable it will be. Trust

will be directly related to system stability, or system reliability. At the end of repeated positive

experiences, one develops ’trust’ in a system. Even when people cannot know that a system will

continue to be reliable in the future, they need confidence to continue to rely on the system in

the future. While all the factors mentioned above are important, this PhD research is not about

developing a fully implemented AI system, but focuses instead on developing an explanation of

an AI system that interacts with patients. Therefore, the trust factors relevant to the design and

evaluation of the AI system need to be contextualised in our research settings.

2.1.3 How to Measure Trust in Human-AI Interaction

Currently, there is no general trust measurement or evaluation method for research in AI trust. In

evaluating trust, researchers have measured users’ confidence [Salomons et al., 2018, Bridgwater

et al., 2020, Antifakos et al., 2005], reliance [Yuksel et al., 2017, Feng and Boyd-Graber, 2019],

and also used straightforward trust rating [Bridgwater et al., 2020, Yin et al., 2019, Bussone et al.,

2015] amongst other evaluation methods. Researchers argue that a trust scale can ask at least two

questions: trust and reliance, such as do you trust the machine’s results? (trust) or would you fol-

low the machine’s advice? (reliance) [Hoffman et al., 2018, Miller, 2022]. This again highlights the

distinction between trust and reliance, where trust or trust as an attitude or perception of trust is

different from reliance or trust-related behaviour or demonstration of trust. The difference in eval-

uation approach and how trust is measured stemmed from variations in trust definition, aside from

the context specific nature of trust [Li et al., 2019], leads to different trust metrics, and therefore

prevent meaningful scientific comparisons. Another important point to note is the broad defini-

tion of Artificial Intelligence (AI). To put it simply, Artificial Intelligence is artificially constructed

intelligence, it ranges from prediction to recommendation systems to physical materialization in

robots and automated machines. This variety results in different trust measurements which rely on

questionnaires derived from research in human-robot trust 6 [Schaefer, 2013], human-automation

trust [Jian et al., 2000, Muir, 2002, Merritt, 2011], and human-technology trust [McKnight et al.,

2002], which have been used interchangeably between sub-fields. A combination of existing ques-

tionnaires was also realised to achieve a usable measurement tool [Ghai et al., 2021, Yu et al.,

2020, Cheng et al., 2019]. However, most of the research has not conducted any validation test

[Vereschak et al., 2021], or only conducted one test (reliability[Ghai et al., 2021] and predictive

validation [Cheng et al., 2019]), to evaluate such adapted questionnaires. This lack of measurement

6The "-" symbol is used to relate the trustor and the trustee in the interaction between them. For example,

human-robot indicates interaction between human as a trustor and robot as a trustee in the interaction.

27



validation raises concerns and can undermine the validity of research findings achieved using said

measurements. Moreover, valid measurement instruments play a significant part in the progress of

trustworthy AI design, development, and research.

A closer look at the existing measurement scales show that some of these trust measurements

are very specific to certain applications. For example, the scale developed by Schaefer [Schaefer,

2013] refers specifically to the context of human dependence on robots in team settings, with

question, such as, "Does the robot act as part of the team?". Dzindolet et al. [Dzindolet et al.,

2003] developed a trust measurement scale for AI systems, with one of the questions asked being:

"How many mistakes do you think you will make over 200 trials?". These questions are highly

specific to the task, to their application context, and to the user’s expertise. More general scales

were also developed [Jian et al., 2000, Madsen and Gregor, 2000, Mcknight et al., 2011]. While

the scale by Jian et al. was developed for human-automated systems trust [Jian et al., 2000],

the survey questions comprising the scale are very generic, which can be one of the main reasons

for its re-usability. The scale dimensions and items were developed through elicitation of trust

definitions, followed by cluster and factor analyses. Jian et al.’s proposed scale contains 12 items,

with seven items to measure trust and five items to measure distrust. A similarity matrix was used

to prove inter-rater reliability. However, no validity for the scale was established. As mentioned

previously, most of the research which utilised trust measurement instruments have not conducted

any validation test [Vereschak et al., 2021], or only conducted one validation test [Ghai et al.,

2021, Cheng et al., 2019], which is not adequate. A measurement instrument or measurement scale

should demonstrate internal consistency, and evaluate different types of validity: content validity,

construct validity, and criterion-related validity [Association et al., 1999].

Madsen and Gregor [Madsen and Gregor, 2000] developed a more generalised measurement for

human-computer trust, and tested the measurement reliability and validity. The dimensions used

in this measurement were common factors that influence trust. The factors were constructed using

the Nominal Group Technique, and then compared to constructs from previous trust research.

Through the scale validation process, high internal consistency (Cronbach’s alpha > 0.94) and

construct validity were established, with poor criterion-related validity. The final scale proposed

by Madsen and Gregor consists of five main trust factors: such as, perceived reliability, perceived

technical competence, perceived understanding, confidence, and personal attachment, with five

questions proposed for each dimension. McKnight et al. developed another trust measurement

instrument to capture the trust relationship between users and specific technologies [Mcknight

et al., 2011]. This scale was developed based on an understanding of trust in the broader context

of society and previous research on human-human trust. After conducting several trust-related

studies with different information systems, and by covering a large literature, including trust in

humans, McKnight et al. defined trust as a construct consisting of three components: propensity

to trust, institution-based trust, and trust in specific technologies. The scale proposed by McK-

night et al. has eight main dimensions: perceived reliability, perceived functionality, perceived

usefulness, situational normality, structural assurance, confidence, and trusting attitude. Three
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to four questions are proposed to measure each dimension. These measurement instruments show

good reliability (Cronbach’s alpha > 0.9), construct validity, and criterion-related validity.

To date, however, there has been no developed trust measurement instrument intended specif-

ically for non-expert users/laypeople. Although the more general trust measures described above

have been used for laypeople, appropriate modifications to fit the context of this study are still

required. The literature discussed above also indicates a need for a human-AI measurement in-

strument with complete evidence of reliability and validity. Such a human-AI trust measurement

instrument for AI in healthcare on the basis of trust factors will be designed and developed to

explore the relationship between trust and explanation for this PhD.

2.1.4 Trust-related Factors

As already pointed out, this research focuses on measuring trust as an attitude through the means

of trust factors. In other words,we review the literature on trust and the identified factors that

could affect trust.

Research on trust in human-automation systems’ interaction suggested that trust consist of hu-

man related trust, environment related trust, and learned trust [Lee and See, 2004, Hoff and Bashir,

2015, Schaefer et al., 2016]. Human related trust is, as the name suggests, related to the human

trustee, such as individual personalities, backgrounds, and capabilities. Environment-related trust

is related to the environment or situation of the task and the system. Learned trust relates to the

system itself, such as its behavior, reliability, transparency, and performance. Other research also

proposed similar forms of trust in different trust contexts, composed by similar concepts with differ-

ent names. For example, in human-robot context, trust is composed of human factors, environment

factors, and robot factors [Oleson et al., 2011, Hancock et al., 2011]. In the context of information

systems, trust consists of basic personality trust, basic institutional trust, and basic system trust.

[Mcknight et al., 2011, Li et al., 2008]. To put it simply, a person trust towards an object (person,

robot, AI) is built from their personality/attributes/characteristics, the environment surrounding

the person and the interaction, with the object and the attributes/characteristics of the object.

A different perspective proposed by Morrow et al theorised trust under two bases: cognitive and

affective [Morrow Jr et al., 2004]. Cognitive based trust is trust resulting from a pattern of careful

and rational thinking, while, affective based trust is trust that results from feelings, instincts and

intuition. Moreover, this theory was included in the literature on human-computer trust [Madsen

and Gregor, 2000] and in human-automation [Schaefer et al., 2016] under the human related factors

affecting trust. The link between human-related factors of trust and categorisation of cognitive-

affective base trust, shows that trust is a multidimensional concept and can be categorised in

different ways. An inter-disciplinary exploration on trust theory concluded that trust concepts

are actually similar, overlapping, and sometimes only divided by different jargon [Rousseau et al.,

1998]. Therefore, we looked at the literature on trust factors while not overly considering discipline-

specific categorisations.

Understanding how the system works is part of cognitive factors in trust in automation [Schaefer
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et al., 2016, Lee and See, 2004], and indeed, beyond human-automation, human trust is often

dependent upon such an understanding of a system/machine in general [Muir, 1987]. Empirical

evidence has shown that understandability affect users’ trust and confidence [Sinha and Swearingen,

2002][Herlocker et al., 2000]. Cognitive compatibility, or understandability, was also found to be a

trust factor in the study of trust in medical assistance devices [Hengstler et al., 2016].

Trust is dynamic, and can change over time as a result of experience with the system [Muir,

1987]. Research found that trust is typically built up in a gradual manner [Gefen, 2000, McKnight

et al., 1998] and when a system offers consistent experience the system is seen to be "reliable"

or "predictable". In socio-psychology, reliability is seen as a factor of trust [Rempel et al., 1985,

Johnson-George and Swap, 1982]. Similarly, reliability is considered as one promoting factor of

trust in automation [Lee and See, 2004, Schaefer et al., 2016, Hoff and Bashir, 2015]. At first, a

person will judge the predictability of a system by assessing the consistency of its behaviours. The

more consistent the system is, the more predictable it will appear to be. Trust will be directly

related to the stability of the system, or system reliability.

At the end of repeated positive experiences, a person may develop "faith" towards a system.

Even when people cannot know that a system will continue to be reliable in the future, they

need faith to continue to depend on the system in the future. Faith means emotional security

or confidence despite potential future uncertainty, and is considered as a trust factor [Rempel

et al., 1985], which is driven by the affective/emotive side of a person [Johnson-George and Swap,

1982]. Faith is also seen as a trust factor in the human-automation and human-computer contexts

[Schaefer et al., 2016, Madsen and Gregor, 2000].

On the one hand, a positive experience could affect cognitive base trust and, over time, forms an

affective based trust. On the other hand, a negative experience could also affect trust judgement.

People who initially trusted a system could turn to distrust when they encounter system faults

or errors [Dzindolet et al., 2003]. Since errors and system faults indicate the lack of system

competency, lack of trust is then expected because competency is considered one of the antecedents

of trust [Mayer et al., 1995]. The display of a system technical ability/competence, in the form

of confidence level, also affects the user’s trust in automatic notification devices [Antifakos et al.,

2005]. A technical ability to correctly perform its tasks is frequently regarded as one of the most

important factors for human-machine trust [Muir, 1987, Madsen and Gregor, 2000] and human-

automation trust [Hoff and Bashir, 2015, Schaefer et al., 2016, Lee and See, 2004].

Other than competency, benevolence is also seen as a trust antecedent in human-human trust

[Mayer et al., 1995, Rempel et al., 1985]. Benevolence means that the trustee is believed to want to

do "good" to the trustor. In human-automation and human-AI trust research, benevolence is seen

as a system’s purpose [Lee and See, 2004, Schaefer et al., 2016]. However, since technology has no

agency (want), nor intention (purpose) [Mcknight et al., 2011], we could argue that benevolence

can also be seen as helpfulness in the context of human-technology trust. Therefore, helpfulness

means that trustee is believed to be able to do good to the trustor, and is included as a trust factor.

In human-human trust, a situation in which trustee and trustor have similar purpose or intent
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could also evoke emotive/affective trust [Johnson and Grayson, 2005], which is contingent on

personal preference[Verberne et al., 2012]. Personal preference is shaped by culture and experiences

[Schultz, 2002] and culture is seen as a component that could affect trust in technology [Schaefer

et al., 2016]. In human-computer trust, when a person finds a system agreeable or suits their

personal taste, strong preference for the system and emotional attachment could be formed and

affect the person trust [Madsen and Gregor, 2000].

The above cross-discipline literature identifies various concepts and factors that could affect

trust in different contexts. However, even though multi-disciplinary sources have added valuable

insights to the construct, the diversity in wording and terms used should be unified. Therefore, we

merged factors with similar meaning, and six trust factors were chosen to be the initial measure-

ment instrument. Table 2.1.4 summarises our definition of these factors, which are based on the

literature. We merged factors that overlapped in meaning and modified some of their descriptions

into the final six trust metrics: perceived understandability, perceived reliability, faith, perceived

technical competence, perceived helpfulness, and personal attachment.

Perceived Technical competence means that the system is perceived to perform the tasks ac-

curately and correctly, based on the input information. Perceived Understandability means that

user can form a mental model and predict future system behaviours. Perceived Reliability means

that the system is perceived to be functioning consistently. Perceived helpfulness means that the

system is perceived to provide adequate, effective, and responsive help. Faith means that the user

is confident in the future ability of the system to perform, even in situations in which the system

has never been used before. Finally, personal attachment means that users find using the system

agreeable, and consistent with their personal taste.

2.2 Human and Computer Explanation

2.2.1 What is Meaningful Explanation

Similar to Trust, Explanation also has various definitions depending on the field of knowledge,

such as, philosophy and psychology. According to the Cambridge dictionary, "explanation" can

be defined as "the details or reasons one gives to make something clear or easy to understand".

Explanations was also previously defined as "deductive-nomological" or logical proofs in nature

[Hempel and Oppenheim, 1948]. However, this definition has been criticised because rigid scientific

explanations are rarely found in everyday explanations [Salmon, 2006]. Everyday explanation is an

attempt to communicate an understanding, usually between individuals [Keil, 2006]. Explanation

can be seen as an act or can be seen as a product, which can be categorised as good or bad. A

good explanation is an explanation that feels right because it offers a phenomenologically7 familiar

sense of understanding [Achinstein, 1983]. As GDPR Articles 13-15 and 22 support the right to

an explanation, and state the right to "meaningful information about the logic involved", the term

7Phenomenological is a term used in philosophy field to describe of or relating to someone’s awareness or expe-

rience of something rather than the thing itself.
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Trust Factors Description

perceived technical competence system is perceived to perform the tasks accurately and correctly

based on the information that is input. [Dzindolet et al., 2003,

Mayer et al., 1995, Antifakos et al., 2005, Muir, 1987, Madsen and

Gregor, 2000, Hoff and Bashir, 2015, Schaefer et al., 2016, Lee and

See, 2004]

perceived reliability system is perceived to be, in the usual sense of repeated, consistent

functioning. [Muir, 1987, Gefen, 2000, McKnight et al., 1998,

Rempel et al., 1985, Johnson-George and Swap, 1982, Lee and

See, 2004, Schaefer et al., 2016, Hoff and Bashir, 2015].

perceived understandability user can form a mental model and predict future system be-

haviour. [Schaefer et al., 2016, Lee and See, 2004, Muir, 1987,

Sinha and Swearingen, 2002, Herlocker et al., 2000, Hengstler

et al., 2016]

personal attachment user finds using the system agreeable, preferable, suits their

personal taste. [Johnson and Grayson, 2005, Verberne et al.,

2012, Schultz, 2002, Schaefer et al., 2016, Madsen and Gregor,

2000].

faith user has faith in the future ability of the system to perform even

in situations in which it is untried. [Rempel et al., 1985, Johnson-

George and Swap, 1982, Schaefer et al., 2016, Madsen and Gregor,

2000].

perceived helpfulness system is perceived to provide adequate, effective, and responsive

help. [Mayer et al., 1995, Rempel et al., 1985, Lee and See, 2004,

Schaefer et al., 2016, Mcknight et al., 2011]

Table 2.1: Trust Factors and Descriptions

32



"meaningful explanation" is more suitable for use in the context of this research and will be used

to refer to "good explanation".

In constructing explanations, we need to determine three things: features of the thing to

be explained, pragmatic goals, and information resources [Malle, 2006]. What is a meaningful

explanation and what are the characteristics of a meaningful explanation? Guidotti et al. de-

fine meaningful explanation as explanation that is faithful, interpretable, and considered the user

background [Guidotti et al., 2018]. Thirumuruganathan et al. define meaningful explanation as

personalised explanation based on user demographics [Thirumuruganathan et al., 2012]. In this

PhD research, meaningful explanation is defined as explanation that is sufficient and understand-

able, based on the explanation definitions described in the previous paragraph. Sufficient here

means include what is necessary or suggests a close meeting of user’s need. To investigate the

characteristics of a meaningful explanation, the literature on how individuals receive and perceive

an explanation will be closely examined.

In cognitive psychology, explanation can be classified into several types: i. Causal explanation,

which tells you what causes what, ii. Mechanical explanation, which tells you how a certain

phenomenon happens, and iii. Personal explanation, which tells you what causes what in the

context of personal reasons or beliefs [Wilkinson, 2014]. Approaching these definitions from the

point of view of explainable AI and AI reasoning, personal explanations can be dismissed here,

since an AI system has no autonomy and consciousness. Causal and mechanical explanations can

be seen as the same thing, since causal explanations of AI systems are mechanical by definition.

For example, if we ask why an AI system gave us a certain prediction, the answer will consist of

the AI’s mechanical process to produce that prediction result.

Hilton proposes that causal explanation proceeds through the operation of counterfactual and

contrastive criteria [Hilton, 1990]. Lipton suggests that "to explain why P rather than Q, we must

cite a causal difference between P and not-Q, consisting of a cause of P and the absence of a

corresponding event in the history of not-Q” [Lipton, 1990]. Miller quoted Lipton and argues that

everyday explanations, or human explanations, are “sought in response to particular counterfactual

cases. [...]people do not ask why event P happened, but rather why event P happened instead of

some event Q” [Miller, 2018]. Causal explanation occurs through several processes [Hilton, 1990].

Firstly, there is information collection: one gathers the available information. Second, causal

diagnosis takes place: one tries to identify a connection between two events/circumstances based

on the information. Third, there is causal selection: one determines a set of conditions as "the

explanation". These selection process are influenced by the information gathered and the domain

knowledge of a person [Malle, 2006]. This means that an explanation that an individual considers

sufficient and understandable will be selected from the information provided and will depend on

their own domain knowledge or role.

According to Lambrozo, simpler explanations are judged to be more likely to be believed and

more valuable [Lombrozo, 2006]. A study on simple and broader explanation highlighted users

preference on a combination of simple and broad explanation [Read and Marcus-Newhall, 1993].
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Explanations are Description Reference

contrastive the cause of something relative to some

other thing in contrast

[Lipton, 1990, Hilton,

1990, Miller, 2018]

domain/role dependent pragmatic and relative to the back-

ground context

[Hilton, 1990, Malle, 2006]

generalisable simpler and broad explanation is prefer-

able

[Read and Marcus-Newhall,

1993, Lombrozo, 2006]

social/interactive people explain to transfer knowledge,

thus can be a social exchange

[Hilton, 1990, Miller,

2018]

truthful how truthful each element in an expla-

nation is with respect to the underlying

system

[Kulesza et al., 2013]

thorough describes all of the underlying system [Kulesza et al., 2013]

Table 2.2: Characteristics of Meaningful Explanation

Previous research has also shown that people prefer explanations that are sound and complete

[Kulesza et al., 2013]. Soundness here means nothing but the truth, how truthful each element

in an explanation is with respect to the underlying system. Completeness here means the whole

truth, the extent to which an explanation describes all of the underlying system. Completeness

is argued to positively affect user understandability [Kulesza et al., 2012]. As mentioned earlier,

explanation can be seen as an action or it can be seen as a product. Explanation as an action

involves interaction between one or more explainers and explainees [Miller, 2018]. According to

Hilton, an explanation can be understood only if it involves both the explainer and the explainee

engaging in an exchange of information through dialogue, visual representation, or other commu-

nication modalities [Hilton, 1990]. This statement implies that static explanations may be more

difficult to understand because they are less engaging and do not involve a dynamic exchange be-

tween the explainer and the explainee. To achieve meaningful explanations, the social (interactive)

characteristics of explanations need to be taken into account. Building on these literature, six key

characteristics of meaningful explanation are described in Table 2.2.

2.2.2 Explanation in Healthcare

In the healthcare field, Guidelines for healthcare professionals presented medical explanation as

layers of an interaction phase [Buckman, 1992]. The first phase is preparation, which involves

establishing an appropriate space and being sensitive to patient needs, cultural, and religious

values. The second phase is information acquisition, which includes asking what the patient knows

and how much the patient wants to know. The third phase is information sharing, which is the

phase where the patient finally receives their diagnosis. The fourth phase is information reception,

which involves assessing how the patient processed the information and asking if there are any
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questions based on the information that was just given that the patient want to ask. The fifth

phase is identifying and acknowledging the patient’s response to the information and closing the

session. Similar protocols with similar steps or phases have been proposed and tested in the

literature [Rabow and Mcphee, 1999, Baile et al., 2000]. This explanation process will help us

inform the design of explanation in AI medical support system.

2.2.3 Relation between Trust and Explanation in Human-AI Interaction

People who initially trust an automated decision aid system may change to distrusting the system

when there are system errors or mistakes, unless an explanation is provided as to why the system

made the mistake [Dzindolet et al., 2003]. According to the Defence Advanced Research Projects

Agency (DARPA), Explainable AI is essential to enable human users to appropriately understand

and trust machine learning systems [Gunning, 2017]. Various studies show that explanations

increase the level of trust and acceptance of algorithmic decisions. Antifakos et al. evaluated

how displaying system trust affects user trust in automatic notification devices [Antifakos et al.,

2005]. Antifakos et al. considered user’s confidence as a measure of trust in the system. The user’s

confidence level was measured by the number of times the user would check the system setting to

verify an automatic device-derived modality. Experimental results show that by displaying system

confidence the user’s confidence in the system increases. A system is confidence shows its technical

ability to make a correct decision, and indeed a technical ability to correctly perform its tasks is

often regarded as the most important factor in human trust in machine trust [Muir, 1987].

In a similar study by Sinha and Swearingen, users were shown to be more confident about

recommendations that they understood [Sinha and Swearingen, 2002]. Sinha and Swearingen

also found that users want to know the justification of the system’s choices. Herlocker et al.

explored how and why explanations can increase trust, and therefore acceptance, of automated

collaborative filtering (ACF) systems [Herlocker et al., 2000]. The results showed that 86% of

survey respondents preferred additional explanations on ACF systems for movie recommendations.

Pu and Chen investigated the effect of explanation interface on user’s trust in the context of e-

commerce recommender system [Pu and Chen, 2006]. Pu and Chen measured user trust with three

constructs: perceived competence, intention to return, and intention to save effort, which refers

to cognitive effort and completion time. Pu and Chen concluded that explanation interfaces can

improve user trust, with the explanation interface presented visually as a table of recommended

items and item attributes.

While the studies above were not in the healthcare or medical domain, Bussone et al. inves-

tigated how explanations are related to user trust and user reliance in a clinical decision support

system [Bussone et al., 2015]. Bussone et al. measured trust straightforwardly, by asking partic-

ipants their level of trust on a 7-point Likert scale. The explanation was presented visually and

consisted of system confidence level, a list of their symptoms, medical history, and examination

results. Bussone et al. concluded that a detailed explanation leads to over-trust in algorithmic

decisions in clinical decision support systems, while insufficient explanation leads to self-reliance.
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A balanced volume of explanations should be one of the design aims, in order to effectively help

users express an appropriate level of trust. However, this may be difficult to achieve as trust is

established personally and may differ from person to person. Moreover, this study also found that

"users who trust the system highly are also likely to over-rely on the system’s suggestions, while

users who distrust the system are likely to rely on their own knowledge, even if it is poor."

Various studies claim that explanations improve trust, and the aforementioned literature shows

a strong relationship between trust and explanations [Ribeiro et al., 2016, Doshi-Velez et al.,

2017]. However, in each study reviewed, "trust" was also measured differently, hence the results

are difficult to compare and do not provide a clear picture of the extent to which different types

of explanations affect different types of trust. To understand users’ trust in AI systems and

fluctuations in its level, a more comprehensive trust measurement instrument is needed and will

be explored later in this thesis.

2.2.4 Relation between Trust and Explanation in Healthcare

In the healthcare field, trust is necessary to build a better relationship between patients and medical

professionals. Some of the factors that influence patients’ trust in medical professionals are their

care and concern for the patient as an individual and trust in the patient’s ability to manage their

illness [Thorne and Robinson, 1988]. Being seen as competent by a medical professional encourages

patients to feel more confident in their ability to control and manage their illness and at the same

time increases the patient’s trust in the service provider [Rowe and Calnan, 2006, Croker et al.,

2013]. Additionally, the behaviours shown by medical professionals that can foster trust are:

competence, compassion, reliability, integrity, and communication[Pearson and Raeke, 2000]. How

these factors can be translated into AI healthcare systems is an open question. AI systems are not

yet capable of having or showing real care or compassion towards an individual. Furthermore, little

is known on investigation of appropriate interactions between humans and AI systems to create an

environment where users feel confident to manage their own health.

When a patient seeks healthcare, medical professionals gather information to determine a di-

agnosis, such as signs and symptoms, personal physiology, and risk factors. Once the diagnosis

is finalised, the diagnosis and the considerations are explained to the patient. If follow-up tests

or treatments are required, the risks of the treatment also need to be explained to the patient

[NASEM, 2016]. One component of a good explanation is to have a pragmatic goal [Malle, 2006].

On a more general level, explanations given by medical professionals to patients are essential to the

overall quality of the provided healthcare and improve patient’s health outcome [Paterick et al.,

2017]. On a personal level, there are three important goals in the information exchange between

medical professionals and patients: establishing a good interpersonal relationship, facilitating in-

formation exchange, and facilitating patient involvement in decision-making [Arora, 2003]. All of

these goals should influence how medical professionals deliver explanations. Understandably, how

medical professionals deliver explanations may be different if there is an AI system included in the

interaction with the patient.
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To date, little is known on how medical professionals’ behaviour should change, what should be

explained to patients, and how it should be delivered to foster trust when an AI system is included

in the loop of decision-making between medical professionals and patients. Until now, commercial

AI medical support systems are rarely designed for patients as the end-users [Singhal and Carlton,

2019]. Thus, there has been no reliable evidence that patients decide not to trust an AI system

because it does not provide an explanation. However, in the context of medical professionals as

end-users, problems with the explanation in IBM Watson deployment programme showed that in

the absence of an effective explanation, doctors are less likely to trust AI results and will rather rely

on their own existing knowledge. Moreover, medical professionals were eager to understand the

AI algorithm’s behaviour, such as its limitations, its medical point-of-view, and its overall design

goals [Cai et al., 2019b].

We have discussed extensive evidence that points to the plausible hypothesis that explanation

is a mediating factor of trust between doctors and AI systems. However, it is still unclear what

explanation means and how it affects patients trust in the doctors and in the AI system, when AI

is in the loop. In addition, as self-management health applications continue to progress, we can

envision a near future where a patient can directly interact with an AI system. Therefore, it is

important to study the role of explanation and trust in direct interaction between patient and AI

system. Many questions remain open to address these open issues. Should factors and behaviours to

improve trust be directly translated from our understanding of medical professionals’ expectations

of AI? Or do patients have different expectations? If yes, to what extent communication, and

specifically explanation, affect trust in both: direct patient-AI system interactions, and patient-

medical professionals interactions when AI is in the loop?

2.3 Explainable AI

2.3.1 Emerging Field: Explainable AI

AI and Machine Learning in Healthcare have been studied since the development of expert systems

in the 1960s [Shortliffe, 1976]. However, there has been a rapid development in this field in recent

years due to the advent of Deep Learning [Goodfellow et al., 2016]. The rise of deep learning

studies is partly due to advances in computing power and the vast amount of digital data that

is increasingly available (also as open data). This is also true for healthcare practices, which

involve layers of record-keeping and therefore constantly generate large amounts of medical data.

The successful application of deep learning in many fields comes with many concerns. One of the

biggest concerns is the black box problem, which can be defined as the inability to fully understand

the rationale for AI decisions and processes. The black box problem has several consequences, such

as, the difficulty to identify problems with training data, ensuring algorithmic and performance

fairness. These unfavourable consequences arguably can be resolved with explanation of the current

method, behaviour, or reasoning of the machine’s decisions.

As an example of this black-box problem, Cooper et al. evaluated various machine learning
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methods used to predict pneumonia mortality and the most accurate model was multitask neural

nets compared to other methods including rule-based learning [Cooper et al., 1997]. On one of

the pneumonia datasets, the rule-based system learnt the rule that pneumonia patients who have

a history of asthma have a lower risk of dying from pneumonia [Caruana et al., 2015], which is

medically counterintuitive. It has been found, that in the data, patients with asthma are usually

admitted directly to the ICU, received better care due to being more vulnerable patients, and

survived. The above rule could have been reflected in the trained neural network as well, and

without an explicit information (rule), we are unlikely to find such crucial issues in the algorithm.

Going beyond the black box problem, emerging issue is that explanation is a complex phe-

nomenon, highly dependent on context and users. In 1983, Clancey [Clancey, 1983] conducted

seminal research to test the explanation method of a clinical decision support system called MYCIN.

MYCIN was able to diagnose patients based on reported symptoms and medical test results, using

500 rules, and if requested, MYCIN could explain the reasoning that led to its diagnosis. Clancey

tested whether MYCIN was suitable for teaching medical students. However, medical students

found MYCIN’s explanations insufficient. Clancey then concluded that we cannot just slap a front

end interface onto a good AI programme and expect to have an adequate teaching system, because

reading the reasoning steps is not a sufficient explanation for medical students. Today, explanation

systems do not necessarily aim to educate users, but rather to solve black box problems and gain

user trust. Although the goals are different, the important insights from Clancey’s research still

apply today and can be applied to other explanation systems. Simply explaining the reasoning

chain of an AI system is not enough to provide a good explanation. Additionally, medical students

have different standards of explanation than the explanation designers. An explanation that may

be adequate for the AI expert who has designed the system is not necessarily adequate for the

medical student. Therefore, a key conclusion we can make is that explanation design should be

user-centred, which means to take into account the target user and consider the complex socio-

technical interaction of user understanding of the system.

Finally, another major consequence of the black box problem is that users become less trust-

ing and cede control to machines whose workings they do not understand [Ribeiro et al., 2016].

Deep learning produces many state of the art AI applications, but the results often cannot be fully

trusted [Marcus, 2018]. With the advent of deep learning and commercialised AI, the issue of using

black-box methods has become increasingly relevant. Major companies have published their AI

development guidelines, and all of them include interpretability or explanation in them [Google,

2019, PwC, 2019, Amershi et al., 2019]. Researchers have been working to solve the black box

problem for several years now. Several scientific conferences have been conducted, starting with

the FAT-ML (Fairness, Accountability, and Transparency) workshop in 2014 to the FAT confer-

ence in 2019, which showed the growth of the FAT ML research community. In 2017, the Defense

Advanced Research Project Agency (DARPA) launched a programme on interpretability and ex-

plainability, entitled Explainable AI, which foreshadowed the now popular term, XAI. Within the

AI/Machine Learning community, the term "interpretable" is more commonly used, while the term
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Figure 2.1: The data sources for deep learning, generated through searching deep learning in

combination with the diagnosis techniques on PubMed. [Jiang et al., 2017]

"explainable" is more commonly used outside the Machine Learning community, such as in HCI

and social sciences. In the context of explainable AI and interpretable machine learning, there

is no monolithic definition of what interpretability is. In an attempt to bridge concepts and re-

search findings from these two communities, in this thesis, the terms interpretable and explainable,

interpretation and explanation, will be considered interchangeable.

2.3.2 Explainable AI in Healthcare

AI has the potential to improve key health practices, such as: diseases detection with image analysis

[Wang et al., 2016, Esteva et al., 2017], drug discovery with pattern recognition [Lo et al., 2018],

surgery with medical robots [Kassahun et al., 2016], and so on. Out of all AI usage, deep learning

is mostly applied in image analysis, because image data are naturally complex and high volume

[Jiang et al., 2017]. A recent survey paper on Deep Learning in Medical Image Analysis showed

that there is a high number of research papers regarding the usage of deep learning for medical

image analysis [Litjens et al., 2017]. In the last 4 years there have been more than 700 papers,

published on PubMed, about this topic. Applications of deep learning to medical image analysis

include disease diagnosis, disease prognosis, organ/object segmentation, object classification, and

anatomical structures detection.

However, this high volume of research is not matched by a high usage of AI technologies

in healthcare practices. Such a lack of adoption of AI systems shows to be partially due to a

lack of interpretability. A famous AI system, Watson, was promoted by IBM to cancer doctors

(Watson for Oncology). However, Watson is not provided with the ability to explain its reasoning

and left doctors confused when Watson presented contradictory recommendations. Consequently,

many doctors chose to ignore the AI recommendations and stick to their own expertise 8. Similar

sentiment might be predicted if Watson for Oncology was also used by patients.

8https://www.statnews.com/2017/09/05/watson-ibm-cancer/
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The story of ’Watson Oncology’ is an example of how important explanation from AI healthcare

systems can be. Explicability is the main challenge in AI acceptance and adoption in healthcare.

Medical professionals would not rely on an AI system whom results they cannot account for. The

question of interpretability is not a mere matter of intellectual curiosity, it is both a risk and a

responsibility [Xie et al., 2019b]. Due to the possible "high stakes", medical professionals and

patients may not be comfortable to straightly follow a non-transparent system’s decision. Many

AI researchers are working toward developing interpretable methods that are suitable for medical

cases.

Some of the explainable AI research studies are applied to predictive systems using electronic

medical records and electronic health records (EHR) data. Various methods were used, such as:

CNN [Nguyen et al., 2017], bidirectional Recurrent Neural Networks (RNNs) [Ma et al., 2017], and

other variation of RNN: Reverse Time Attention Model (RETAIN) [Choi et al., 2016]. All these

methods were specifically developed for EHR data, and have not been implemented for any other

source or type of data.

Explainable AI research also covers interpretable models for images data. For instance, CheXNet

was developed to interpret a patient’s chest X-ray scan using Dense CNNs (DenseNet) and pro-

vide salience map interpretation [Rajpurkar et al., 2017]. CheXNet was tested and shows faster

performance than human doctors with impressive accuracy. Zhao et al. successfully developed

Respond-CAM and provided a salience map on 3D images obtained from Cellular Electron Cryo-

Tomography [Zhao et al., 2018]. Network Dissection (NetDissect) was also used to visualise CNNs

for classfication of diseased tissue in mammograms [Wu et al., 2018]. The limitation of these ap-

proaches is the lack of interpretability from the AI experts perspective [Krause et al., 2016]. We

can easily speculate that this lack of interpretability possibly applies to patients as well.

2.3.3 Human Computer Interaction Aspect of Explainable AI: Interac-

tivity and Modality

With the increased deployment of AI systems in concrete real world settings, the importance of

considering Human Computer Interaction (HCI) issues in AI systems has also increased and in-

cluded the application of appropriate HCI theories to the design and development of AI systems

is now a must. This is also the case because although the amount of research on AI and machine

learning is high, most of it lacks usefulness [Kulesza et al., 2012, Abdul et al., 2018]. The HCI

community has proposed several guidelines and principles for designing user interfaces and inter-

actions for AI systems, and claims that AI developers are still struggling to create effective and

usable AI systems [Amershi et al., 2019].

Two aspects that affect users perception of a system are interactivity and modality. In the

case of explanation, there are two prominent ways of presenting explanations in AI recommender

systems: static text or graphical representations such as, charts or tables [Jugovac et al., 2018].

Nonetheless, explanations can also be designed as interactive systems where the initial explanation

represents a starting point for further user interaction, such as manipulating the correct part of
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the explanation. Xie et al. outlined a comprehensive set of design suggestions for an explainable

medical AI system for the use of medical professionals [Xie et al., 2019b]. Interviews with six

medical professionals showed that they envision an explainable medical AI system that allows

them to prioritise different types and sources of data, such as images or patient reports, by directly

manipulating the user interface [Xie et al., 2019b]. Guo et al. also found that enabling interactivity

in explanation-driven AI systems resulted in higher satisfaction, [Guo et al., 2022], which further

supports the recommendation that interactive explanations for AI systems are preferable.

Previous research has also shown that interactive systems can support people to better form

their understanding when complex information is at hand [Thomas and Cook, 2006]. Different

interactive tools were developed to help experts to understand machine learning predictions or

decisions. Prospector, developed by Krause et al., provides interactive partial dependence plots to

show why specific data-points are predicted as they are [Krause et al., 2016]. Another technology,

called Prospect, provides interactive visualizations to show different examples of correctly classified

and misclassified data, based on aggregate statistics [Patel et al., 2011]. Both Prospector and

Prospect were developed to help Data Scientists (domain experts) to understand a model for

validation purposes. It is important to note that the system requirements would change when the

end-users of the system are non-expert/patient.

In addition to interactive text and graphics, explanations in the form of interactive dialogues

have also been explored, such as, conversational agents and virtual agents. Research hypothe-

sises that people apply human traits to autonomous intelligent systems and will therefore expect

explanations within the linguistic and conceptual frameworks used to explain human behaviour

[De Graaf and Malle, 2017]. Previous studies support this hypothesis, where users show more pref-

erence and satisfaction towards agents that sound more human-like [Qiu and Benbasat, 2009, Elkins

and Derrick, 2013] or look more human-like [Looije et al., 2010, Shamekhi et al., 2018, Zanatto

et al., 2016], compared to agents that have more robot-like qualities.

Moreover, different modalities and types of interactivity also affect user trust differently. The

previously mentioned studies also show that virtual and conversational agents are perceived as more

trustworthy compared to less human-like agents [Zhu et al., 2022, Elkins and Derrick, 2013, Looije

et al., 2010, Shamekhi et al., 2018, Zanatto et al., 2016]. Other studies comparing different modal-

ities show similar findings, where less interactive explanations are considered less trustworthy than

more interactive explanations. For example, Qiu and Benbasat’s research compared a static visual

(text) recommendation explanation interface with an explanation that also showed a human face

or two kinds of voice output, and found that the human face and human voice elicited a stronger

social presence that correlated with trustworthiness [Qiu and Benbasat, 2009]. Similarly, research

by Weitz et al. found that users were significantly more trusting of explanations presented by vir-

tual agents compared to static visual explanations [Weitz et al., 2019]. This could further escalate

the issue of over-trust, especially when research has shown that users are more likely to trust a

conversational agent with a human-like name, which increases its social presence, compared to a

conversational agent with a robot-like name [Ng et al., 2020]. Therefore, it is recommended to
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implement human-like features with caution to avoid over-trust and help users to calibrate their

trust level [Rheu et al., 2021]. It is also important to note that ’humans are different from comput-

ers’, which is a core belief for the proposed framework of Human-Centered Artificial Intelligence

[Shneiderman, 2020b].

2.3.4 Human-Centred Explainable AI

Almost all the research mentioned in the explainable AI literature in the previous section, failed

to include user studies to test the interpretability/explicability of the proposed systems. How

users perceive the explanation provided was not evaluated. A separate set of research looks at

explanation evaluation. For instance, research conducted by Narayanan et al. evaluated the effect

of a large set of explanation parameters on human interpretability [Narayanan et al., 2018]. The

explanation was presented visually, as textual information and a list of decision rules. Narayanan

et al. concluded that explanation with high complexity took longer to interpret and was not

satisfactory. In contrast, Elomaa suggested that larger models can sometimes be more interpretable

[Elomaa, 2017]. It should be noted that the two studies discuss different explanation presentation

modalities, one with text and decision rules, the other one with decision trees. This practice of not

conducting user studies leads to the lack of insights on the interpretability assessment of certain

explanation methods. In AI we are looking at accuracy to compare one method to the other, and use

it as proof of advancement. In Explainable AI we have no metrics to compare the interpretability

of different methods. This issue also applies to the research publications on explainable AI in

medical image analysis [Rajpurkar et al., 2017] [Zhao et al., 2018]. The visualisations provided as

explanation are quite technical and none of the explanations that we reviewed above have been

tested with users. Patients, and possibly even medical professionals, are not likely to understand

these visual explanations. And the level of AI acceptance, adoption and trust, if these were to

be chosen as explanations of a real AI system, are even harder to assess. The modality and

interactions through which the explanations are presented to the target users need to be assessed

with appropriate user studies, with a variety of user types and expertise in mind, and by developing

appropriate metrics that allow reasonable comparison to be made. Therefore part of this thesis

will be also looking at developing appropriate metrics to assess users’ trust and explanation.

2.3.5 Human-Centered Explainable AI in Healthcare

As mentioned above, XAI emerged from the AI/ML research field and has been criticised for the

lack of usability and interpretability for real users. However, this critique overlooks the role of

AI algorithm developers as real users and as one of the stakeholders. Some of the stakeholders

included in the XAI system in healthcare are: AI/ML developers, Medical Annotators, Medical

Practitioners (e.g. Radiologists, Clinicians), Clinical Operations Officer, and Patients. These

stakeholders have different professional and epistemic backgrounds which affect their perception

and interpretation of explanation [Ehsan et al., 2021], including their expectations and why they

42



need explanation.

There are several overlapping reasons for wanting explainable AI, such as, understanding, de-

bugging, education, acceptance, and persuasion. In healthcare, explainable AI is needed to enhance

the trust of medical professionals in AI systems [Holzinger et al., 2017], to help medical profession-

als to effectively comprehend and validate AI output [Tjoa and Guan, 2020], or to comply with

regulation that protects patients as data subject [Ribeiro et al., 2016], among other reasons. For

medical professionals that are involved in AI system development, explanation is needed to evaluate

or validate the AI model[Wu et al., 2018] [Zhang et al., 2017]. For example, in the evaluation of a

CNNs model for skin-cancer detection, the explanation, in the forms of a heat-map, helped medical

professionals to recognise a flaw in the model from a false focal point/important feature in skin

lesions detection which led to false positive cases [Winkler et al., 2019]. An explanaible AI method

proposed by Caruana et al.[Caruana et al., 2015] also helped to uncover the pitfall in pneunomia

risk prediction, where patients with asthma were identified as low risk of dying when it’s supposed

to be the opposite. Interestingly, explanation also helped medical professionals to consider impor-

tant features used by AI in diabetic retinopathy (DR) progression prediction [Arcadu et al., 2019]

and in knee pain prediction [Pierson et al., 2021].

As the end-users, medical professionals need explanation to justify their clinical decision-making

to patients and colleagues[Tonekaboni et al., 2019] and to comprehend AI output [Tjoa and Guan,

2020]. Medical professionals claimed that understanding the inner process of AI could facilitate

their trust in the AI algorithm and its output[Tonekaboni et al., 2019]. Prior to deployment,

medical professionals also need explanation to learn more about the AI’s capabilities, limitations,

functionality, and the design objectives[Cai et al., 2019b], in order to trust it. It is to be noted

that medical professionals as end-users claimed that lower accuracy is acceptable so long as there

is explanation on why it has low accuracy [Tonekaboni et al., 2019], and the trade-off between

accuracy and explainability varies among different stakeholders [Gerlings et al., 2021].

Patients as data and system subjects have the right to explanation and have been put under

the overall goal of explainable AI, which is to enable human users to understand and appropriately

trust a machine learning system [Gunning, 2017]. It is important for patients, who are mostly

not AI/ML and healthcare experts, to be able comprehend information to understand diagnoses

and treatment options available to them [Holzinger et al., 2017]. To the extent of our knowledge,

research on explainable AI for non-experts or patients are limited. To help with understandabil-

ity, explanation successfully helped patients form a better mental model of the AI system with

algorithmic component transparency in a fitness app [Eiband et al., 2018] and with counterfactual

explanation in pneumonia detection [Mertes et al., 2020]. Counterfactual explanation is argued to

be easy to understand and interpret [Miller, 2018], and there is a possible correlation between un-

derstandability and trust, since research also showed the increased level in trust after exposure to

counterfactual explanations [Mertes et al., 2020]. Research on explanation to aid future actions for

patients/non-experts shows that placebic explanation invoke a false sense of security and increase

trust [Eiband et al., 2019].
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2.4 Chapter Summary

In this chapter, a review of different explanation and trust concepts is provided. Furthermore, the

chapter discussed different research on explainable AI that might guide the development of the

design method. The review presented evidence that despite many years of research, the relation

between AI explanation in medical support systems and non-expert user trust is still unclear. The

following chapter will discuss the research questions that need to be answered and the methods

that have been applied to them, based on the identified research gaps from this chapter.
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Chapter 3

Preliminary Study: Understand the

Main Research Question and User

Pre-dispositions on the Applications

of AI in Healthcare

3.1 Research Questions to Answer

In the broader context of this research, we conducted a preliminary user study. This preliminary

study was exploratory in nature, and had three main objectives. The first objective was to gather

insights into non-expert users’ general disposition towards AI, key challenges and opportunities

in using AI healthcare systems, and also trust issues that may occur in the use of AI systems

in healthcare. Achieving this objective does not necessarily answer our main research question,

but helps us to ground our research on the current beliefs of the general public. The second

objective was to understand what factors influence public trust in AI healthcare systems. The

final objective was to begin to explore the role of explanation in influencing user trust. Achieving

these two objectives will help us define the framework of explanation and trust previously defined

by the literature.

This preliminary user study aimed at generating insights into our main research questions and

at gathering initial user feedback on the application of AI in healthcare. More specifically the

study focused on finding out:

RQ 1.1: What are the main challenges and opportunities of using AI in disease detection and

preliminary diagnosis (AI medical support system) for non-expert users?

RQ 1.2: What are the general non-expert users’ pre-dispositions towards the application of AI in

healthcare?

RQ 1.3: What are the factors that affect human trust judgements in AI medical support systems?
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RQ 1.4: To what extent different content types of explanation affect users’ trust judgement in AI

medical support systems?

3.2 Overall Methodology

In investigating our research questions, we combine several methodologies. We decided to com-

bine an online survey and a focus group for data collection methods. A survey can identify the

characteristics of a broad population of individuals if a clear research question inquiring about the

nature of the target population is present [Easterbrook et al., 2008]. Furthermore, when compared

to other data collection techniques, questionnaires can reach many people by employing a low

amount of resources. We specifically chose an online survey, instead of a paper survey, because an

online survey takes advantage of the Internet to provide access to broader groups and is efficient

in time [Wright, 2005].

We understand that the answers from an online survey are usually quite short, therefore, we

also conducted a focus group. A focus group is an effective way to collect rich data because of the

nature of the interaction between participants [Mansell et al., 2004]. In addition, a focus group is

known to be quick and inexpensive, which is needed because the subsequent process of analysis

could be arduous and time consuming [Beyea and Nicoll, 2000]. The results of both data collections

were analysed separately using both qualitative and quantitative methods, based on the type of

data, and intended to complement each other. The analysis results will help us form the system

requirements of an explainable AI tool for preliminary cancer detection and diagnosis. The study

was approved by our institution’s Human Research Ethics Committee (HREC/3201).

The Dramatising Vignette

The purpose of this study is to elicit insights and reflections on AI applications in healthcare,

focusing on non-experts’ trust and its relation with the explanation. To evoke and elicit these

insights we use a vignette technique. The vignette technique is a method that can elicit perceptions,

opinions, beliefs and attitudes from responses or comments to stories depicting scenarios and

situations [Barter and Renold, 1999]. A vignette is also appropriate to elicit users’ feedback on the

implications of possible futures yet to be realised. Because public use of an AI assisted healthcare

application for preliminary cancer diagnosis, which is also to provide explanations does not yet

exist, this method is suitable for our study.

According to Finch, vignettes are “short stories about hypothetical characters in specified cir-

cumstances, to whose situation the interviewee is invited to respond" [Finch, 1987]. The vignette

written for this study is a fictitious scenario in which AI assisted health assessment is available and

accessible to everyone for preliminary cancer diagnosis. Even though the vignette is fiction, the

story still must appear plausible and real to participants [Barter and Renold, 1999]. A vignette can

be constructed around actual experience. Our vignette was constructed around real experiences
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shared by breast cancer survivors on the breast health centre website 1. The dramatization of

the vignette is by design, with the objectives to stretch participant’s thinking towards opposing

views, and to promote reflection on contested actions and unexpected consequences. Thus, the

vignette included extreme cases such as misdiagnosis and waiting list/time for health care. Op-

posing views were included because we didn’t want the vignette to sway participants towards one

view. For example, a misdiagnosis by a real doctor but a correct diagnosis by the AI system in

the vignette could potentially be seen as favouring AI technology. In order to maintain the real-

ism of the dramatised vignette, we also consulted with medical professionals. In addition to the

scenario being close to the real medical scenario, the AI technology was also rooted in the real AI

application, even if the technology is not realistically available on the market. The breast cancer

self-screening application (CARE) was inspired by commercial portable medical devices such as

Talos2 and Braster3, and also by promising research [Ma et al., 2019].

3.3 Focus Group

3.3.1 Method

In the focus group we explored the general dispositions of lay users towards the use of intelligent

systems in healthcare, and the factors that affect people’s trust in machine assisted health diagnosis.

The focus group consisted of a set of four guiding questions: engagement, exploration, and post-

vignette and exit questions (see Appendix A). The focus group was carried out to gather qualitative

data to address RQ 1.1-1.3 before and after reading the vignette (Post Vignette Questions), and

also while discussing openly in a focus group conversation. Finally, the Exit questions in the focus

group aimed at gathering feedback on under-investigated components of trust, which may have

been overlooked by the literature, but are relevant to the users in a healthcare scenario.

3.3.2 Data Collection and Analysis

Eight participants were recruited through email and asked to attend a face to face meeting at the

Open University. The recruitment email included study Information Sheet and Consent Form,

with no condition to voluntarily participate. Participants were all OU students or staff, and 2 out

of the 8 participants were experienced in developing AI and machine learning systems. The focus

group ran for 1 hour and was audio recorded. The recordings from the focus group discussion were

then transcribed, and any personal information was deleted from the transcripts. Please note that

some of the participants in the focus groups already knew each other.

The transcripts of the focus group were qualitatively analysed to uncover participants’ insights

on the user study’s research questions. We used a grounded theory approach to analyse the focus

group transcripts; this involved developing codes, categories and themes inductively (open coding),

1http://www.breastlink.com/
2https://talosapp.me/breast-cancer-self-exam-self-screening-talos-app/
3https://www.braster.eu/en/system-braster/what-is-braster
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rather than imposing predetermined classifications on the data [Glaser and Strauss, 1967]. Several

studies of healthcare systems and technologies have successfully applied Grounded theory methods

[Thom and Campbell, 1997][Winkelman et al., 2005]. A key feature of grounded theory is the

constant comparison, the activity to create codes and then group them into categories to ascertain

importance. Data is compared to other pieces of data with similar categories, and as the pieces are

compared, additional categories and relationships emerge; finally, categories are defined, described,

and become the building blocks for the emerging theory. Through this process, grounded theory

moves the qualitative analysis beyond a description of the experience, and enables the generation

of a wider (theoretical) understanding of the observed phenomenon [Creswell and Poth, 2017].

Grounded theory is an appropriate approach to be used in this preliminary user study, where we

are still in the exploratory phase, because it allows for the generation of new assertions, hypotheses

and connections.

3.3.3 Results

The transcript were openly coded and 70 initial codes emerged. These codes were then assessed in

order to produce categories and themes within the data. The codes were later mapped by using

axial and selective coding. Axial coding consists of identifying relationships among the open codes.

Selective coding is figuring out the core variables that includes all of the data, then selectively code

any data that relates to the core identified variables. The codes that represent these core variables

are: User Needs, Communication, User Concern, AI usage, and Trust. When we talk about User,

we refer to users of the AI healthcare system.

In the following we describe each of the variables individually, and then discuss final insights

from the analysis.

User Needs

Participants, whether they were talking about current AI systems or imaginative future systems,

voiced what they need from the system in two main forms: by providing design suggestions or by

envisioning interaction modalities (Fig 3.1). The design suggestions referred mostly to the technical

competence and trustworthiness of the system, such as the use of real data, correct data, good

parameters, and enabling continuous improvement.

"I feel like the parameters that had been used to build the system are really important."

"I believe that the system should be built correctly and lots of fundamental data being collected

from the like the real scenario."

"So it (AI system) really needs to be very trustworthy and it should go through numerous

trustworthy parameters and [...] a very credible and trustworthy data." 4

Interaction modalities suggestions mostly relate to the human’s side of the interaction, such as

user’s autonomy, and users’ capability to have a say in the AI assisted decision. This topic was
4In some cases, for the sake of understandability, we fixed some of the grammatical errors on the quotes without

trying to intervene with the intended sentences.
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mentioned 11 times during the discussion. Autonomy is an important principle in medical ethics as

perceived by patients. It means individuals demand to be free to choose whether and what kind of

treatment to receive [Jonsen et al., 1982]. Autonomy is relevant for both interaction with medical

professionals (patients’ autonomy) and AI systems (users’ autonomy). In the AI healthcare system

context, users should have the right to make decisions for themselves; and should be put in the

right conditions that enable them to make those decisions in a well informed and autonomous way.

The decisions mentioned by participants vary, from decisions regarding treatment,

"I don’t want an AI to come in and dictate treatments even if they’re correct treatments without

consulting the patient about what the patient wants because it isn’t healthcare at any cost"

"he (the doctor) was wonderful [...] so he presented his options to me in terms of, because he

understood me, and it meant that we could together navigate the space of treatments."

to decisions regarding whether or not they want to use the system,

"I would like to be able to invoke it or turn it off at my choice."

"it’s the difference between me choosing to use a tool and a tool imposing itself on me. partic-

ularly an invisible tool."

or even decisions about the conditions that enable them to make decisions, e.g. decisions about

what kind of explanation users want to receive.

"you could be given references if you wanted to do research. but it’s also up to you"

"I want precise things that I can understand and look up that I can research, and I want the

doctor’s explanation of how that applies to me. I know that that varies from person to person."

Participants suggestions regarding interaction modalities indicate how important is user’s un-

derstandability (coded 11 times). Understandability covers both their understanding of the system

and their understanding of the medical terms used by either medical professionals or the AI system.

Users talked about:

"are we supposed to imagine in the vignette that this is the message that they get? H2 negative

or whatever it was. Because I don’t know any of that means. "

"This is what they gave me at the first result of my MRI scan. There are many many huge and

terrifying words that a layperson will not understand. "

"I remember going with her to doctors and the doctors would tell us, things that we couldn’t

understand at all. So I do think that communication is a big issue that should be reflected in any

AI device."

Communication

Communication took a big part of the discussion. Our understanding of communication in this

context includes both communication between patients and doctors (or medical professionals in

general), and how it can be mediated (or translated) as communication with the AI system (See

Fig 3.2). From the discussion, different actors (roles) emerged as being involved in the human-AI

healthcare system interaction, Patients, Doctors, the AI system, and the wider Healthcare ecosys-

tem (including a variety of Health institutions). In the conversation no direct communication was
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Figure 3.1: User needs codes relation map. Themes and subthemes were depicted as rectangles,

with frequencies written as numbers next to subthemes.

mentioned with the healthcare ecosystem, but this was conceived as a background authority or

context which became relevant especially when talking about issues of certification and account-

ability.

Participants discussed about their previous experience with medical professionals, whether

positive or negative. The data shows that there is a relationship between communication and

understandability. Communication could improve understandability, however the opposite could

also be the case. Various instances were mentioned in which participants could not understand

or interpret their medical report without appropriate mediated communication with the medical

professional. Without good communication and explanation, things become hard to understand.

"This is what they gave me at the first result of my MRI scan. There are many many huge and

terrifying words that a layperson will not understand. If you then go to doctor Wikipedia you will

end up 10 times as scared as you were before. The specialists that I then saw was fairly ‘meh’ that

I as the patient had been given this information being given time to interpret it whether rightly or

wrongly without a specialist being there in the first place" [P04]

Bad-practice communication could also affect users’ trust towards a medical professional or an

AI healthcare system.

"So if I go to a doctor who won’t let me see your test results or the x rays, or to talk to me

in precise language, I do not trust the doctor. If an AI spoke down to me, I would distrust it the

same way. I want both pieces."[P01]
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As mentioned in the User Needs section, Understandability here includes users’ understanding

of medical terms used by either medical professionals or AI systems. The use of medical terms or

expert language could negatively affect patient understanding. For instance, one of the participants

had their MRI reports with them during the focus group, and this is what they said about it: "I

remember going [...] to doctors and the doctors would tell us, things that we couldn’t understand

at all. So I do think that communication is a big issue that should be reflected in any AI device."

[P06]

It is worth noticing that in the quotes above, participants expect the communication with

the AI system to be somehow translated and of a standard that is comparable to their existing

experiences of communicating with medical professionals. The extent to which this is a desirable

condition or a wrong expectation should be investigated and taken into account in the design phase

of the XAI system.

Patients also described the conditions in which understandability can be improved by meaning-

ful explanation and the factor affecting meaningful explanation, these are: intellegibility, clarity,

engagement and verifiability.

A participant described a medical professional as "good at explaining" when the explanation

given is clear,

"he did ask question and she was very good at explaining them [...]. it was very clear and that

made a huge difference".[P01]

and valued explanation that is intelligible to them.

"he (the doctor) said “I want to put you on this thing, it used to be used as an antidepressant,

now we use it as a headache medicine”, as opposed with what the mechanism is with chemical he

said “nope, it’s clinical, have a go”. [...]. I quite valued that, because he was making his reasoning

intelligible to me."[P01]

In the quote above, the participant not only expressed their positive impression on the expla-

nation intelligibility, but also their value on how the doctor engaged in the communication. One of

the participants explicitly said that AI systems need to be intelligible and integratable with human

intelligence.

"It (AI) needs to be intelligible, and accountable, and integratable with human intelligence."[P01]

Human intelligence can be defined as the human capability to learn from past experience,

making observation to learn something new, and adapting to new situations using the gained

knowledge. The expression of this human capability is referred to in the analysis as "human

touch", and it is what allows medical doctors to effectively engage with their patients. In the

following extract of the focus group discussion, we can notice the relevance given by participants

to engagement and human’s touch in the communication process:

"he (the doctor) was wonderful [...] so he presented his options to me in terms of, because he

understood me, and it meant that we could together navigate the space of treatments in a way that

was informed.[...]. he was clearly signalling to me, I’m not going to lie to you. "[P01]

"it’s not just about truth though, it’s also about understanding your patient."[P03]
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Figure 3.2: Communication codes relation map. Themes and subthemes were depicted as rectan-

gles, with frequencies written as numbers next to subthemes.

"and engaging your patient as part of treatment (selection)."[P01]

Participants only explicitly required the AI system to be intelligible. However, they implicitly

translated the requirements of meaningful explanation and understandability (derived from their

experience with medical professionals) to the AI system. We can therefore conclude that clarity

and engagement are also part of what meaningful explanation is in the eyes of lay users.

Communication also affects participant willingness to use AI systems. Participants suggest that

AI system-patient communications should be built upon existing theories and practices of patient-

doctor communication, and knowing that these theories have been embedded into the design of

the system would improve users’ trust and usage.

"I know a lot of doctors have been working on that. They have training on storytelling, they

have training on psychology, on how to talk to patient etc. The extent to which this also applied to

AI, I don’t know, but it’s definitely something that at least for me it would make me trust AI. no,

to use AI more for now."[P06]

User Concern

When initially asked during the engagement and exploration questions, the most frequent reaction,

from many participants, about the usage of AI in healthcare, was concern. The main types of

concern identified were: abuse and misuse; bias; AI method; ethics and privacy; accountability;

and time concern (See Fig 3.3). The abuse and misuse concern expressed by the participant referred

to unexpected changes to law and policing processes:

"I have reservations about ethical stuff, especially with regards to like how policing use AI, how

court system uses AI."[P03]

and how the privacy is relevant with the possible misuse:

"I also have the same privacy concerns about the openness, being listened to by humans and

being exploited."[P04]
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Figure 3.3: User concern codes relation map. Themes and subthemes were depicted as rectangles,

with frequencies written as numbers next to subthemes.

A participant talked about concern in ethics and privacy, and how it relates with recent con-

troversy:

"I also have the same privacy concerns about the openness, being listened to by humans and

being exploited. [...] I think the openness thing comes straight back into it as well when you find

things like the NHS parts of Google 2 million patient records for training AI purposes without the

consent and without considering the ethics of their inability to fully anonymise the data."[P04]

Bias is also one of the concerns discussed by participants, which include technical bias and

social bias.

"I think they weirdly only think about technical bias and a lot of the papers about algorithmic

bias and all that stuff, instead of the social bias that might impact anything."[P04]

Some of the participants were concerned about the AI’s method and its technical capabilities,

including accuracy and errors:

"given the quality of our understanding of health and disease, it’s appalling because we don’t

have the precision to train any of these systems."[P01]

"San Francisco just become the first city to ban facial recognition cameras because they say it’s

not the AI behind it just is not accurate enough to be used in the way that we have been doing."[P04]

If the technical capability is not sufficient, there is a chance that bad prediction or misdiagnosis

could happen:

"healthcare system is really significant, and anything, any small, any kind of bad prediction, or

things that have been given by the system, could make the person vulnerable."[P07]

Participants also discussed time concerns and how they relate with patient’s anxiety.

"[...] So that would almost argue this as well why don’t we have more AI if it enables us to cut

53



down some of the delays and perhaps AI plus the care nurse will be a good combination."[P08]

"if you combine that (refers to the point made by P08) with an ability to accelerate something

you could get to a crisis point. So lots of people would calm down if they had some information and

are able to wait for months for treatment. Some people would actually go into a tailspin. But if

you can spot those as a result of the combination then you can prevent that kind of tertiary."[P01]

A participant also questioned the system’s accountability: Who is going to be responsible for

AI predictions? This leads to discussions about systems certification (licensing) and credibility.

Physicians have their medical license as their certification, while the lack of equivalent certification

towards AI healthcare systems is concerning.

"So there’s all of those things to consider as well. Before you get to the AI bit. the thing about

the AI being accountable is very very necessary. In medicine I would say."[P04]

AI Usage and Opportunities

The positive opinions about AI brought up by the participants mostly related to how AI can help

in everyday life (outside the healthcare domain) but also how it could help to deal with some of

the flaws in healthcare (See Fig 3.4). Here are examples of AI usage in everyday life:

"I find it it’s super super useful. I use it for cooking, for timers, for music, for so many things.

And I do find it very useful."[P06]

"I love the fact that I can talk to my wrist and remind me to do things. So, I think that’s

useful."[P04]

Users seem to be able to envision positive future AI applications in entertainment, domotic and

everyday life task management. In this context there is something about the combination between

the timeliness of the AI feedback ("in the moment") and the contextual embedding ("in the space",

"at my wrist while I walk", "in the kitchen while I am cooking") which make the interaction

valuable to the users, more than the quality of the AI feedback (which is never mentioned when

discussing positive aspects of AI applications). According to the proposed guidelines of human-AI

interaction AI should consider the time of when its acting based on the user’s current task and

environment, and AI should display information relevant to the user’s current task and environment

[Amershi et al., 2019]. The statements said by participants actually proved that these guidelines

are important to users.

The only mention to positive AI usage in healthcare is identified in the potential to help with

the delay which usually occur in the healthcare process: AI is seen as support to early detection

and monitoring of medical conditions.

"I think in most circumstances and in those circumstances used more as a flag of there’s some-

thing here, you go on and have a look. That’s useful."[P05]

"...why don’t we have more AI if it enables us to cut down some of the delays and perhaps AI

plus the care nurse will be a good combination."[P08]

AI could also help solve one of the problems related to doctor’s liability, which is diagnosis

disagreement:
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Figure 3.4: AI usage codes relation map. Themes and subthemes were depicted as rectangles, with

frequencies written as numbers next to subthemes.

"They got radiographers to look at scans and ,in many examples, trained experts with a decade’s

worth of experience couldn’t agree whether this particular set of white caps had calcified cells rep-

resent cancer or didn’t. So the idea of the AI being a level on top of that is a great idea."[P04]

We speculate that also in the case of healthcare applications the "in time" and "in context"

dimensions of the user-AI interaction may be key to promote technology adoption. We will further

investigate and consider this in the design phase of the explanation on AI system.

Trust

Trust is one of the significant variables in this preliminary study. Based on the questions asked

about trust before and after the vignette, trust is affected by communication and credibility. AI

systems credibility could be proven with license or certificate. License and certification is required

for all medical tools, and AI in the healthcare should too:

"Yes but in a professional context, where I’m actually getting this from like a tool that’s been,

a commercial grade tool not a research tool, I’m trusting you."[P03]

When participants were asked the straightforward question about what could improve their

trust towards an AI healthcare system, most of the answers were related with Credibility and

Certification.

"Overseeing bodies, both in the U.S. and here, and elsewhere. I think (here) it’s BMC, the royal

colleges. Things that you have to be able to practice medicine in most countries. Integrating AI

into that system somehow. Whether it’s, whether it’s, through having to release your bug report

and knowing what the control condition is you run the amazing test results. "[P05]

"What if AI go through a residency with a real physicians. The tool itself need to be continuously

improved for a period of two years by physicians, by experts, in clinical practice."[P03]

"I think for me to use AI and feel more trust towards the tools, it would be to know the research

behind it. you know how the tool was built, where’s the research coming from, etc." [P06]
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Figure 3.5: Trustworthiness codes relation map. Themes and subthemes were depicted as rectan-

gles, with frequencies written as numbers next to subthemes.

3.3.4 Discussion

The objectives of the focus group as described in the methodology were: to gather feedback on

untapped components of trust, which may have been overlooked by the literature, but are relevant

to the users in a healthcare scenario; and to distill initial insights on the four research questions

for the preliminary study. In this section, the results are going to be discussed and analysed based

on the objectives.

Challenges and Opportunities of using AI in Healthcare

Only one of the participants had ever encountered medical software, therefore, most of the users’

predisposition towards application of intelligent systems in healthcare are mostly about User Con-

cerns with their idea of future AI systems. The participants expressed their concerns about AI

systems in healthcare, such as accountability, privacy and ethics. These concerns are reflecting

McCradden et al. research finding, such as, patients are concerned that their data could be sold or

used for other purposes [McCradden et al., 2020]. Currently, there are no overseeing bodies that

regulate standardization on AI healthcare systems, and as a result people are worried.

Participants were expressing their worries towards privacy and ethical issues, one of them being

data usage. Modern AI, such as Deep Neural Networks, require a large amount of data to train

the algorithm and improve its accuracy. This could be a problem for AI in healthcare, if there is

a shortage of data or if data is hard to access, integrate and keep up to date.

Last year, there was an uproar over the NHS allegedly illegally handing 1.6 million patient

records to Google’s DeepMind as part of a trial [Powles and Hodson, 2017]. DeepMind claimed

they were developing a smartphone app, called ‘Streams’, to help clinicians manage acute kidney

injury (AKI). This news sparked conversations about privacy and ethics, and was brought up by

one of the participants as a specific concerning example. However, this could else be seen as an

opportunity to build a private and ethical medical dataset. Participants showed their interest to

donate their real data, as long as it can not be traced back to them.
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"How do we donate your data to science?" [P03]

"But then the question becomes how much do you value your privacy? I mean, I would do all

of that, if it would really preserve my privacy."[P01]

The second opportunity that wasa suggested is to use AI as a clinical decision support system

to help healthcare professionals to reach diagnosis agreement. Two of the participants brought up

Malcolm Gladwell’s article [Gladwell, 2004], about ten board-certified radiologists having different

opinions on mammogram images. Finally, a third opportunity is to use AI to help improve the

current healthcare system. One of the flaws in the UK healthcare system (NHS) is time delay, and

AI could help accelerate some of the processes.

The Relation Between Explanation and Trust

While the focus group questions did not focus on explanation, nonetheless meaningful explanation

was discussed. The main assumption of this research is that explanation affect trust. However,

from the analysis, we found that there is no direct link that connects explanation and trust. Trust

is connected to communication, and meaningful explanation is connected to understandability,

which is connected to communication (See Fig 3.6). This relation implies that explanation can

affect trust. However, if the explanation is not understandable and not communicated correctly,

explanation might not correctly affect user trust level. How to communicate explanation effectively

needs to be investigated, and the answer from RQ2 is expected to help answer this question.

Figure 3.6: Explanation and trust relation

Factors Affecting Human-AI Trust

In the literature review, we identified six human-AI trust factors, which are: perceived under-

standability, perceived reliability, perceived technical competence, faith, personal attachment, and

perceived helpfulness. Perceived Technical competence is realised when a user perceives a system

performing the tasks accurately and correctly, based on its input. Perceived Understandability is
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realised when a user can form a mental model, about how something works, and predicts future

system behaviour. Perceived Reliability is realised when a user perceives a system to be consis-

tently functioning. Personal attachment is realised when a user finds using the system agreeable,

preferable, and the system suits their personal taste. Faith is realised when a user has belief in the

untried system’s ability to perform. Perceived helpfulness is realised when a user believes that the

system provides adequate, effective, and responsive help.

As shown in Fig 3.5, trust is affected by communication and credibility. AI systems’ credi-

bility could be proven with license or certification. License and certification are required for all

medical tools, and AI in healthcare should too."Overseeing bodies, both in the U.S. and here, and

elsewhere. I think (here) it’s BMC, the royal colleges. Things that you have to be able to practice

medicine in most countries. Integrating AI into that system somehow. Whether it’s, through hav-

ing to release your bug report and knowing what the control condition is you run the amazing test

results. "-P5."What if AI goes through a residency with real physicians. The tool itself needs to be

continuously improved for a period of two years by physicians, by experts, in clinical practice."-P3

Autonomy is an important principle in medical ethics as perceived by patients, and it means

individuals demand to be free to choose whether and what kind of treatment to receive [Jonsen

et al., 1982]. Autonomy is relevant for both interactions between medical professionals and pa-

tients, and between AI systems and users. In the AI healthcare system context, users should have

the right to make decisions for themselves; and should be put in the right conditions that enable

them to make those decisions in a well informed but autonomous way. The decisions mentioned by

participants vary from decisions regarding treatment to decisions regarding whether or not they

want to use the system, or even decisions about the conditions that enable them to make decisions.

In this case, it is deciding what kind of information users want to be given in the explanation. "I

would like to be able to invoke it or turn it off at my choice."-P1."you could be given references if

you wanted to do research. but it’s also up to you"-P6.

From these results, two main additional trust factors emerged: Institutional Credibility and

User Autonomy (See Table 3.1). For Institutional Credibility, participants meant that the users’

trust is placed in the institution which regulates the certification of the AI system. We previously

did not include institution-based trust in the initial trust factors, because according to McKnight et

al.’s paper, institution-based trust is outside of the overall concept of trust in a specific technology

[Mcknight et al., 2011]. Since trust towards an AI system can be considered as trust in a specific

technology, we did not include institutional credibility as a trust factor.

User Autonomy is also deemed as important by participants. As mentioned above, a user

should be able to control their decision regarding treatment or regarding whether or not to use

the system. This is in line with previous research on trust in healthcare: patient’s trust improves

when doctors give patient autonomy by letting them manage their disease [Rowe and Calnan, 2006]

[Croker et al., 2013].

58



Trust Factor Description

institutional credibility user beliefs that the technology has been tested or certified by

overseeing bodies.

user autonomy user knows and able to decide for their own decision.

Table 3.1: Human-AI Trust Additional Trust Factors and Descriptions

Meaningful Explanation Characteristics

In the literature review, we hypothesised there are 6 characteristics of meaningful explanations,

which are: contrastive, social, truthful, generalisable, thorough, domain/role dependent. Con-

trastive is explaining the cause of an event relative to some other event that did not occur. Social

is making explanation part of a conversation or interaction between the giver and the receiver of

the explanation. Truthful is explanation that is proven to be true in reality. Generalisable is an

explanation that covers a broad events or cases. Thorough is a detailed explanation that people

perceive as complete and satisfying. Domain/role dependent is explanation that matches people

prior knowledge and observations based on their role or domain expertise.

As shown in Fig 3.2 codes that are related with meaningful explanation are intelligible, clarity,

engagement, and verifiable. In the process of selecting the characteristics of meaningful expla-

nation, we defined meaningful explanation as explanation that is acceptable and understandable.

Intelligibility is always part of our goal, and is the reason why contrastive, generalisable, thorough,

and domain/role dependent were selected as characteristics of a meaningful explanation. Therefore,

intelligible explanation is not included in the framework of meaningful explanation.

The engagement part of meaningful explanation discussed in the focus group is what was defined

in the social characteristic, when the explanation is a part of conversation or interaction between

patient and doctor or user and AI system. Since this aspect concern primarily the interaction,

Interactive is a more appropriate word to describe the characteristic of social explanation.

3.3.5 Limitations

While the insights we gathered from the focus group are substantial, this preliminary study has

several limitations that should be noted. This study is an exploratory study of quite a broad topic.

However, we only conducted one short focus group composed of not very diverse participants.

Although there was a participant with experience in healthcare technology, there was no healthcare

professional involved. All participants were also quite proficient in the use and knowledge of modern

technology. As in most qualitative studies, the participants were not statistically representative of

any population. Before the focus group, participants were asked to read the research information

sheet and signed the consent form. The information sheet provided research objectives and general

information about the research, which could have potentially influenced participants’ answers.
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3.4 Online Survey

From the literature in cognitive psychology and HCI, we have identified six characteristics of

meaningful explanation, based on a theory on how human comprehend and understand expla-

nation. The characteristics are contrastive, truthful, general, thorough, social/interactive, and

role/domain-dependent (See Table 3.2). However, only a small portion of the literature focuses on

explanation given by intelligent systems in the healthcare field. Therefore, to help contextualising,

expanding or revising our conceptualization of trustworthy explanations to the healthcare field, we

again used the dramatising vignette as a probing method and then ran an online survey asking

participants to rate four different explanation types. To elicit feedback on the explanation types

we used the six factors of human-AI trust elicited by the literature.

Explanations are Description

contrastive the cause of something relative to some other thing in contrast

domain/role dependent pragmatic and relative to the background context

general simpler and broad explanation is preferable

social/interactive people explain to transfer knowledge, thus can be a social exchange

truthful each elements are able to be proven right

thorough describes all of the underlying system

Table 3.2: Characteristics of Meaningful Explanation

3.4.1 Method

We designed an online survey consisting of 24 questions (Q1-Q24), structured in 3 main sections:

a set of baseline questions, a two-pages dramatizing vignette, and a post-vignette set of questions

(see Fig 3.7 and Appendix A for a list of the 24 survey questions and to read the dramatising

Vignette). The baseline questions were used to measure users’ preexisting understanding and

dispositions on the investigated matter. The Vignette was then used as a probe, to prime users’

reflections on the complex relationships and implications of applying AI to an healthcare scenario.

Finally the Post Vignette questions captured the users’ positions after in depth reflections. The

online survey results were analysed using mixed (both quantitative and quantitative) methods.

Fig 3.7 shows how the data collected with the online survey were analysed to address each of the

research questions highlighted above.

Baseline Questions

The baseline questions consist of 12 questions (Q1-12) in which we first ask participants their

demographic information, such as age and gender (Q1-2). Second, we gather quantitative insights

on the role of explanation in medical diagnosis (Q3-4). Finally we elicit users’ pre-dispositions

towards the use of AI systems in healthcare (Q5-11). These included questions about users’ trust

60



Figure 3.7: Online Survey Structure

in medical professionals (Q5) and AI diagnosis (Q10). The answers were quantitatively analysed

to help informs RQ 1.2.

The last question in the first set (Q12) aims at assessing the factors that affect human-AI trust

in a healthcare application scenario. Q12 measures the pre-existing relevance of each of these trust

factors using the Initial Human-AI Trust Measurement Instrument. A within-subject comparison

was done to compare before and post vignette trust factors level to address RQ 1.4. The second

section of the survey consists of a reading task: participants were asked to read and reflect on a

dramatizing vignette of a patient going through a difficult breast cancer diagnosis.

Post Vignette Questions

The final section of the online survey consists of the post-vignette questions and is divided in three

thematic sections each aimed at answering different aspects of the four research questions. Q13-16

aim at highlighting challenges and opportunities of using AI in healthcare, and at exploring the

potential issues of trust toward AI systems and the medical profession in general. Each participant

is explicitly asked to reflect on the vignette and to put herself in the protagonist’s shoes before

answering the questions. The answers to these open questions will be qualitatively analysed to

address RQ 1.1.

Q17-Q18 aim to re-measure users’ trust towards medical professionals and AI systems after

reading the vignette. Users are explicitly asked to personally reflect on the vignette. The answers

to those questions will be compared with the answers to Q5 and Q10, following a within-subjects

analysis to address RQ 1.2.

Q19-22 aim at exploring the role of explanation in affecting trust (RQ 1.4). From the critical

analysis of the literature we identified six different factors of “meaningful explanation” (See Table
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3.2) of which four can be expressed with a textual description, such as, contrastive, general, truthful,

and thorough. For each of these four factors we created an example textual explanation for the AI

system diagnosis described in the vignette. We asked participants to rate the AI system after having

read the explanation, and to reflect on the six trust factors while rating the AI system. During

the data collection, four independent and comparable groups of users were recruited, and each

group assigned a different explanation (Q19-Q21), plus a final question asking what explanation

interaction/interface they prefer (Q22). Following a between subject comparison of the results

we could identify which explanation (if any) affects which of the 6 components of trust, and to

what extent. The aim here is to improve our understanding of how different styles of linguistic

explanations affect specific aspects of users’ trust (RQ 1.4).

The last survey question, Q23, aims at measuring possible changes in participants’ perceptions

of the factors that affect human-AI trust, brought about by reading the vignette. This is both a

way to evaluate the Dramatizing Vignette as a method to probe and prime critical thinking, as

well as a way to distinguish pre-existing and interaction factors affecting participants’ perceptions.

Explanation Design

In order to design the explanation, we first looked at breast cancer diagnosis reports as well as

several screening reports, including ultrasound. Next, we designed the possible textual explana-

tions based on each characteristic definition, during small-scale informal design phase. We then

discussed the designed explanations with a researcher not involved in this study and with a med-

ical professional. The explanations were identical from a UI perspective, comprising a graphical

element, the diagnosis and the explanation text. The explanation texts were designed to stress the

four explanation characteristics: contrastive, truthful, general, thorough. We also tried to present

a balanced level of system’s capability, for example, in general style: "19 in 20 similar images",

and in truthful style: "95% similarities". The explanation text presented to the participants can

be seen in Table 3.3 and how we presented it can be seen in Figure 3.8.

Initial Human-AI Trust Measurement Instrument

The initial measurement instrument was developed based on the literature, using six trust factors

and three statement items for each factor. To the best of my knowledge, there is no rule of thumb

for the number of items that should be included in the measurement scale, as long as it’s not so long

that it can cause participation fatigue or affect motivation [Schultz and Whitney, 2005]. Since this

initial online survey is quite long, I decided to only use three statements for each factor, making it

18 statements in total. Participants were asked to rate, in a Likert 7-point scale, the importance

of 18 item statements before and after reading the dramatising vignette. For example, to evaluate

perceived technical competence, participants were asked to rate the following statement: "The

application would use appropriate methods to get results based on the information I input."
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Characteristic Presented Explanation

contrastive "From the screen image, Malignant lesions are present. Benign cases and fluid

cyst looks hollow and have a round shape. Your spots are not hollow and and

have irregular shapes. Therefore, your spots are detected as Malignant."

general "Based on your screen image, your spots are detected as Malignant. 19 in 20

similar images are in Malignant class."

truthful "Using 5,600 of ultrasound images in our database, your image have 95% sim-

ilarities with Malignant cases."

thorough "Malignant lesions are present at 2 sites, 30mm and 5mm. Non homogeneous.

Non parallel. Not circumscribed. Your risk of breast cancer as; 30-50 years

old, cyst history, woman is increased 20%"

Table 3.3: Explanation Styles

Figure 3.8: Explanation Styles presented to Each Group

3.4.2 Data Collection and Analysis

The participants were recruited from Mechanical Turk, with a survey set up using Google Forms.

Our target was 80 participants, with 40 participants from the general public and 40 participants

from workers in the healthcare field. We put "master worker" as the criterion and also put one

check-in question inside the survey to check if the participant read the vignette carefully. The tasks

were up for two weeks, and in the end, we had 53 participants with 15 workers from healthcare field

and 38 from the general public. Participants were free to randomly choose 1 out of 4 conditions,

with each condition having different explanation types. The number of participants for each

condition is not the same, with n=12 for condition 1 and 2, n=16 for condition 3, and n=13

for condition 4. However, since the difference is minimum, we decided to analysed it as it is.

We asked participants to rate the AI system after having read the dramatizing vignette and

to reflect on the six trust’s components while rating the AI system, in a 7-points Likert scale.
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Following a between-subject comparison of the results we were able to identify which explanation

type (if any) affects which of the six components of trust, and to what extent. The aim here is

that the quantitative analysis results could give us insights to improve our understanding of how

different styles of linguistic explanations affect specific aspects of users’ trust to answer our research

question.

To analyse the quantitative data, we used ANOVA tests, followed by Tukey’s posthoc paired

tests, to see the relative effects of different explanation types. The ANOVA test tells us whether

there is an overall difference between the groups, but it does not tell which specific groups differed.

The Tukey’s post-hoc tests can confirm where the difference occurred between specific groups.

Literature has emphasised that Likert data are robust to parametric assumptions, and that ‘para-

metric methods can be utilized without concern for “getting the wrong answer” ’ [Norman, 2010],

therefore, ANOVA is appropriate for Likert data. The results from these tests will be discussed in

the following section.

3.4.3 Results

Quantitative Data

Of the total 53 participants, 52% were female, 48% were male with 43% under 30-40 years old

(See Table 3.4). In terms of explanation in medical diagnosis, the majority rated explanation as

important (94%) and had sought explanation from experts previously (88%).

Variable Value Frequency %

Gender
Male 25 47.1

Female 28 52.8

Age

(median = 35)

<30 16 30.1

30-40 23 43.3

>40 14 26.4

Total 53

Table 3.4: Initial Survey Demographic

In terms of perception and familiarity with technology and AI in healthcare , 52% of the

participants had used a mobile application for monitoring or managing their health, and 52% had

heard of AI system or application to be used in healthcare. In total, 61% of participants claimed

that AI is capable of performing medical diagnosis (rating 5-7). On the interaction modality

preference, typing on screen was the most preferred interaction modality (77%) for AI systems

that can make high-risk assessments and predictions affecting participants’ health, compared to

talking to a human-sounding voice assistant (56%), or even a robot-sounding voice assistant (9%),

or asking a robot to speak and read the screen for them (13%).

Even though 61% of participants believe that AI is capable of performing medical diagnoses,

when it comes to doctors and AI systems providing different diagnoses, 71% of participants trust
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Figure 3.9: Participants perception on AI system in healthcare: AI’s capability to do medical

diagnosis (top left), AI’s diagnosis vs doctor’s in conflicting result (top right), trust towards AI’s

diagnosis before and after vignette (bottom left), and AI’s diagnosis vs doctor’s in general (bottom

right)

doctors’ diagnoses more than AI systems’ diagnoses. Participants trusted the diagnosis provided

by medical professionals (median=6, mean=5.97) more than AI systems (median=5, mean=4.38).

Interestingly, participants’ trust in the medical diagnosis from the AI system was higher in reflection

of the vignette scenario compared to their trust level before the vignette, and showed a significant

difference at p<0.5 (z= -3.93, p-value= .00008). See Figure 3.9 for details.

To answer RQ 1.1, what are the factors that influence trust in human-AI interactions in cancer

detection scenarios, we used our initial trust measurement instrument with a Likert scale, ranging

from negative (not at all) of 1 to positive (extremely) of 7, with 4 being neutral. Each trust factor

is represented as three statements, and the importance level for each factor is determined by the

median of three. As we can see in Figure 3.10, the distributions for all factors are skewed towards

positive (importance). Before the vignette, most participants selected reliability, technical com-

petence, and understandability as extremely important for a cancer diagnosis system. Perceived

helpfulness and Faith were rated as very important. Personal attachment was the only factor that

rated a low level of importance, with slightly important being the majority. After the vignette,

participants were asked to reflect on the given vignette, and again rate the level of importance for

each factor. Similarly to the judgement before the vignette, the distribution for all factors tended

towards positive importance (values >4). However, by reflecting on the vignette, more participants

rated all six trust factors as very important (See Figure 3.10).

To see the effects of different types of explanations, we ran an ANOVA for the six factors of trust,

comparing four types of explanations. We found that most explanation types were not significantly
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Figure 3.10: Likert ratings of six trust factors before (left) and after (right) the vignette.

different from the others in influencing the trust factor. The only trust factor that was significantly

affected by different explanation types was Personal Attachment (pvalue=0.02158). The ANOVA

test was then followed by Tukey’s HSD posthoc test for personal attachment, and found two

significant differences between explanations types. The differences were shown between general

and contrastive style explanations, and also between general and thorough style explanations.

Tukey’s HSD test analyses can be seen in Figure 3.11 and Table 3.5.

group1 group2 meandiff lower upper p-value reject

contrastive general -1.4924 -2.8778 -0.1071 0.0303 True

contrastive thorough -0.0449 -1.3735 1.2837 0.9 False

contrastive truthful -0.5 -1.8549 0.8549 0.7349 False

general thorough 1.4476 0.0879 2.8072 0.0329 True

general truthful 0.9924 -0.3929 2.3778 0.2375 False

thorough truthful -0.4551 -1.7837 0.8735 0.7740 False

Table 3.5: Tukey’s post-hoc for Personal Attachment. Reject for p-value<0.05

We inspected mode, median, and mean values for each item and the internal consistency of each

trust factor was then measured, using Cronbach’s alpha (See Table 3.6). Based on the median rat-

ing, most of the trust factors are rated as very (rating = 6) or extremely (rating = 7) important by

the survey respondents. The only item rated negatively (rating < 4) was the personal attachment

factor, with the statement: "you feel a sense of loss if the app is suddenly unavailable to use".

The perceived reliability, perceived technical competence, and perceived helpfulness factors demon-

strated excellent internal consistency, with their alpha coefficient > 0.8 [Cronbach, 1951][Nunnally,

1994]. Meanwhile, the internal consistency of perceived understandability, personal attachment,

and faith can be regarded as acceptable. The overall initial measurement demonstrated excellent

reliability, with Cronbach’s alpha > 0.94.

Qualitative Data

Following the vignette, several qualitative questions (Q13-Q16) related to the challenges and op-

portunities of AI systems in healthcare, specifically AI breast cancer self-diagnosis systems were
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Figure 3.11: Tukey’s post hoc test in Personal Attachment

reliability
technical

competence
understandability

personal

attachment
helpfulness faith

r1 r2 r3 tc1 tc2 tc3 u1 u2 u3 p1 p2 p3 h1 h2 h3 f1 f2 f3

mode 7 7 7 7 7 7 7 7 7 2 5 5 7 7 6 5 7 6

median 7 7 7 7 7 7 6 7 6 3 5 5 7 6 6 5 6 6

mean 6.2 6.0 6.4 6.3 6.2 6.0 5.6 6.0 5.7 3.0 5.2 5.3 6.1 5.8 5.7 5.2 5.5 5.4

α 0.81 0.82 0.77 0.75 0.90 0.76

Table 3.6: Importance Rating: Initial Measurement Scale with Six Trust Factors and Three State-

ment Items Each
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asked. If such a system were available, only eight (8) out of 53 participants would refuse to use

it. Some explicitly mentioned "trust" in their answers (P9, P42, P32, P53). "No. Because I

don’t trust the automated systems in such matters."- P42, "No, I trust a professional and not

some app and my own judgments"- P9. The rest were concerned about possible false hopes or

incorrect results (P6,P12,P28,P34). "No, because I don’t want the anxiety associated with that test

being right/wrong."- P28, "No, I would be afraid that it would provide me false hope or incorrect

information"- P34.

The majority of participants expressed their likelihood of using a system such as Care (AI

breast cancer self-diagnosis system) to varying degrees. Some required certain conditions, such

as, accuracy or reliability of the system, doctor involvement, and institutional certification, before

using the system. "Yes, if it was reliable. It would be like a preliminary step."- P11, "Might

use it if it was accurate."- P30, "I would probably use it but I would still want a regular doctor

to confirm or deny the results."- P20, "I would only use it after it was certified or endorsed by

a reputable organization."- P28. Some other participants were willing to use it unconditionally,

claiming the more information the better, or they emphasised the time concern. "Yes. Having

any answer seems like it would be good compared to waiting and waiting for a long time without

any answers."- P22, "Yes. More information is always better for a diagnosis"- P24. Interestingly,

when asked about the vignette scenario and whether they think Paula, the fictional user in the

vignette, should have trusted Care’s diagnosis and that she should have gone against the first

medical result, 12 participants said no. The reason they said no was because of trust "I don’t think

Paula should have trusted Care’s diagnosis - P22" (P17,P24,P29), reliability (P9,P18,P20) and

competence (P35,P28,P27,P23,P16,P14).

Based on the given dramatic vignettes, participants were asked to reflect on them and write

down the potential main issues/problems (challenges) and potential main advantages/benefits (op-

portunities) of AI systems in healthcare, specifically AI breast cancer self-diagnosis systems. The

potential issues indicated by the participants mostly fell under the Competence group, such as,

misdiagnosis, false positive, false negative, or inaccuracy (34 examples). Another potential issue

that emerged from the code was Anxiety (12 instances), with half of the instances (6 instances) of

anxiety mentioned as a side effect caused by the system’s incompetence. "If Care is wrong, it could

cause many problems and anxiety."- P47. "The main issue would be misdiagnosis that could cause

panic,..." -P44. In two instances, anxiety was mentioned as a potential opportunity for the app to

reduce users’ worries instead of causing them. "I wouldn’t really trust it over a doctor. I would still

go to the doctor and get results. It would be more like Paula, I would use it to ease my mind while

waiting." - P34. The topic of trust (13 instances) also arose in relation to the issue of over-reliance

caused by Over-trusting (7 instances), in addition to the issue of potential Distrust (6 instances)

on the system. "People could put too much weight on the result giving it the same value as a true

diagnosis."-P12. "People don’t trust it enough."-P48. With the usage of the AI system, another

concern is that there is No Immediate Action (10 instances) concretely done to the user after the

result, such as, medical treatment and emotional support at the time of diagnosis. "Care can’t
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perform treatments, so no matter what the diagnosis, you’ll always have to see a specialist to get

confirmation and treatment."- P50. "It could be dangerous for someone to receive a diagnosis while

alone with no support"-P27. In the relation to explanation, participants mentioned their concerns

about a lack of information or information that was not layperson-friendly. "Lack of information

of clinical symptoms and/or results of other examinations can be misleading"- P41. "...,vague

information or terms an average person may not use,..."- P52. Other challenges expressed by the

participants were potential misuse, conflicting result with doctor’s, and pricing.

For the main potential advantages/benefits (opportunities) of AI systems in healthcare, specif-

ically AI breast cancer self-diagnosis systems, participants mentioned Fast Result (18 instances)

compared to traditional diagnosis process. Three of the examples attributed the faster results

of AI systems to the effect of Ease Worry (10 instances) on users. "Quicker results is the main

advantage. I am a person who hates waiting on results so this would come in handy."- P34. "Get

some answers quickly, which gives you peace of mind"- P20. Although the same sentiment also ap-

peared twice before, this is a contradiction of the main challenge result: the use of AI self-diagnosis

systems can cause anxiety. "It can also help put your mind at ease if you think something may

be wrong."- P46. In relation to quick results, Early Detection (15 instances) was also seen as a

potential time-related benefit that AI systems could offer. For disease like Cancer, time is crucial

and early stage diagnosis can increase the chances of survival as it increases the success rate of

treatment. "The benefits are people checking sooner and more often and saving their lives."- P15.

"Detecting cancer, or even the possibility of cancer, early, helps in curing it. "- P22. AI systems

can also offer information that can be useful to users as a provider of Second Opinion (10 instances),

provider of More Information (9 instances) in general, or both. "I think Care would be a great tool

to confirm or challenge a doctor’s diagnosis because it gives a patient a second (or third, fourth,

etc) data point to assess. If used regularly, it can also be a great tool to track changes in your

condition without having to see a doctor."- P50. Price was previously mentioned as a potential

challenge for AI systems, but appeared three times in the AI system benefits question."It’s a cheap

and easy method of checking things yourself before seeking the advice of medical professionals."-

P31. A possible explanation for this might be due to participants’ assumptions regarding the

price of using AI systems, where higher prices are perceived as a challenge and lower prices are

perceived as an opportunity. Other opportunities expressed by participants were the potential of

AI physician teams, accessibility, and eliminating human error.

When asked about opinions on the explanations presented to them and whether they would like

them to be included in Care, for each type of explanation, four topics were consistently mentioned.

The first topic was Outcome Reasoning, where participants believed that the explanation helped

them understand the reasoning behind the diagnosis. "I want to know how it came to this con-

clusion, knowing the possible causes, treatments and information about service providers that can

help."- P35, "I like to have as much information as possible."- P17. Participants also mentioned

the need for other information, such as treatment. The second topic was More Information, where

participants believed that more information is always better. "An explanation will help someone
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better understand what is going on. When you hear (or read) that your lump is malignant, you

will panic. Being able to read even just a few sentences will help. The more information a person

has, the more prepared and the less dark they will feel."- P33. The third topic was Understandable,

where participants found the explanation easy to understand. "Easy to digest and understand. I

didn’t have to look anything up."- P11. Participants also mentioned that the explanations were

simple and straightforward, across all styles of explanation, not just for explanations with common

characteristics. One participant also mentioned that they did not need to look anything up in

relation to the topic Understandable, which relates to the last topic: Generic Terminology. Partic-

ipants preferred explanations using layman’s terms rather than medical jargon, which is difficult

for non-experts to understand and may lead to misinformation. "Medical terminology can be com-

plicated. I would definitely want this explained in simple terminology, so I would understand what’s

going on."- P44, "Medical jargon can be confusing and make you Google info, wrong info."- P38.

3.4.4 Discussion

Challenges and Opportunities of using AI system in Healthcare

Based on the short text responses to the survey, the challenges recognised by participants were

more personal in nature compared to the Focus Group. The topics mentioned were related to their

personal well-being, including mental health, caused by possible misdiagnosis or lack of support

after interacting with AI systems. However, for the opportunities recognised by participants, from

both the survey and focus group, participants expressed the potential for AI to improve healthcare

by providing rapid results and early detection. Interestingly, participants also saw the potential

of having more information about their personal health, which can be seen as an opportunity

in providing explanation to the patients. A qualitative study conducted by McCradden et al.

which explored public hopes and fears in AI healthcare research has shown almost identical results

[McCradden et al., 2020]. The identified hopes are: potential for faster and more accurate analyses,

and the identified fears are: loss of human touch and over-reliance.

The Relation Between Explanation and Trust

Our study confirms previous research indicating that different styles of explanation significantly

affect specific trust factors. In particular we found that Personal Attachment (pvalue=0.02158) was

significantly affected by different textual explanation styles, and was highly rated by the groups

that were presented with thorough and contrastive explanation styles. This means that among

the participants, thorough and contrastive styles suited their taste more, compared to the general

explanation style.

This finding was corroborated by the additional comparison of the four explanations by aver-

age trust ratings, which showed that general style explanation was significantly rated lower than

the rest of the explanation styles. Overall preferability scores also confirmed that general style

explanation was rated the lowest. Participants seemed to prefer thorough and contrastive styles
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explanation because of the rationale provided, and because of the layperson language used to pro-

vide the explanation. The need for a rationale was also suggested as a way to improve general

explanation style. However, further investigations about the extent to which explanation affects

trust judgement need to be conducted. The current results are not conclusive and sufficient to de-

velop an explanation style and trust relation model. Additional studies to explore the explanation

mediums and interaction types are also necessary.

Factors Affecting Human-AI Trust

Most of the trust factors were rated as very (rating = 6) or extremely (rating = 7) important

by the participants, with one item of the personal attachment factor rated the lowest (median =

3). However, as high internal consistency has been established, this initial measurement scale can

still be seen as a good starting point. Some refinements need to be made to the statement items,

particularly on the items of perceived understanding, personal attachment, and beliefs. A follow

up study with a proper measurement instrument development method need to be conducted.

Meaningful Explanation Characteristics

The characteristics of meaningful explanations are derived from studies on how humans under-

stand and comprehend explanations. Although each explanation was designed for one particular

characteristic: contrastive, general, honest, and thorough, it was also perceived to show other char-

acteristics by the survey participants. All explanations were considered simple (general), which

included a lot of information (thorough) and also system reasoning (contrastive), to help them

better understand the results and the system itself. Although not all of the participants had a

unified opinion, the fact that some participants said that they understood the explanations may

prove that the four characteristics of meaningful explanations are appropriate. It is my belief

that a better explanation is one that is designed using all the characteristics of a meaningful ex-

planation. From the survey, we also learnt that participants wanted more information, not only

system reasoning, but also information about the disease and additional information about the

system. Future research to investigate the design of explanations with all appropriate information

and having all the characteristics of a meaningful explanation, will be conducted.

3.4.5 Limitation

This preliminary study has several limitations that should be noted. This is an exploratory study

of quite a broad topic and only one online survey was conducted with low number of partici-

pants. The fact that some explanation styles did not show significantly different effects on users

trust judgements could be caused by the small sample size. Future studies with a bigger sample

size and a baseline group are needed to determine the extent to which explanation affects trust.

The use of a probing method, may have also possibly influenced participants’ reflection and self

reporting. Further research is needed to carefully determine whether this was the case or not.
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The different explanation types were designed with the consideration on the available XAI algo-

rithms and technologies, without any outsider input including from the target potential user: the

non-expert/laypeople. This might have caused the designs to be flawed and in need of further

development. The following chapter will discuss the study undertaken to provide insights into this

topic.

3.5 Overall Discussion

There are several connections and similarities between the results from the Focus Group and

the Online Survey. The main similarity between these results is that in the discussion on the

potential impact of AI on the healthcare industry, both recognised the benefits and opportunities

of using AI in healthcare, such as faster and more accurate diagnoses, early detection of diseases,

and personalized treatment plans, are closely related to the potential benefits of AI in healthcare

discussed in the first discussion. Similarly, the challenges and risks associated with AI in healthcare,

such as misdiagnosis and lack of personal touch, are related to the challenges and opportunities

were also realised by both participants in the Focus Group and Online Survey.

Another connection is the emphasis on the importance of human involvement in the develop-

ment and use of AI in healthcare. In the Focus Group discussion, it is noted that while AI can

improve efficiency and accuracy in healthcare, it should not replace human healthcare providers

entirely. Similarly, in the Online Survey discussion, the importance of maintaining the human

touch in healthcare is mentioned as a concern related to the use of AI.

As described in Chapter 2, research has shown that explanation can be used as a way to increase,

decrease trust, or to moderate the level of trust in AI systems. Future research can explore how to

design explanations that contain all the appropriate information and characteristics of meaningful

explanations, as well as the most effective modality for delivering these explanations. This could

involve investigating different forms of explanations, such as visual aids, videos, or interactive

interfaces, and comparing their effectiveness in improving trust and comprehension of AI systems.

Additionally, research can explore how different types of users may prefer different modalities or

styles of explanation based on their individual characteristics. This could lead to the development

of personalized explanation strategies that cater to the needs of different user groups. Ultimately,

such research could help to improve user trust in AI systems and enhance their acceptance of these

technologies in healthcare settings.

3.6 Conclusion

Trust is a significant factor influencing the adoption of AI systems and becomes an even greater

concern in sensitive contexts such as healthcare. This preliminary study suggested that trust is

indeed a factor that influences AI usage, whether it was directly or indirectly expressed by the

participants. The challenges discovered are: accountability, privacy, ethics, lack of competency,
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disproportionate trust level, and no immediate action or support. The opportunities recognised

are: improving healthcare service by reducing time delay, providing early detection, second opinion,

and more information. In addition, the majority of people believe that AI is capable of making

medical diagnoses and express a degree of trust in medical diagnoses derived from AI systems after

reflecting on a dramatising scenario. Analysis shows that people associated trust with diagnosis

communication. Although explanation was not directly mentioned, and therefore not directly

connected to trust, communication is a big part of trust assessment. As described in the previous

chapter, explanation is defined as an action to communicate understanding. Therefore, future

research on explanation and trust should approach explanations as a form of communication.

This preliminary study successfully contextualised trust factors from the literature: perceived

understanding, perceived reliability, perceived technical competence, personal attachment, and

perceived helpfulness, for the context of human-AI medical support systems. Based on the online

survey results, no factors were deemed irrelevant. Based on the focus group results, two additional

trust factors were included: institutional credibility and user autonomy. The online survey results

showed that the designed explanations with meaningful characteristics were not all significantly

different from the others in influencing trust judgements. The only trust factor that was affected

by different explanation types was Personal Attachment. Nevertheless, further investigations on

the extent to which explanations influence trust judgements need to be conducted.
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Chapter 4

User Study 2: Designing Meaningful

Explanations for an AI Medical

Support System

4.1 Research Questions to Answer

As explained in the previous chapter, the results of the first user study showed that there was no

significant difference among explanation content types in influencing trust and trust factors except

for personal attachment. However, research has shown that explanation can be used as a way to

increase or decrease trust, or to moderate the level of trust in AI systems. Hence, in this study,

we aim to investigate the extent to which explanations consisting of relevant information can help

users to rethink their perceptions of AI systems, reflect on their initial trust, and make considered

trust judgements. These objectives lead to the following research questions:

RQ 2.1: What are the characteristics of explanation that are meaningful for AI medical support

systems?

RQ 2.2: How to design a meaningful explanation interfaces for AI medical support systems?

RQ 2.3: To what extent a meaningful explanation affect users’ trust in AI medical support systems?

RQ 2.4: How do we translate our understanding of meaningful explanations into concrete guidelines

for the design of human interfaces for explanation in AI medical support systems?

These questions will be answered using two research design approaches: Participatory Design and

Informant Design.

Participatory Design is a design approach in which the people who are intended to use a par-

ticular product are invited to participate in designing it, with the purpose of empowering potential

users to develop solutions that are consistent with their preferences, and/or beliefs [Schuler and

Namioka, 1993]. Often this approach is implemented by forming groups who participate in col-

laborative workshops that aim to capture insights by using scenarios, paper prototypes, collages,
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mappings, mock-ups and face-to-face discussions. [Sanders et al., 2010]. These can be collected

directly through the artefacts created or through the use of questionnaires, observation notes or

interviews [Simonsen and Robertson, 2013].

Informant Design is an approach that involves informants, i.e. individuals with specialised

expertise, and invites them to inform decisions based on their expertise. This approach aims to

maximise the contribution of informants and acquire the specific input needed for a particular

project. To capture their inputs, various methods are used, such as interviews, questionnaires,

collaborative workshops, and artefact creation [Scaife et al., 1997]. In the case of AI in health-

care, it is important to involve different experts (informants) because different stakeholders can

contribute to AI healthcare adoption and implementation differently, such as, doctors, nurses,

administrators, and AI experts [Lebcir et al., 2021]. To this purpose,we engaged three types of

stakeholders: medical experts, AI experts and laypersons. Medical professionals have knowledge

of traditional healthcare scenarios and have established guidelines on how to explain a diagnosis or

health condition to patients. AI experts have extensive knowledge of AI systems, their processes,

and what technical aspects can be explained to laypersons. Non-expert users, on the other hand,

are asked to understand an AI system’s explanation with minimal (or zero) technical or medical

knowledge. Hence, they are a unique font of information about issues, needs, and expectations

about the medical explanation process from the patient perspective [Lim and Dey, 2011, Pu and

Chen, 2006, Kouki et al., 2017, Binns et al., 2018].

4.2 Initial Study: Design Workshop for User Perception on

the Current AI Explanation

Much of the previous research on interpretable machine learning has not been subjected to user

evaluations; the rare exceptions often only test people’s ability to predict a model’s outputs or

answer questions about its logic [Ribeiro et al., 2016, Ribeiro et al., 2018]. Following the preliminary

study, We were interested in understanding how the provision of various kinds of information about

AI outputs, considered as explanation, might affect the user’s trust. In order to understand user

perception on current approaches to AI Explanation, Participatory Design and Informant Design

approaches were chosen. This initial design workshop is a test workshop, to test the research

design, selected tools and techniques, before conducting the actual design workshop.

4.2.1 Methodology

According to Spinuzzi, there are three basic stages present in almost all participatory design re-

search: initial exploration, discovery, and prototyping [Spinuzzi, 2005]. In general, in the initial

exploration stage, designers meet with users and familiarise themselves with the ways in which

users work together. In the discovery stage, designers clarify the goals and values of the users, and

agree on the desired outcomes of the project. Last stage is prototyping stage, where designers and
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users form a technology artefact.

In this study, during the initial exploration stage, the designer meets with the users and explores

the participants’ position and knowledge of i) AI systems in healthcare and ii) the explanations

they give. At the next stage, the designer uncovers the user goals and characterises the desired

explanation as a project outcome, before moving to the prototyping stage. According to Sanders et

al., a participatory design activity has three dimensions: form, purpose and context [Sanders et al.,

2010]. In this study, the form of the activity is making a 2-D prototype using paper collages, with

the purpose to probe, prime, get better understanding, and generate an explanation design within

the face-to-face group context. The informants involved in this study includes health workers and

non-experts.

The 2-D collages prepared for the participants include paper prototyping tools and printed

explanations from AI systems available in the market (See Fig 4.1), such as:

• Skin Vision, a skin cancer detection/risk assessment mobile application.

• Lunit, a breast cancer detection application using mammography image.

• IBreastExam, also a breast cancer early detection application. IBreastExam use its own

portable device to examine the area.

4.2.2 Data Collection

Since this was a test workshop, participants were recruited privately. The workshop involved

12 participants comprising: two practising doctors, two medical students, one nurse, and seven

lay people. The workshop ran for one hour with only discussions and no prototypes were made.

Audio recordings taken from the discussions were transcribed with personal identifying information

redacted. Grounded theory analyses were conducted to explore rather than to impose participants’

comments on the explanations [Glaser and Strauss, 1967].

4.2.3 Result and Discussion

During the initial exploratory stage, all participants claimed to have no experience with AI in

healthcare and were unaware of AI explanations. Only three participants claimed to be familiar

with AI in general. Therefore, to prompt discussion, a printed explanation of AI was provided to

each participant. The discussion resulted in one major theme: Lack of Understanding. This theme

occurred in three instances of explanations, which can be broken down into two causes: lack of

explanation detail and lack of system information, noted below.

The Lack of Explanation Detail

The initial reaction of one of the participants after they read the example explanation was to enquire

about how the system gets results. When asked about their understanding of the explanation, some

participants asked about the details of the explanation, such as, image legends or specialised terms

used. “I understand that they are looking at the pattern, so I want to know what kind of pattern.
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Figure 4.1: The 2-D collages prepared for the workshop participants

Is it the tone colour or what?”- PA, “It only stated irregular pattern but what pattern? Not really

clear"- PB.

These responses are in the form of questions, indicating the participants’ lack of understanding

and desire to know more. Such questions can be addressed if the explanation has the character-

istics of a meaningful explanation: Thorough (See Table 3.2). The lack of detail issue expressed

by participants can also be overcome by explanations that have the meaningful characteristics,

Truthful and Contrastive, respectively: "They don’t say the evidence on why they come up with

this statement.”- PF, " how the image looks like if it’s (breast-scanning image) normal, how the

image looks if it’s not.”- PG

A comment from the participant about the explanation from the Skin Vision application is

quite striking. This response is not specifically about their understanding, but more about how

the lack of detail could result in a user dismissing their possible high risk condition."If I read this,

and I don’t feel like there’s anything wrong with my health, an explanation like this wouldn’t make

me want to go to the doctor. I would just ignore it. I don’t think it’s detailed enough, even if I’m

at high risk."-PH

The Lack of System’s Information

Participants also pointed at the lack of some system information, for example, participants asked

about the data information used by the system. Here is one of the conversations between partic-

ipants. “it said "AI has a big database, so they recognised the pattern", but what kind of data?” -

PA, "if they got high risk result, then maybe they want to know how big the data they used is, if

it’s a million images or hundreds of images. Or some extra information about the system"- PC.

When asked whether the participants understood the explanation or not, only three participants
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answered, with one participant saying yes and two participants saying no. At the end of the

discussion, the participants concluded that users do not need explanations from AI systems and

prefer to receive expert opinions directly.

4.2.4 Lesson Learned

This initial design workshop was not executed like it was intended. Participants were recruited

based on the availability, and only three participants were familiar with AI. Because of that, some

of the discussion time was spent on an introduction to AI and explanation. This unfamiliarity also

resulted in the indifference towards AI and AI explanation, which resulted in disengagement and

prevented a stimulating discussion. We will put this conclusion as a consideration in our future

work. A future participatory design study should consider participants knowledge on AI and try

a different approach to better prime and prompt the participants. Despite the limitations, this

initial study produced two interesting findings. One, the explanations provided by AI applications

on the market are insufficient and incomprehensible. Two, the information required by non-expert

users include: contrast images and information about the data used by the AI system.

From the first finding, we learned that simply showing the available AI explanations to laypeo-

ple may not be enough to start the discussion about what kind of explanation they expect or what

the explanation should look like. The gap in knowledge about both the AI technology and the

medical case is too large for a layperson to fully engage with the problem. This could be something

to consider for future studies that want to use a participatory design method that involves different

stakeholders. However, the second finding shows that non-expert users can engage with the ex-

planation component to a certain extent, for example on the included image. This shows that the

presentation of example explanations is still valuable and can be included in the chosen method.

Taking these findings into account, we chose a different approach to explore what non-experts

expect from AI explanation for our main study, which will be described in the next section.

4.3 Main Study: Staged-Based Design Process

Following the rather unsuccessful initial design workshop, a new method was considered. Partic-

ipatory design studies have traditionally been conducted in a face-to-face manner and certainly

this is the preferred situation for all involved. However, with a global pandemic underway, a new

method was needed, to accommodate online data collection. Hence, to engage different stakehold-

ers we took a Human-Computer Interaction (HCI) approach to explanation design [Gunning, 2017]

and followed a stage-based participatory process adapted from the work by Eiband et al. [Eiband

et al., 2018], who successfully implemented a method for explanation design, which improves the

transparency of recommender systems in fitness applications [Eiband et al., 2018]. This method is

particularly fit to our case since it enables individual investigation of expert and non-expert views

on the problem, and also provides a framework to combine different stakeholders’ knowledge to

inform design guidelines. The method consists of five stages and is divided into two main phases.
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The first phase focuses on "what" to explain, through the construction of an Expert Explanation

Model (what "can" be explained) and a User Explanation Model (what "needs" to be explained).

The second phase then focuses on synthesising the two models in a Target Explanation Model,

which can be translated to design guidelines that describe "how to convey the explanation".

To build the Expert Explanation Model, we carried out a series of interviews with medical pro-

fessionals, depicting the key components of explanation that need to be communicated to patients,

as well as interviews with AI experts to specify what can be explained to the users. Second, we

conducted semi-structured interviews with non-experts, to identify the User Explanation Model,

which captures user needs and expectations in terms of AI explanation. Finally, we conducted

a third set of semi-structured interviews with non-experts to determine how explanation content

could be communicated to the users to respond to the identified users needs (Target Explanation

Model). The Target Explanation Model was then used to inform a set of 14 explanation design

guidelines, from which we developed a prototype Explainable AI system for breast cancer risk as-

sessment. In particular, we focused on a self-managed breast cancer risk scenario, in which results

of mammography scans are automatically analysed by an AI system and need to be communicated

to the prospective patients. We further evaluated the prototype in terms of its capability to ef-

fectively enable non-expert users to make sense of the system output and make considered trust

judgements. We carried out a user study with 50 users in which we assessed both the level of

understanding of the explanation and the level of trust towards the prototype system. Lastly, we

went back to the non-expert users we previously interviewed to assess both the prototype system

and the explanation design guidelines from a layperson perspective.

Firstly, we propose three explanation models (expert, non-expert and target explanation mod-

els) which conceptualise both AI explanation’s understanding and needs from expert and non-

experts users and how these can be effectively combined. Secondly, we propose a set of generic

design guidelines for meaningful explanation in healthcare, which we exemplified and assessed by

developing a working prototype explanation system for AI breast cancer risk assessment. Finally,

from the evaluation of the prototype, we provide an initial validation of the explanation design

guidelines and discuss its limitations and future research. To design a meaningful explanation for

an AI medical support system, we carried out a stage-based design process adapted from Eiband

et al. [Eiband et al., 2018]. Eiband et al. successfully implemented a participatory design process

which involved different stakeholders to design an explanation interface to improve system trans-

parency from a user perspective [Eiband et al., 2018]. This approach involves a design process to

build an explainable user interface (UI) which aims to answer two key questions; "What" to ex-

plain and "How" to explain it. The "What" defines the content of the explanation and the "How"

defines the presentation format of the explanation. In previous studies that used this method

[Eiband et al., 2018, Tsai and Brusilovsky, 2019], the explanation goal was system transparency,

where transparency is the property of making the system inner functioning available and under-

standable to users. Transparency helps users build an internal conceptualization of the system, and

is important to bridge the users’ and designers’ understanding of how the system works, in terms
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of its internal structure and processes, or what can be referred to as their mental models [Kieras

and Bovair, 1984]. However, our explanation goal is not focused on the transparency of the AI

inner functioning (algorithmic explanation), but rather on providing adequate and understandable

explanation of the AI system output (in this case an healthcare assessment). Hence, our design

process aims to build explanations that focus less on the detailed understanding and transparency

of the AI algorithm [Kulesza et al., 2012] than on eliciting user explanation requirements in terms

of: which elements of the system need to be explained, should be explained, and how they can be

explained from a layperson perspective. Thus, instead of developing mental models of the AI sys-

tem, we built Explanation Models which are graphical representations of explanation components

by both experts and non-experts.

To achieve this, we grouped and modified the five stages of Eiband et al. [Eiband et al., 2018]

method in three phases: 1. Explanation Models Development, 2. Design Guidelines and Proto-

typing, 3. Evaluation. This grouping better captures the research phases we followed, spanning

from the development of the conceptual Explanation models (Stage 1-3), the translation of the

Target Mental model in design guidelines and a working prototype (Stage 4), to the evaluation

(Stage 5). In the Prototyping and Evaluation stages (4-5), we focused on translating the Target

Explanation Model into a clearer set of design guidelines, that have been later implemented and

tested. The final structure of our stage-based design process, the main guiding questions, and

the data collection method for each stage can be seen in Figure 4.2. The study was approved by

our institution’s Human Research Ethics Committee (HREC/3201). The detailed method for each

phase and stage is explained in the next section.

Figure 4.2: The stage-based design process for our case. Inside the box: guideline question and

data collection method
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4.4 Explanation Models Development

4.4.1 Expert Explanation Model

The Expert Explanation Model definition stage aims at capturing the experts’ understanding and

vision of what an appropriate explanation of the results from an AI medical support system should

look like in the case of laypeople. The experts involved in its development were both machine

learning technologists and medical professionals. This research stage aimed at defining what can

or should be explained to the wider public from an expert perspective, by distilling a series of

explanation components, which represent the Expert Explanation Model.

Data Collection and Analysis

Six participants were recruited by email, from my personal research and social networks; three

were AI/machine learning practitioners with five years and more experience, and the other three

were junior medical doctors in the UK and Indonesia. The main guiding questions that drove this

stage were: what can be explained?; and what does an expert explanation for non-experts looks

like? we asked the questions based on participants respective expertise (medical professionals and

AI experts). We also showed participants two examples of breast cancer-related systems currently

in commerce (Fig. 4.3), to understand how experts make sense of AI systems’ outputs and how

they would explain the results to non-experts.

The interviews ran for 2 hours (max) each and were audio recorded. The recordings from the

interviews were then transcribed. We used a grounded theory approach to analyse the interview

transcripts; this involved developing codes, categories and themes inductively (open coding), rather

than imposing predetermined classifications on the data [Glaser and Strauss, 1967].

Figure 4.3: Breast Cancer related systems for interview prompt

Result

Three main coding groups emerged from the systematic qualitative data analysis: explanation

content, which is specific about what information needs to be in the explanation; explanation
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customisation, which is the possible customisation that needs to be considered when giving an

explanation; explanation interaction, which is possible interactivity that the user should have in

the explanation.

We found that all medical experts gave very similar answers to the question of what can be

explained to patients, which is in line with their medical training and their view of explanation as

diagnosis delivery. In a common healthcare scenario, before making a diagnosis, medical experts

ask for patient symptoms and concerns and then confirm them back to the patients. When inter-

acting with patients, the mandatory information they usually deliver to the patient are: disease

information, possible treatments to choose, and the next steps for the patient to take. This is

part of their medical diagnosis process in the information-gathering phase, including gathering

test results. The information given by the patients can be interpreted as system input in the case

of AI assisted self managed health, while the diagnosis system acts as the doctor.

How medical doctors deliver explanations to the patients is quite flexible and usually customised

based on three different aspects. The first aspect is the patients’ requests and needs. Patients can

request or ask for information and explanation of their specific needs. "It depends on how curious

they are. If the patient just wants to know the diagnosis, then we may just tell them about it."-

M3.

The next aspect is the diagnosis result. Since AI in healthcare is about people’s health, in

potentially life-death situations, this aspect is highly sensitive. If the diagnostic result consists of a

serious condition, reassuring words need to be included in the explanation to help patients feel less

stressed and worried. On the other hand if the result is good, or if there is no sign of distress from

the patient, there is less need for reassuring words. "I think one of the important things if it’s about

serious conditions, we need to put more empathy."- M3. The diagnosis result can also be related

to the patients’ request. When the diagnosis is for a serious condition, medical professionals give

the patients’ options to choose what information they want to be disclosed. "if it’s like a common

disease, which is easy to be treated, we usually give all of the information. but if it’s something

serious, or if there’s no treatment for this, or serious suggestion, because not all people can accept

this thing, again we ask them about how much they want to know about the information."- M1.

There is also an aspect of patients’ knowledge or education level perception. Medical experts

mentioned that they customised the language they used and adjusted the explanation complexity

based on their perceptions of patients’ knowledge and education level. They argued that some

people who live in a rural area might have different knowledge from people who live in a big city,

resulting in a simpler explanation. "People in the rural area, they don’t get the privilege to get a

proper education, so it’s challenging for them to absorbs the explanation. [...]. So for example,

"You got lungs infection, called tuberculosis. It caused by bacterium blablabla." for people in the

rural area, they might not understand "doctor, what is an infection? What is bacteria?"- M2

After delivering information to the patients medical experts usually ask if there are any more

questions. This interaction can happen back and forth several times until the patients have no

more questions. "...Then we will explain what’s the next step. And we will ask if they have any

82



questions or not. Including about the diagnosis and the plan."- M3. "We usually have direct

face to face communication, so whenever patients ask, we then answer the questions directly."-

M1. To summarise, the key components of explanation, in terms of explanation content, required

customisation, and possible interaction from medical experts perspective can be seen in Figure 4.4.

Figure 4.4: Expert Explanation Model: Medical Expert

Unlike the case of medical experts, AI experts’ answers to the question "what can be explained"

were quite diverse, and sometimes relied on their interpretation of medical knowledge. Their

answers of explanation content for non-experts can be grouped into three components: system

input, system process, and system output. "We have the inputs and intermediate results. The

inputs are the different variables, as the driver for the predictor," - A2.

The system input and output are quite obvious components to include, since users need to see

what they want to analyse and the analysis results. Not as straightforward as input and output,

the answers for system process were varied, from the specific algorithm explanations, such as AI

features or calculation, to general explanation, such as the algorithm accuracy or who made the

algorithm. "if they’re trying to recognise cancer in a certain image, so this is the feature that

helped me the most having this conclusion"- A1. "You can try to show the formulation of the

calculation. But some algorithm doesn’t provide how it works. If that is the case, you can just shift

the responsibility to the one who made the algorithm; ’this group of people made this algorithm.’"-

A3.

However, AI experts questioned the importance of providing algorithm explanation or the back-

end logic to the non-expert users. In a real-life situation, AI experts claimed they rarely need to

explain how the system works to a layperson unless they asked for it. "I have never met non-expert

user that is interested in the artificial intelligence or the machine learning part of it, even the expert

from the Ministry (people they work for), they are not really curious [..] not really interested or

want to know about the algorithm, more about the accuracy." - A2. "The context of working with

user, if the app is working properly you don’t need to explain. But if there is a problem, you need

to explain what is going wrong."- A3.

AI experts also mentioned the option for users to request detailed information. It could be
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overwhelming for the user to read all the information in a comprehensive explanation, and it’s

better to give the option for users to request detail if they need it. "First we need the user to see

the general output, but they can expand on some detail. Making it simple, just a few statements,

and the general result, and if the user is curious, they can dig into it."- A3.

Input comparison was also mentioned as one of the components that should be included in

the explanation. Visualisation on how different inputs change the output could help the user

to understand the system better. "the explanation is more about the user interface. Not only

about the calculation, data, or number. They want to see the visualisation. If this then what."-

A2. In summary, the key components of explanation from an AI experts perspective, in terms of

explanation content, required customisation, and possible interaction can be seen in Figure 4.5.

Figure 4.5: Expert Explanation Model: AI Expert

4.4.2 User Explanation Model

During the User Explanation Model definition stage, we captured users’ understanding and their

perspective on how explanation should be presented in an AI medical support system. The purpose

of this stage was to acquire knowledge about how users currently make sense of explanations. This

acquired knowledge was then structured in several key components of explanation, which constitute

the User Explanation Model.

Data Collection and Analysis

To make sure that the results of our interviews were not affected by pre-existent trust propensity

towards AI, we sampled the participants based on their dispositional trust towards an AI medical

support application and made sure there was a nearly equal number of people in each trust group

(the AI sceptics, the open-minded, the AI enthusiasts). In fact, Szalma & Taylor (2011) showed

that trust propensity is one of the human-related factors that could affect the response to an

intelligent system [Szalma and Taylor, 2011].

To account for trust propensity, we recruited four participants for three levels of dispositional

trust, with 12 participants in total. To identify the level of trust, we asked the perspective par-
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ticipants to answer the following question: "if there was a cancer risk assessment/self-detection

application available on the market, how likely would you be to use it? Please rate the likelihood

from 1-7". This question was sent in advance of the interview invitation. The participants were

then grouped into three groups, the sceptic (1-3 likelihood responses), the open-minded (4-5 like-

lihood responses), and the enthusiast (6-7 likelihood responses). We sought to balance out the

age range (twenties to forties) because research suggests that age can affect users’ trust towards a

system, where older adults are more likely to trust the system than younger adults in a medical

management system (decision aid) [Ho et al., 2005]. We also balanced out the male-female partic-

ipants by recruiting one male in each group. We did this because we recognised that, despite male

breast cancer only accounts for less than 1% of all breast cancer diagnoses worldwide [Yalaza M,

2016], men may often act as carers and, as such, may be included in the decisions taken by affected

women close or related to them.

We followed the same interview structure as in the experts’ interviews. The main guiding ques-

tions we asked the non-expert users were: how do users currently understand AI explanations?;

what does a user explanation looks like? we then showed the participants two examples of breast

cancer-related systems to probe non-expert users reflections and feedback on the AI system’s re-

sults and explanations. The interviews were audio recorded and ran for 2 hours (max) each. The

recordings from the interviews were then transcribed and analysed using a grounded theory ap-

proach.

Result

From the systematic qualitative data analysis, seven groups emerged that can be classified under

explanation content. Disease information, such as disease name, symptoms or severity level were

the main information participants would like to receive from an explanation. Participants would

also like to know about Disease Treatment options and what are the Next steps or actions that

they could or should take. "you got cancer, and your options would be these, these, and these, and

this is how we want to proceed. This is your options." - E2. "After I got the result, do I need to

contact my physician directly or is there a next step that is also provided by the app itself? Because

it’s an entire journey, right?"- OM1. The use of graphics and images in an explanation was also

suggested, as a way to help them understand the result, to show the comparison of contrasting

condition. "Perhaps have some examples of how affected breast looks like, how unaffected breast

looks like. So you can compare yourself with what is being put in your input."- E2. "and then the

image comparing, you know, both, my results and the healthy ones."- S1.

Other than health related information, participants also want information related to the AI

system to be included in the explanation. One such piece of information is System process. "I

would want to know, what are they doing actually in the background to do this?"- E1. However,

not all of the participants expressed interest in knowing the system process and some were not

keen on knowing background information. They argued that in a stressful situation, such as cancer
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positive, their focus would be less about the system information and more about their well-being.

"Says that I have cancer, then I am not going to be interested in the system process"- S1. This

sentiment supported previous AI expert opinion stating that non-experts are not interested in

knowing the technical side of a system. The reluctance in knowing the technical information is

not only a matter of timing, but it also reflects their reluctance caused by the possibility of not

understanding the technical terms used to explain the process. "I mean, the very hard fine grain

details? it will be incomprehensible for me because I am not familiar with the technology and

everything."- E2.

General System information, such as information about the Data used by the AI system, was

also mentioned several times by the participants. The information can be about the data volume

and data privacy. "I have to know how big their database."- OM2. "And how am I sure that my

breast picture will not be leaked to be utilised for other intentions and such."- OM1. "Where are

these data going?"- OM4. Next information is AI system Accuracy. "However, for my health, I

think it will be quite beneficial if I know how accurate it can be"- OM1. "Accuracy. Yeah, it’s

better to put that. And if it’s a hundred per cent, I don’t think I will believe it. It’s better if it’s

less than a hundred."- OM2.

Other than the content of explanation, how the explanation is presented was also a concern for

the participants. Participants expected care and empathy from the AI system, especially if their

result is a serious condition, in the form of word choice and delicate delivery. "it might be quite

direct and aggressive to say to the user, you have a cancer exclamation mark, or maybe you should

keep it in according to these systems, it’s a high probability, that you might develop cancer in the

next five years. Be a little bit more reserved, rather than explicit into your statements because it’s

quite sensitive."- E2.

From the interaction perspective, participants said that explanation should include an option

to make a Doctor appointment. Participants also preferred to be able to request a more detailed

information if they wished so rather than being presented with the full explanation in one go. The

final User Explanation Model distilled from the interviews can be seen in Fig 4.6.

Figure 4.6: User Explanation Model
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Content
disease information treatment next plan/step input system process output

10 10 10 10 7 10

Customisation
based on request complexity empathy

8 4 10

Interaction
input check open question comparison detail request

10 7 10 10

Table 4.1: Median value of Expert Mental Model components rating according to non-expert users.

4.4.3 Target Explanation Model

In the Target Explanation Model definition stage, we identified the key components of an expla-

nation that users might want to include in the AI explanation User Interface (UI). The Target Ex-

planation Model was built by including the highest common denominator between all components

emerging from expert and non-expert understanding, so to build an explanation model which takes

full consideration of the views of all participants, on the basis of their different expertise (Medical

Professionals, AI experts and Laypeople). The purpose of this stage is to ascertain and establish

the focus of our explanation design, which represents both experts’ and layperson’s understanding

and is targeted to non-expert users. Since our design goal is meaningful explanations, meaning

adequate and understandable explanations, experts’ practice and laypeople’s considerations are

important. The Target Explanation Model determines the focus of the explanation design by inte-

grating the Expert Explanation Model’s components with the components from User Explanation

Model.

Data Collection and Analysis

We conducted semi-structured interviews with the same group of non-expert participants involved

in the User Explanation Model definition, i.e., 12 participants with three levels of dispositional

trust. The main guiding question was: which component of explanation should be realised in

the User Interface to explain AI results? We showed the participants the combined version of

the Expert Explanation Model derived from input from medical and AI experts. We then asked

participants to reflect on the explanation components from the Expert Explanation Models and

discuss the components’ importance and value. Participants were asked to explicitly reflect on

each explanation component by giving a rating of importance, 0-not important to 10-important,

and express their reasoning. Based on the critical analysis of User and Expert Explanation Model,

combined with the rating scores from non-expert users, we distilled the Target Explanation Model.

Result

The lowest rate given to a component by the participants was given to the need to customise the

explanation to the users’ background knowledge (complexity customisation based on user educa-

87



tion/knowledge). Participants deemed that explanation ought to be understandable for all users,

regardless of their educational background. They also had diverging opinions on the need to re-

quest for explanation, information about system process, and the ability to ask open questions. As

a result, these three components scored lower in term of importance. Indeed participants argued

that explanation should be available whether the user requested it or not. Not all participants

were interested in knowing the technicality of how the AI system makes decision/prediction, re-

flecting the same sentiment expressed by AI experts (See Expert Mental Model subsection). Some

participants were also sceptical about openly asking questions to the AI system and preferred to

wait to ask the doctor at their next appointment. All other components were rated essential by

all non-expert users. The median value of ratings given by the users is reported in Table 4.1. In

the Target Explanation Model figure, the components which did not fall in the high-rated category

from the rating given by non-expert users are indicated with a lighter text (See Fig 4.7).

The following section shows the progress from the development of the explanation models to

prototyping and evaluation.

Figure 4.7: Target Explanation Model

4.5 Explanation Design Guidelines Development and Proto-

typing

By reflecting on the findings of the Target Explanation Model, we summarised a set of guidelines

for designing trustworthy explanations for AI medical support systems. We define trustworthy

explanation as meaningful explanation which enables more considered trust judgements towards

an AI system. We then designed a user interface prototype based on such guidelines. We explored

each guidelines’ presentation possibilities and the specific functionalities of the system that could

realise them. We decided on a website where the user could carry out breast self-assessment

based on screening images from their medical scan portable device. This hypothetical system
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was inspired by commercial portable medical devices, such as Talos1 and Braster 2, and also by

promising research [Ma et al., 2019], which investigates new medical devices allowing individuals

to do breast self-examination. The practice of breast self-examination empowers women to take

responsibility for their health and helps raising awareness among women at risk, as recommended

by the World Health Organization (WHO). We chose to design a system using thermogram image

scans, because portable devices or smart phones can be used to take such scans [Ma et al., 2019].

In recent years, studies on breast cancer detection using thermogram images have been conducted

claiming very high accuracy (above 90%) [Zuluaga-Gomez et al., 2021] [Fernández-Ovies et al.,

2019] [Baffa and Lattari, 2018], in some cases even as high as 100% [Tello-Mijares et al., 2019].

The thermal images we used were obtained from an anonymous dataset made openly available by

the Thermography Center of Memphis 3 and widely used on the internet.

4.5.1 Guidelines Development

From the Target Explanation Model we inferred what explanation contents should be included,

how explanation should be delivered, and what interaction is needed while explaining AI results

to non-expert users. The Target Explanation model captures both experts’ and non-experts’

views of non-experts users’ needs. From this, we propose 14 explanation design guidelines for AI

medical support system explanation interfaces (See Table 4.2). The guidelines are grouped into

three categories, that mirror the Explanation Models’ components sets: Content, Delivery and

Interaction. Explanation Content is what should be included in the explanation. Explanation

Delivery is how explanation should be communicated. Explanation Interaction includes additional

actions to enhance the explanation quality [Hilton, 1990]. In the following we describe and discuss

each of the guidelines.

EDG1: Disease Information

General information about the disease, which includes the name of the disease, what it is, the

symptoms and causes should be provided. Both experts and non-experts expressed the importance

of providing patients with this general information. Non-experts said that they would like to know:

disease name, symptoms and the severity of the disease. Even though not all AI medical support

systems aim at pre-diagnosing, disease information is still a vital part of AI in healthcare and would

still be relevant for other functionalities, such as symptoms checkers or health advice applications.

EDG2: Disease Treatment

The explanation should include information about treatment options that the patient can choose

from. The medical experts pointed out that the explanations they usually give to patients while

delivering a diagnosis also include possible treatments for the patient to choose from. Non-experts

commented that they would like to know about the treatments that they should undergo after

diagnosis, what options they have, and if they have to make an appointment with their doctor or

1https://talosapp.me/breast-cancer-self-exam-self-screening-talos-app/
2https://www.braster.eu/en/system-braster/what-is-braster
3https://www.memphisthermography.com/breast-health.html
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Explanation Design Guidelines (EDG) Descriptions

Explanation

Content

EDG1: Disease Information General disease information e.g.: name, symptoms, caused

EDG2: Disease Treatment Treatment options and information

EDG3: Next Plan/Step Next step user could take following the result

EDG4: System Information General system information e.g.: data, system accuracy

EDG5: System Input The data user inputted to the system

EDG6: System Process System algorithm or the technical process to gets its results

EDG7: System Output System result e.g.:pre-diagnosis, analysis, recommendation

Explanation

Delivery

EDG8: Empathy

(Reassuring Words)
Delicately deliver the results with carefully selected words

EDG9: Simple and General
Uncomplicated wording that is acceptable for laypeople

from various education background and level

Explanation

Interaction

EDG10: Input Check For the user to check the input (is it correct or not)

EDG11: Doctor Appointment For the user to make a doctor appointment

EDG12: Open Question For the user to ask open questions

EDG13: Input Comparison

(Visualisation)
For the user to compare the result with other data

EDG14: Detail Request For the user to request detailed information

Table 4.2: Our 14 Explanation Design Guidelines for AI in Healthcare, categorised by information

included, information delivery, and interaction included.

physician. "you got cancer, and your options would be these, these, and these, and this is how we

want to proceed. These are your options." - E2.

EDG3: Next Plan/Step

Information on next Plan/Steps that the patient should follow after receiving the AI results should

be clearly communicated. Doctors confirmed that this is also a key step while delivering explanation

in real-life healthcare contexts. Non-experts said they would like to know what they are expected

to do after receiving their results, and what the plan is. This item is different from Disease

Treatment, because the next plan/step could be additional to treatment and could include, for

instance, contacting your doctor, book another test, or just maintaining a healthy life-style if

treatment is not required. "do I need to contact my physician directly or is there a next step that

is also provided by the application itself?"- OM1

EDG4: System Information

Explanation should include general information on the AI system. This could include system

specifications, such as what data is used, how accurate the system is, what certification the system

has, or who’s behind the development of the system. The need to communicate system information

was mentioned by non-experts during the User Explanation Model interviews as something that

could play a very important role in shaping their trust judgement. "at least I have to know how

big their database is, you know, sort of make sure it is trusted" - OM3. "...who’s behind it? That’s

one thing that I never see in explanations, you know, like really, like, who are the people behind
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it? Why did they make this thing? Are they, are they doctors? I do want medical technology that

is created with the help of doctors"- E2. "When you open the app or whatever, there’s like an

information about the credibility of the software. I think that’s very important. [..] saying that it’s

credible and proficiency testing and certification."- OM2. "However, for my health, I think it will

be quite beneficial if I know how accurate it can be"- OM1.

Interestingly, system information did not come up during the interviews with medical experts. We

asked a follow-up question to them about this. They claimed that they did not mention system

information as part of patients’ explanation because for them to use a healthcare application, the

application must be recommended by their healthcare authority (e.g., NHS in the UK). Hence,

the system accuracy and credentials are somewhat implicit in the healthcare authority’s recom-

mendation. Of course in the emerging healthcare market, where new products and services are

continuously emerging beyond institutional healthcare authorities, this information becomes in-

creasingly relevant, for both patients and doctors, to make considered trust judgements on AI

outputs.

EDG5: System Input

The data used by the AI system to generate the output is also a key information to provide in

the explanation. System Input can be an image, text, or tables, depending on the data used by

the AI system. According to the AI experts, many Explainable AI algorithms (i.e. LIME [Ribeiro

et al., 2016], Anchors [Ribeiro et al., 2018]), already include input in the explanation to describe

the process from input to output. Similarly transparent algorithms or frameworks can provide a

very useful output which can directly contribute to this explanation component.

EDG6: System Process

System Process is the information about the system algorithm or the system’s technical process

that produces its result. AI experts expect System Process to be included in the explanation. "...for

example if they’re trying to recognise cancer in a certain image, this is the feature that helped me

(the AI) the most having this conclusion."- E1. Nonetheless, some experts and non-experts also

expressed concerns about the need and interest of non-experts to know the technicality of how the

AI system actually makes a decision/prediction. "I already got a diagnosis, how I feel... in that

moment, I would be scared, I would say all other information is important to me except for the sys-

tem process." - S4. "I have never met a common user that was interested in the AI or the machine

learning (part) of it. [...] they are not really curious." - A2. In addition, this information is now

increasingly required by law and should therefore be included in the explanation. The European

Union’s General Data Protection Regulation (GDPR) requires AI systems to provide "meaningful

information about their logic" and the European Commission Checklist for Trustworthy Artificial

Intelligence (ALTAI)4 advises that explanation should always be provided to any user when AI is

involved.

EDG7: System Output

4https://ec.europa.eu/info/publications/white-paper-artificial-intelligence-european-approach-excellence-and-

trust
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The output of the AI system is perhaps the most crucial information delivered in the explana-

tion, and it is the focus of the explanation itself. An AI System Output can consist, for instance,

of a recommendation from an AI recommended system, or a pre-diagnosis from virtual clinician

applications. Both experts and non-experts implied that they expect to somehow "see" the out-

put/result when the explanation is delivered "Rather than I explain it, it’s the tool that explains

it. What we are thinking, we need the user to see the general output"- A2. An important part of

the explanation design therefore needs to focus on where and how the output can be visualised in

the explanation interface.

EDG8: Empathy (Reassuring Words)

A key required component of the explanation delivery, and perhaps the hardest to realise, is the

use of empathy and reassuring words while communicating the AI outputs to patients. Empathy is

a key component of the explanation delivery in healthcare, which is also explicitly included in the

Guide for Health Care Professionals [Buckman, 1992]. Previous research on medical explanations

[Buckman, 1992] has analysed in details the aspects that doctors should consider when delivering

a bad diagnosis. In line with this research medical experts confirmed that delivering diagnosis

works differently if the diagnosis is bad. "I think one of the important things if it’s about serious

conditions, we need to put more empathy."- M3 The explanation needs to be given in incremen-

tal stages, and many aspects, such as, attention to the environment, patient state of mind and

perceptions, need to be considered. Doctors follow protocols which include empathetic understand-

ing and communication such as: establishing an appropriate space and being sensitive to patient

needs, asking what the patient knows and how much the patient wants to know, assessing how the

patient processed the information, asking if there are any questions, and finally acknowledging the

patient’s response. Protocols with similar steps have been proposed and tested in the literature

[Rabow and Mcphee, 1999, Baile et al., 2000]. Non-experts also expect empathy, and ask for sen-

sitive word choices to deliver the diagnosis results delicately. "Be a little bit more reserved, rather

than explicit into your statements because it’s quite sensitive."- E2. One of the key challenges for

designing trustworthy AI explanation is therefore delivering empathetic explanations.

EDG9: Simple and General

Explanation needs to be delivered with simple and general wording, that is acceptable for laypeo-

ple from various educational background and levels. This requirement came directly from the

medical experts, and aligns with research findings suggesting that explanations that are simpler

are also judged more likely to be believed and more valuable [Lombrozo, 2006]. Moreover, sev-

eral researchers have suggested that explanations are presented to users to reduce their cognitive

overload [Kulesza et al., 2013, Sokol and Flach, 2020], thus suggesting the need for a simple and

general wording of explanations.

EDG10: Input Check

In the expert interviews the medical experts mentioned how they usually ask for confirmation

about the patient data, symptoms and worries before making a diagnosis. This is part of their

diagnostic process in the information-gathering phase, including gathering test results. This means
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that the input data used by the AI system is, in normal circumstances, checked before diagnosis.

In the context of an AI assisted process, it would be therefore important for users to be able to

check the input before or after any AI process.

EDG11: Doctor Appointment

The need for users to make a doctor appointment has been considered crucial by non-experts for

the explanation to be trustworthy. They expressed the need for a specific interaction to be included

in the explanation interface which enables them to talk to a physician. "I have a first layer, which

is knowing the diagnosis. and then second layer is to get my diagnosis through the physician[...]

And I do not need to repeat whatever I’m saying again, because they have it on my apps." -OM1.

Medical doctors also expected this interaction to be a given feature.

EDG12: Open Question

Open Question is the availability for users to ask open questions. Medical professionals highlighted

the importance to allow non-expert-users to ask open questions. They explained that after giv-

ing patients/users information, they always ask if there are any more questions. This interaction

can happen back and forth several times until the patients/users have no more questions to ask.

"...Then we will explain what’s the next step. And we will ask if they have any questions or not.

Including about the diagnosis and the plan."- M3. Non-expert participants expressed their prefer-

ence for talking to an AI system via a chat-bot "you know, many times people feel more comfortable

to talk to a chat-bot than a person because they don’t feel they’re judged" -OM4. Alternatively, they

want to talk to the doctor via chat-box "if you want to know more and you want to explore more

about your risk, in the app, it can be like that automated chat thing, they can directly connected to

a health care professional who provides information like through the chat-box" -E2. However, this

interaction requirement was rated relatively low by non-experts during the Target Explanation

Model interviews. Some participants would prefer to wait to ask questions face-to-face to their

doctor during their next appointment and some were sceptical about asking open questions to an

AI system.

EDG13: Input Comparison (Visualisation)

Both experts and non-experts suggested the importance for non-expert users to be able to compare

their results. AI-experts commented that simulation features could be beneficial for non-experts

to get a grasp of how the system works, which in turn can lead to build trust in the system.

They suggested interactive solutions in which users can input different data to see the difference

in results. Likewise, non-experts asked to see the opposite diagnosis case, to decide themselves if

the result makes sense to them or not. "Perhaps have some examples of how affected breast looks

like, how unaffected breast looks like. So you can compare yourself with what is being put in your

input."- E2. "and then the image comparing, you know, both, my results and the healthy ones."-

S1. Explanations should include interactions which enable users to see the contrast and form their

own understanding of how the AI system works.

EDG14: Detail Request

Both experts and non-experts agreed that they wanted explanation that could expand on demand.
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Figure 4.8: Care’s User Interface Prototype: Explanation Page - Top Part

As mentioned in the EDG12: Open Question, medical experts base their explanation on patient’s

requests. AI explanation interfaces should therefore enable users to request more information at

several stages of the interaction. "It based on the patient’s question and response. If they ask, then

I will tell them. But if they don’t ask anything, then I won’t tell them anything. "- M2. AI experts

also claimed that general explanation is good as long as users are able to read more about it. "

general and truthful information is good, because it’s not long, because if it’s long they don’t want

to read it. It’s the reason why a lot of news portal now separated one article to several pages, so it’d

be easier to digest." -A2. One of the non-experts encapsulated the general idea of detail request,

"I think it’s better to have general explanation or as people can understand, but just the details in

other place. you know, some people are curious, some people are not." -OM3

4.5.2 Guidelines Implementation: Prototyping

The prototype was developed after six cycles of feedback between researchers involved in this

study. Each cycle included the analysis of the proposed UI prototype, gathering feedback and

proposing improvements in short focused discussions with the design team. The final prototype

was informed by all 14 items in the design guidelines. We looked at content, presentation, colours,

item placement, wording, and user interaction. We also took into consideration good practice in

medical explanation research [Buckman, 1992] [Rabow and Mcphee, 1999][Baile et al., 2000]. The

final prototype described below consists of three web pages: Login page, Home/Profile page, and

the main focus: Explanation page. In the Home page, the user can click to choose the image to be

analysed, which will take them to the Explanation page.

The top part of the Explanation page can be seen in Figure 4.8. At the top, we find information
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Figure 4.9: Care’s User Interface Prototype: Explanation Page - Bottom Part

about the system’s accuracy and a notice on the possibility of the result being incorrect "Please

note: CARE is only 98 percent accurate. Therefore, there is a 2 percent chance that our assessment

is incorrect." This information covers EDG4: System Information and EDG8: Empathy (Reassur-

ing Words). It provides users with a reminder that the AI output is not absolutely correct, even

before the user reads the result.

Next to the input data (the diagnostic image) (EDG5) we find the analysis result (EDG7).

"Based on the data and the image, our system detects abnormality. It is highly likely that you have

Ductal Carcinoma InSitu (DCIS)." In delivering the result (EDG7) we chose a specific wording,

such as "highly likely", to reiterate the pre-diagnostic nature and level of uncertainty of the output.

This, as one of the non-experts mentioned in the interview, is important to: "soften the blow" and

reduce distress and anxiety that users may experience while reading the output.

Just below the output we find EDG1: Disease Information. The words we chose followed an

empathetic approach, combined with the use of simple and general terms (EDG8 and EDG9). In

the cases in which medical terminologies had to be included, we looked at reducing the number of

technical terms and provided links to outside sources that could be accessed to learn more about the

term, at each user’s time and convenience. We carefully wrote the explanation to avoid additional

stress to users, by adding reassuring facts "Please note, that DCIS is considered non-invasive or

pre-invasive breast cancer". Outside sources were also provided, to easily reach more detailed

disease information (EDG14), such as links to Cancer Society and Cancer Research websites.
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Figure 4.10: Care’s User Interface Prototype:

Pop Up

An input comparison visualisation (EDG13)

follows the disease information. "How my im-

age assessment compare to other cases". In this

visualisation, users can see a comparison be-

tween their image assessment and, for example,

a normal breast image, or a more severe case.

We included a detail request option (EDG14),

to enable users to see more cases and compar-

isons. Treatment options (EDG2) are then pro-

vided below, including detail requests for patients to access additional information and better

inform their treatment choices.

The rest of the Explanation page can be seen in Figure 4.9. After the treatment options are

communicated, users can see what can they do next (EDG3: Next Plan/Step). In this case, the

only action a user can take is contacting their doctor, which is related to the next function, EDG11:

Doctor Appointment. The button we put there is "Share this assessment result with your doctor",

which lets the user open a direct line with a doctor, rather than making an appointment.

A section to receive "Further Support" was added to the prototype to offer a more empathetic

delivery of the explanation (EDG8). That part concludes the local explanation, that is the expla-

nation directly tailored to the user and her/his personal AI analysis. A more global explanation is

then presented as additional information. This includes EDG6: System Process and EDG4:System

Information. Since this information does not directly relate to specific results, some participants

might not be curious about it. Therefore, additional information was displayed by using an Ac-

cordion View graphic control element, which can expand or collapse, to reveal the explanation on

demand. We put data related information after the system process description because both relate

to system specification.

A Chat-box was finally put at the end of the page to address EDG12: Open Question. We chose a

chat-box solution for the prototype because, as mentioned in Section 5 (EDG12: Open Question),

users mentioned a chat-box and a chat-bot as desirable solutions. The prototype includes a "CARE

Agent" (as AI chat-bot) and "Dr. Laura Smith" (as doctor). On the footer, we then find additional

EDG4: System Information "Recommended by NHS". This responds to experts and non-experts

need for certification and credential of the AI output. Lastly, an EDG10: Input Check was put on

the Home/Profile page as a pop-up window to make sure the user has clicked on the correct image

they want analysed before they are redirected to the Explanation Page (See Figure 4.10).

4.6 Evaluation

The evaluation phase covered both the explanation prototype and the explanation design guide-

lines and consisted of two combined methods, an online survey and semi-structured interviews.

The two main focuses investigated during this stage are: the relation between meaningful explana-
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tion and trust, and the quality of the explanation design guidelines and their implementation. To

investigate the relation between meaningful explanation and trust, first, we evaluated if the expla-

nation we designed is indeed a meaningful explanation. Second, if such a meaningful explanation

has an effect on users’ trust judgement (and in what direction). To examine the quality of our

proposed explanation design guidelines, we checked if each guideline was appropriately realised in

the explanation prototype.

4.6.1 Meaningful Explanation Effect on Users’ Trust Perception

Method

We developed an Online Survey to evaluate the prototype, and whether or not our explanation

design could promote more considered trust judgements. Specifically, we hypothesised that our

meaningful explanation prototype can help users to rethink their perceptions of the AI system and

make considered judgments on trusting the AI outputs.

To check if our designed explanation can be considered as meaningful explanation, we asked

participants to rate the explanation based on the characteristics of meaningful explanation [Larasati

et al., 2020]. Participants rated their agreement on whether the explanation given by the prototype

addressed the six characteristics of meaningful explanation, as in being Contrasting (describing

something relative/in contrast to some other things), Domain-dependent (information relative to

a specific background context), General (simple and broad), Social (including interaction between

explainer and explainee), Truthful (all elements are true in the explanation with respect to the

underlying system), and Thorough (describes the underlying system in its whole), using a 7-

points Likert scale (1-not at all, 7-extremely). Since we purposefully designed the explanation

for laypeople/non-experts, and not for domain experts, we associated a negative score to domain-

dependent answers and formulated the question in a domain-independent manner. This means that

if more users assessed the explanation as domain-independent, the explanation would be considered

more meaningful.

To further examine the relation between meaningful explanation and trust, we asked partic-

ipants to rate how much each explanation prototype component affects their understanding and

trust towards the AI system. Specifically, participants were asked to rate to what extent each of

the information provided in the explanation prototype is relevant for them to understand and trust

the AI system, and to what extent each of the features provided by the prototype improved their

understanding and trust in the AI system. The information and features provided in the prototype

were a direct implementation of the Explanation Content and Explanation Interaction guidelines

(EDGs), and were rated using a 5-points Likert scale.

To assess if there were any changes in users’ perception and their trust judgements, we followed

a within-subject design, in which we tested the difference between users’ trust levels before and

after the interaction with the prototype. To measure users’ trust, we used the initial measurement

scale for human-AI trust in AI healthcare (See Appendix). The scale has demonstrated good relia-

bility (α > 0.88) and is composed of six trust factor metrics: perceived understandability, perceived
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reliability, perceived technical competence, faith, personal attachment, and helpfulness. We asked

participants to rate each of the metrics. In addition to that, we also asked participants to rate their

self-reported trust towards breast cancer self-assessment applications in general, before and after

the interaction with the Care prototype. Both the trust measurement scale and the self-reported

trust question were rated in a 7-points Likert scale. Additionally, we asked the participants to fill

out a System Usability Scale [Brooke, 1996] for the prototype they had tested.

Data Collection and Analysis

The participants were recruited on Mechanical Turk, with a survey set up using Google Form. We

added a check-in question in the survey to maximise participation quality and avoid bot submis-

sion by checking if the participant read the text in the prototype carefully. Among the 82 subjects

who took part, 22 failed to answer the check-in question, and there were also six duplicate entries.

In total, 55 participants’ answers were analysed with a Mann-Whitney U test to investigate the

change in trust for each metric. The system usability and Target Explanation Model components

ratings were analysed using descriptive statistics, by calculating each item’s mean and median.

Result

We assessed to what extent the explanation provided by the prototype was considered as meaningful

explanation to non-experts. More than half of the participants expressed their agreement that the

explanation given possessed meaningful explanation characteristics (See Table 4.3). Participants

highly rated the following characteristics: Contrastive, Domain-independent , General, Truthful

and Thorough, with the Median = 6. Participants’ perception seems to be spread out with regard

to the Social characteristic of explanation, with 50% (N=28) of participants unsure or slightly

unsure if the explanation prototype contains interaction between explainer and explainee (rated

3-5).

contrastive domain independent general social truthful thorough

MEAN 5.76 5.54 5.83 4.90 5.8 5.72

MEDIAN 6 6 6 5 6 6

Table 4.3: Participant’s rating of explanation based on the characteristic of meaningful explanation.

As mentioned previously, to evaluate the prototype and see if it affects users’ trust judgment on

the AI medical support system, we used a measurement scale for human-AI trust in AI healthcare

composed of six trust metrics: perceived understandability, perceived reliability, perceived technical

competence, faith, personal attachment, and helpfulness [Larasati et al., 2020]. We then also asked

participants to rate their self-reported trust towards breast cancer self-assessment applications in

general, before and after the interaction with the Care prototype. Both the trust measurement

scale and the self-reported trust were rated in a 7-points Likert scale.

We carried out a within-subjects study, and ran a Mann-Whitney U test to see any significant

effects after the participants interacted with the prototype. Significant differences were observed
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in four out of six trust metrics at p < .05. There was a significant effect on perceived reliability

of the AI system (Z-Score = 2.615, p-value = .0088); perceived technical competence (Z-Score =

3.183, p-value = .00148); personal attachment (Z-Score = -2.412, p-value = .015 and helpfulness

(Z-Score = 2.188, p-value = .0285). Concerning the other trust metrics, two of them: perceived

understandability (Z-Score = 2.188, p-value = .0285) and faith (Z-Score = 2.188, p-value = .0285),

showed no significant differences. To illustrate the difference between users’ perception on six trust

factors before and after the prototype interaction please see Figure 4.11. It can be seen that the

median values of each trust factor rating were moved towards the middle, with the exception of

personal attachment, indicating the decrease in frequency on both ends. Additionally, the Care

prototype reached an average score of 81.34 on the System Usability Scale, which falls in the

"excellent usability" range [Brooke, 1996].

Figure 4.11: Participant’s rating of trust factors before and after interacting with the prototype.

From the analysis of the self-reported trust before and after interaction with the prototype we

found that participants’ trust levels were not significantly different (Z-Score = -1.035, p-value =

.298). Similarly to the trend shown in trust factor rating, the trust level ratings were also moved

towards the middle after interaction with the prototype, with a decrease in frequency for trust

level on distrust (rate = 1) and fully trust (rate = 7), as shown in Figure 4.12.
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Figure 4.12: Participant’s rating of trust before and after interacting with Care prototype.

To evaluate the explanation prototype components, we asked non-experts to rate to what extent

each information provided is relevant to understand and trust the AI system (1-not at all relevant,

5-very relevant). Most participants rated all of the information provided as "slightly relevant"

or "very relevant" (Median=4 or 5) to understand and trust the AI system (See Table 4.4). In

conjunction with the information provided in the explanation, we then asked participants to rate

the improvement in their understanding and trust judgement of the AI system contributed by

each feature of the explanation prototype. Using a 5-point Likert scale (1-very poor improvement,

5-very good improvement), all of the features were considered as "good improvement" (Median=4)

to participants’ understanding and trust towards the AI system.

disease

information
treatment next plan/step data info input system process output comparison

median 5 5 5 4 4 5 5 4

mean 4.65 4.43 4.54 4.10 4.21 4.38 4.67 4.38

doctor

appointment
input check detail request

open

question

median 4 4 4 4

mean 4.07 3.83 4.21 4.30

Table 4.4: Participant’s rating of information and features in the explanation prototype relevancy

to understand and trust the AI system.

4.6.2 Explanation Design Guidelines and Prototype Evaluation

Method

We conducted semi-structured interviews to further investigate if the explanation design guidelines

informed by the target explanation model were appropriately realised in the prototype, and how
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the user perceived both the prototype and the explanation. The first part of the interview was

about their initial opinion on the prototype and explanation, how it was presented, and if there

were any improvement needs they could think of. In the second part of the interview, we asked

participants to look at the explanation design guidelines and assess if all guidelines were addressed

by the prototype and to what extent. The final part of the interview was to review and eventually

improve the explanation design guidelines.

Data Collection and Analysis

We contacted the same participants we interviewed in the explanation model definition stages, since

they had an already deep understanding of the explanation requirements. In total, we interviewed

seven participants; two medical experts, two AI experts, one sceptic user, one open-minded user,

and one enthusiastic user. Participants were encouraged to interact with the Care prototype and

then were asked for their opinion on the prototype.

The interviews were audio recorded and ran for 1-2 hours each. We transcribed and analysed

the semi-structured interviews with a deductive approach. As mentioned in the previous section, in

this stage we wanted to evaluate if the explanation design guidelines were appropriately exhibited

in the prototype and also how the user perceived both the prototype and the explanation. We

chose a deductive approach to code the interview data because we already had clear interpretative

lenses (the Explanation Design Guidelines) that we wanted to look at to identify themes of interest

[Braun and Clarke, 2006].

Result

In the first part of the interviews, we asked for participants’ initial opinions on the prototype and

explanations. Overall, the prototype was received positively. All of the participants mentioned

that the prototype was easy to use, and some mentioned that it was intuitive, "It is easy to use.

It is intuitive. It’s pretty straightforward."- PA1, "as of now, it’s very concise, it’s very intuitive

and the clear what it is."- PA2. Participants commented positively on the specific part of the

explanation, for example, Disease Information (EDG1) "it’s good to have this general information

that is available after you received a diagnosis." -PM2, and Detail Request (EDG14) "I like the

additional information is in the form of Q&A, and it’s a link if someone wants to expand on that."

-PA2. Participants also mentioned that they could easily understand the explanation, with one of

them specifically enjoying the Image Comparison (EDG13) feature "I like the comparison between

the two because if you just look at your image alone and you are not in the medical field and don’t

have medical information, you will not understand what the cancerous part in that image is. But

based on the explanation here, you understand that cancerous breast is hotter and normal breast is

colder." -PA1.

Participants also pointed out potential improvements to be made. Even if participant PA1

positively commented on the EDG13, other participants expressed opposite feelings. "what does

thermogram mean? what does it mean that the cells are red?"- PS, "I don’t understand what the
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colours mean. I need more information. I know it shows the comparison, I need to know more.

How you define hot?" - PE. More attention needs to be paid to how the comparison is presented.

Another improvement mentioned was the presentation of Disease Treatment (EDG2), specifi-

cally bullet points to present the treatment options. "The information is there, but it’s better to

use bullet points."- S1, "I could pay more attention with points like bullet points or numbers. [..],

and easier to read"- E1. On the basis of this feedback, the future prototype will include more

information about how to read the image and also will present the treatment options in a more

structured way.

In the second part of the interview, we asked participants to look at the explanation design

guidelines and assessed whether all guidelines were addressed by the prototype. From the tran-

script, we grouped participants answers into "present", "rather present", and "not present". we

found that most of the participants’ answers indicated "present" (73 times) or "rather present"

(20 times) on all guideline items, with the exception for Doctor Appointment (EDG11), which was

indicated as "not present" (1 time). We speculate that this might be caused by how we presented

the Doctor Appointment as "Share analysis result to your doctor". This label indeed can be mis-

leading and lead to think that this function is only for sharing data and not to open a conversation

with a doctor. Items that were rated as "rather present" provided suggestion for improvements

to some of the guidelines. For example, a participant needed more information on the Disease

Information (EDG1), "there was a name, but I don’t think there is a cause here. I think it would

be nice to have." -S1.

The final part of the interview was to review the Explanation Design Guidelines. Most of the

participants agreed that the explanation design guidelines are good and complete, while still need

improvements in some parts. One of the improvements mentioned was the design guidelines’ item

name, such as Doctor Appointment (EDG11) and also Detail Request (EDG14). As mentioned

previously, one of the participants stated that they could not see Doctor Appointment because it

was not presented there. Since we want to make this guideline as general as possible, and not all

AI in healthcare would be able to provide a doctor appointment function directly, we might need

to rename the guideline to "Channel to Doctor/Clinic". Some of the participants were pausing for

a second before answering the detail request question, and there was a possibility that they were

confused with the naming. "Yes, but I am confused with the word “request”; I thought it would

require the user to submit something."- M2. A better term that could be used for this guideline is

"details-on-demand", also suggested by Shneiderman’s visualisation mantra [Shneiderman, 2003],

which might be more commonly used and understood.

4.7 Discussion

4.7.1 Meaningful Explanation Effect on Trust

In this study we proposed a set of explanation design guidelines for non-expert users of AI medical

systems. With the involvement of medical domain experts, AI experts and non-experts in several
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stages of the design process, our explanation models and guidelines contribute a valuable new

perspective to human-centered explainable AI research [Abdul et al., 2018, Adadi and Berrada,

2020]. More specifically, our interpretation of explanation design, in the light of diverse human

expertise and targeted to non-experts, adds to other Human-AI guidelines, which build on experts’

or practitioners’ experience only [Shneiderman, 2020a, Accenture, 2019, of Business Ethics, 2018,

of Physicians, 2018].

The literature in the medical field shows that medical explanations usually involve information

acquisition, information sharing, and information reception assessment, the latter carried out by

asking if the patient has any questions related to the information that was just given to them

[Buckman, 1992, Rabow and Mcphee, 1999, Baile et al., 2000], consistently with our guidelines

in Explanation Content group and EDG10: Input Check and EDG12: Open Question. The in-

formation included in the Explanation Content, such as, EDG1: Disease Information, EDG2:

Disease Treatment and EDG3: Next Plan/Step, are considered as patients’ right under interna-

tional standards and legislation [Vall Casas and Rodríguez Parada, 2008, Medicines and products

Regulatory Agency, 2021]. Moreover, providing this information in the explanation could help

solve one the social inequalities in healthcare: the amount of information based on social class or

education level [Hall et al., 1988, Verlinde et al., 2012]. This particular social inequality actually

appeared during our Medical Expert Explanation Model development (See Figure 4.4, which makes

the guideline EDG6: Simple and General; Uncomplicated wording that is acceptable for laypeople

from various education background and level, particularly important.

Simple and general (EDG9) is a meaningful explanation characteristic [Lombrozo, 2006, Feld-

man, 2000]. However, people prefer a more thorough explanation when the event/case is more

complex[Lim and Oppenheimer, 2020, Larasati et al., 2020] and indeed providing a thorough infor-

mation is one of the characteristics of meaningful explanation [Kulesza et al., 2012]. However, there

is a possibility of overwhelming the users with information which could affect their decision mak-

ing ability [Poursabzi-Sangdeh et al., 2018]. This trade-off between simplicity and thoroughness of

explanation is presented as the guideline EDG14: Detail Request.

The other contrasting guidelines are EDG4: System Information and EDG8: Empathy. Em-

pathy is one of the quality standards required by healthcare providers [for Health and (NICE), ]

and is vital to better patients health outcomes [Riess, 2010]. However, research shows that users

prefer an AI system that they perceive as friendly and well-intentioned (warm), despite explicit

information on its low competence, over an AI system with high competence but less friendly (cold)

[Gilad et al., 2021]. Hence, if an explainable AI system followed the design guidelines prescribing

an empathetic communication style, i.e., EDG8: Empathy, while providing low performance accu-

racy, there is a possible risk that patients and non-experts could end up trusting an incompetent

system. Hence, the Explanation designer should carefully design the communication style of the

system, to ensure that, while the system is able to show empathetic quality, it does not unethically

manipulate users’ perception.

Far from being an ultimate guidelines list, this framework can be improved by incorporating
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other AI design guidelines currently emerging in the literature. For example, Amershi et al.’s

guidelines [Amershi et al., 2019] for human-AI interaction indicate that AI should show contextually

relevant information (G4) and mitigate social bias (G6). These guidelines could be added to extend

our guideline EDG9: Simple and General, to put more consideration in writing general explanations

which are aware of and mitigate social biases. Even though some of the current AI explanation

guidelines are too general and are claimed to be not actionable [Liao et al., 2020, Shneiderman,

2020a], further implementation for different types of AI applications would help to expand and

refine our explanation design guidelines.

We also discovered that the explanation provided by the prototype covered most of the theory-

based characteristics of meaningful explanations. An interesting finding of our study concerns

the non-expert users’ ratings of the domain-dependent and social characteristics of explanation.

According to the literature, people consider an explanation to be understandable if they can find a

connection with their own domain knowledge or role, which implies that a meaningful explanation

is domain/role dependent [Malle, 2006]. However, our results suggest the opposite. Participants

mostly agreed that they can understand an explanation without requiring additional knowledge.

This rather contradictory result may therefore suggest that the domain/role dependent character-

istic of understandable explanation is correct only to a certain extent. For example, it clearly is

the case that an explanation from an AI medical support system would be perceived differently

by a layperson compared to a medical expert. However, if the comparison is made between two

laypeople who have different background knowledge unrelated to the medical field, they may both

experience the same understanding. This result could also be caused by how the explanation is

designed. As described in the previous section (Section 5.2), the explanation was intentionally

written to follow EDG9: Simple and General, where we minimised the number of medical and

technical terms used in it.

Another interesting result concerns the characteristic of explanation as a social exchange that

involves interaction between explainer and explainee [Miller, 2018, Hilton, 1990]. We expected

the result to be in between the 1-3 range, because the prototype we developed is quite static

and did not include a dialogue feature or conversation to simulate social exchanges. However,

the rating was higher than we expected (median=5). This result might suggest that the current

level of interactivity is considered as an adequate social exchange for user. However, there is also

the possibility that the participants did not really understand the question, or may not have had

examples of more interactive systems in the past. Further investigation of this aspect and a possible

rephrasing of the question might be considered. Nonetheless, overall, the positive sentiment both in

the qualitative and quantitative evaluation indicate the effectiveness of the prototype in presenting

a meaningful explanation to non-expert users.

We also investigated the relation between meaningful explanation and trust. Our evaluation

showed that exposure to the explanation prototype moved non-expert users’ trust rating towards

the middle range for the overall trust, along with the extreme ratings on both ends (distrust and

fully trust) reducing in numbers (See 4.12). With the distrust and fully trust frequency decreasing,

104



our hypothesis that meaningful explanation can help users make more considered trust judgements

(and not over-trust or fully distrust an AI system) is supported.

However, we recognise that trust is difficult to measure and there are broad definitions of trust.

A simple self-report trust scale might not seem enough to be used, and previous studies claimed

that self-reported trust is not a reliable measure for trusting behaviors [Schaffer et al., 2019, Kunkel

et al., 2019, Xie et al., 2019a]. These claims highlight the focus area of this research, where we

have specifically looked at trust as an attitude rather than trust related behaviour [Rousseau et al.,

1998, Castelfranchi and Falcone, 2010]. This distinction is important, since trust attitude does not

always correlate to trust related behavior [Luhmann, 2000, Meyer and Lee, 2013].

The broad definition of trust also resulted in a different trust measurement method. Previous

research on explanation for non-experts [Cheng et al., 2019, Kocielnik et al., 2019, Poursabzi-

Sangdeh et al., 2018, Zhang et al., 2020] have shown mixed results in terms of users’ trust. We

believe that there are possible factors, such as different evaluation methods, the lack of universal

measurement metric, and unclear definitions of trust, which may have affected those different

results. According to Vereschak et al. [Vereschak et al., 2021], research on trust should provides a

clear definition of trust and specify the terminology used to prevent any confusion between trust

and trust related constructs, such as confidence, reliance, compliance and distrust.

To measure trust as an attitude, the instrument used trust factors that affect human-AI trust.

The instrument measures perceived understandability, perceived reliability, perceived technical

competence, faith, personal attachment, and helpfulness, and the analysis showed that our designed

explanation prototype affected these factors. Four out of six trust factor ratings were significantly

different and, in a similar way as with the overall trust level, the extreme ratings on both ends were

reduced (See 4.11). This result further supports our assumption that meaningful explanations can

help users consider their trust judgements. However, this result need to be taken with caution,

since participants rating and perception are surely affected not only by the explanation but also

by the prototype UI and UX (how the explanation is communicated, delivered and customised).

4.7.2 Explanation Design Guidelines

The guidelines we propose are theory based, multi users-validated and pragmatically applied. We

implemented the 14 guidelines in a prototype and carried out a mixed method evaluation of the

prototype. Evaluation results suggest that the explanations provided by our prototype were mean-

ingful and could effectively moderate trust judgements toward the AI system (by reducing higher

trust and improving lower trust judgements). This evidences the effectiveness of our prototype

design and provides an initial validation of our explanation design guidelines for non-expert users

of AI medical systems. The biggest potential of our explanation design guidelines implementation

is its closest scenario, that is, apps for self-managed breast cancer assessment, which are already

available on the market567.Needless to say, this is not to rule out implementations in other sce-
5https://talosapp.me/breast-cancer-self-exam-self-screening-talos-app/
6https://www.braster.eu/en/system-braster/what-is-braster
7https://www.niramai.com/
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narios, such as, skin cancer detection [Stieler et al., 2021, Kong et al., 2021] or mental-health care

[Jaber et al., 2022, Carr, 2020].

From a methodological perspective, we successfully conducted a stage-based design process

which involved eliciting different stakeholders’ points-of-view and distilled them into explanation

models and design requirements. In the explanation model development phase, we found that

some explanation components that were present in the expert explanation model are not present

in the user explanation model, and vice versa. However, at the target explanation model stage

experts’ and non-experts’ opinions were reconciled. Later in the evaluation stage, there were no

significant disagreements in the explanation components (what to explain) and in the explanation

presentation (how to explain). This shows that the method is quite successful in getting diverse

ideas together. The main structure of the original method is also adaptable, following different

explanation goals and different models. This method is one of the few explainable AI’s requirement

elicitation methods [Hall et al., 2019, Köhl et al., 2019, Liao et al., 2020], which are versatile to

different explanation design goals. However, the method is not without faults. The original method

we adapted is a stage-based participatory design process, and participatory design processes are

known to take extensive amount of time and resources [Spinuzzi, 2005]. The research summarised

in this chapter required two years of intense design, implementation and various cycles of multi

method evaluations (several interviews analysed with QDA methods, both inductive and deductive,

and quantitative analysis of online survey data). The whole participatory design method consisted

of five stages, and each stage needed extensive time for research design, data collection and analysis,

which takes several months to complete.

4.8 Limitation and Future Work

There are a number of limitations that are important to mention for each research stage described

in the chapter. In the explanation models development, experts and non-experts recruited were

from the researchers’ personal and social network, which might affect the diversity of views. We

foresee the value of future work to involve a bigger number of domain experts and AI experts

with different and broader levels of expertise. There is also a possibility of researcher bias when

implementing a grounded theory approach in the analysis, since the model development stages

were done in sequence, and the expert explanation model analysis could affect the analysis for the

user explanation model.

In the guidelines development and implementation stage, we recognise that the prototype de-

velopment only involved designers, without any user input, which might have caused bias. Further

research is necessary to understand how user input might affect the prototype and how other de-

signers might employ these guidelines for different AI healthcare cases. Additionally, we did not

include iterative cycles between prototyping and evaluation. Iterative cycles of implementation and

evaluation could be potentially valuable to gather more refined results of explanation and proto-

typing. Implementations of different AI system applications, which use our proposed explanation
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design guidelines are also required to obtain a more robust understanding of how different types

of explanations impact the user’s ability to make considered trust judgements.

In the evaluation stage, as mentioned in the discussion section previously, we only evaluated

users’ trust as an attitude, not including trust related behaviour. Future studies with additional

trust measurement, such as, decision to trust, act of trusting, perceived trustworthiness, and trust

related behaviour will be beneficial to form a complete view on the effect of meaningful explanation

on trust [Castelfranchi and Falcone, 2010, Castelfranchi and Falcone, 2010, Luhmann, 2000, Meyer

and Lee, 2013]. For example, in the case of a self-managed breast cancer related AI system, we

should investigate whether a layperson would be confident and follow through the AI system’s

recommendations. We also evaluated users’ trust using a trust measurement approach based on

six trust factors. We recognised that this measurement is not complete and that additional factors

that could affect trust in human-AI interaction might be needed [Mcknight et al., 2011, Glikson

and Woolley, 2020]. This research also only followed a within-subject study and did not include

a control prototype. A study with baseline explanation or control prototype and between-subject

analysis would provide additional insights about the effect of meaningful explanation.

The evaluation data was collected using MTurk. We understand that there is possible inatten-

tion, self-misrepresentation, self-selection bias, and social desirability bias inherited in the data,

which may affect the overall result [Aguinis et al., 2021]. Additional qualitative data collection

with the same questions could minimise the risk and add more depth to the evaluation. We also

used a fake third-person profile and a hypothetical tested scenario in the prototype. Since this

scenario lacked the significance of a real-world decision, this could affect how participants answered

the questions. Future research carried out in a real clinical trial would be tremendously insightful

to validate our findings. Finally, the mixed-method evaluation consisted of one online survey and

seven semi-structured interviews. Future studies with a bigger sample size are needed to ensure

the reliability of the results.

4.9 Conclusion

This study successfully investigated to what extent meaningful explanations consisting of impor-

tant information can help users to rethink their perceptions of AI systems and make considered

trust judgements. From the initial design workshop, it was revealed that a detailed explanation

is needed than what is normally provided by AI systems. This should include data comparison,

as well as information on domain-specific terms and the data used by the system. By provid-

ing such information, three characteristics of meaningful explanation can be realised. The main

study adapted a five stages participatory design process to distill key characteristics of AI expla-

nations that are adequate and understandable, which we defined as meaningful explanations. In

the process, three explanation models were developed: Expert Explanation Model, User Explana-

tion Model, and Target Explanation Model, which then translated into 14 design guidelines for

trustworthy AI explanations. The explanation guidelines were then used to inform the design of
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an AI explanation system prototype for non-expert users in a breast cancer self-managed health

scenario.

In the evaluation of the prototype, We found out that explanation affects non-expert users’ trust

perception in an AI medical support system. The level of trust and trust factors were changed after

interacting with the AI explanation prototype. These findings suggest that meaningful explanations

can help non-expert users to make more considered judgements on trusting an AI system in a

healthcare scenario (in particular by moderating users’ trust levels).
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Chapter 5

User Study 3: Measuring Human

Trust in AI

5.1 Research Question to Answer

As mentioned in previous chapters, AI research on trust rarely includes validation tests of the

instrument used to measure trust [Vereschak et al., 2021, Ghai et al., 2021, Cheng et al., 2019].

This lack of validation raises concerns and can undermine the validity of research findings achieved

using said measurements. Moreover, valid measurement instruments play a significant part in the

progress of trustworthy AI design, development, and research. Hence, we formulate the following

research question:

RQ3. What is a robust instrument to measure user trust in AI medical support systems?

We carried out a user study to develop and validate a trust measure instrument following rec-

ommended psychometric principles, methodological concepts, and techniques in scale development

and validation research [Boateng et al., 2018, Hinkin, 1998, Murphy and Davidshofer, 1988, Raykov,

1997, Association et al., 1999, Campbell and Fiske, 1959, Nunnally, 1994, Raykov and Marcoulides,

2011, DeVellis and Thorpe, 2021]. The instrument we developed is specifically built for research in

human-AI interaction, to measure trust attitude towards AI systems from a layperson (non-expert)

perspective. The use-case we used for knowledge elicitation was in the AI medical support sys-

tem context (cancer/health prediction). The development (Measurement Item Development) and

validation (Measurement Item Evaluation) involved six stages, which are described below: item

development, item evaluation, survey administration, test of dimensionality, test of reliability, and

test of validity.
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5.2 Overall Methods: Measurement Instrument Development

Process

To develop a sound human trust measurement instrument, we followed recommendations by pre-

vious research in psychometric [Boateng et al., 2018, Hinkin, 1998]. Six key research stages (Fig

5.1) were carried out to develop the items and thoroughly evaluate them (through the assessment

of each of the item individually, the overall scale, and the possible correlation between items). We

finally carried out validity and reliability tests. According to the Standards for Educational and

Psychological Testing, a guideline approved by the American Psychological Association (APA), an

appropriate operational definition of the construct a measure aims to represent should include a

demonstration of content validity, criterion-related validity, and internal consistency [Association

et al., 1999]. The complete steps of the method and analysis we carried out is shown in Fig 5.1.

The detailed description of each step will be described in the next sections.

Figure 5.1: Process To Develop a Sound Human Trust Measurement Instrument

1. Item Development

The first step to developing a measurement instrument is to determine the measurement domain

that will be used to identify measurement items. A measurement domain (or sometimes referred

to as a measurement construct) is the concept which is the measurement target. In this study,

the domain is human trust in artificial intelligence systems, and the measurement items consist of

a set of trust factors, since trust (the target) will be measured using various attributes (factors)

that influence human trust in artificial intelligence systems. The trust factors and related items

were generated using both deductive and inductive approaches (Step 1 in Fig 5.1). For example,

perceived understandability is one of the trust factors, and one of the relevant items we developed is
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the statement "I know what will happen the next time I use the system because I understand how it

behaves." The deductive approach required a literature review to develop a domain definition with

a theoretical basis. Trust factors previously proposed in the literature were evaluated and selected

based on context relevance. The inductive approach, on the other hand, required exploratory

research to develop items from dimensions that may not be easily identified from a conceptual

basis. A mixed-method study, including an online survey and a focus group, was conducted to

help explore other dimensions that may not have been considered in previous literature. The study

also helped to contextualise and review the items in the context of a concrete health care scenario.

It should be noted that although the measurement tool was developed to be as general as possible

to allow for future use in evaluating the interaction between AI systems, the use case we used was

for an AI medical support system (cancer/health prediction).

2. Item Evaluation

Once the measurement domain was defined and the measurement items developed, we conducted

an evaluation process consisting of several stages. In the first evaluation phase, the initial set of

items representing the construct was reviewed by experts. The measurement domains (represented

by the trust factors) were presented to the experts, who were asked to provide a review and

evaluation for each measurement item. The experts’ validation led to the reconstruction of some

items or their removal from the measurement instrument. The revised items were then further

evaluated by the target population, in this case the general public, through cognitive interviews.

These assessed how the target population understood the measurement domain and the mental

processes underlying the responses given on the measurement instrument.

3. Survey Administration

At this stage, the measurement items have been evaluated and revised. We then administered

the survey as the main measurement instrument test. The sample size of the survey was carefully

considered. The survey questions were presented to the participants after a description of a random

AI system. The measurement items were designed to quantitatively measure the trust factor, and

we used a 7-point Likert scale for this survey. As a replication process, the survey was administered

in a repeated manner. Replication was deemed necessary to increase the generalisability of the

measurement instrument [Hinkin, 1998].

4. Dimensionality Test

Dimensionality testing evaluates the hypothesised factor or factor structure, that is to say the extent

to which the investigated domain (in our case, human trust in AI systems) can be represented by a

given set of factors (the trust factors). Dimensionality can be performed using confirmatory factor

analysis, bifactor modelling, or measurement invariance. Confirmatory Factor Analysis (CFA) was

conducted to quantitatively assess the measurement dimensions, thereby confirming that thorough

analyses have been conducted to develop the measurement instrument.
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5. Reliability Test

Reliability is the degree of consistency shown when a measurement is repeated under the same

conditions. Different ways to assess reliability are: inter-temporal reliability (test-retest reliability)

and inter-item reliability (internal consistency)[Cook and Beckman, 2006]. Internal consistency was

assessed with alpha and omega coefficients, and stability across time was assessed with test-retest

reliability.

6. Validity Test

Validity is the extent to which "evidence and theory support the interpretation of test scores

required by the proposed use of the test" [Association et al., 1999]. In this step, we assessed the

Construct Validity and Criterion Validity of the instrument. Construct Validity is "the extent to

which an instrument assesses a construct of interest and is linked to evidence measuring other

constructs in that domain and measures specific real-world criteria" [Raykov and Marcoulides,

2011] and Criterion Validity is "the extent to which there is a relationship between a given test

score and performance on another measure of special relevance, usually referred to as a criterion"

[Raykov and Marcoulides, 2011].

In the next section we describe each of these methodological steps in more details, and the

summarising of the steps and the result (instrument versions) can be seen in Figure 5.2.

Figure 5.2: Summary of the development steps and instrument versions.

5.3 Item Development

The literature on human-computer trust was examined as a first step in item development, using

a deductive method. We looked for validated trust measurement tools already available. From a
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review of the relevant literature, no available tools were identified to measure trust in the context

of human-AI interaction, from the perspective of non-expert users. The result of this deductive

analysis process was described in the Literature Review chapter (see 2.1.4), which identified non-

expert human-AI trust as our target construct.

Once we determined the construct of interest, we collected literature related to trust in vari-

ous fields, such as human-computer interaction, information systems, and human factors. From

this literature review we distilled six factors, which affect human-AI trust. These are: perceived

understandability, perceived reliability, perceived technical competence, faith, personal attachment,

and perceived helpfulness. Nonetheless, much of the relevant literature we analysed, and has in-

formed previous research, was not necessarily in the field of AI for the general public. Therefore,

it was necessary to conduct a user study to contextualise, extend, and revise the emerging six-

factors theoretical framework on human-AI trust for healthcare applications, from the perspective

of non-experts. An inductive approach was then undertaken to discover factors that may have been

missed by the literature review (deductive phase). The research study conducted was described in

User Study 1: Preliminary Study (see Chapter 4) and brought to the addition of two trust factors:

Institutional Credibility and User Autonomy (See Table 3.1), for a total of 8 trust factors. After

this development process, we further reviewed and revised the initial set of factors and associated

items. Since it is recommended to create a large number of items per factor at the early stage of

item development [Hinkin, 1998], we created five item statements for each trust factor, which led

to the second version of our measurement instrument (See Appendix).

5.4 Item Evaluation

5.4.1 Methods

To assess the new measurement instrument, an evaluation by experts and target population was

carried out.

Expert Validation

Expert evaluation entailed the analysis of content validity, which is the degree to which items of

a measurement instrument are relevant to and representative of the targeted construct for a par-

ticular measurement purpose [Cook and Beckman, 2006, DeVellis and Thorpe, 2021]. This is one

of the most important validations of a measurement instrument [Boateng et al., 2018]. Content

validity is also used to observe grammatical correctness and appropriateness of item wording and

scoring [Safikhani et al., 2013]. In summary, experts review the clarity (the question/statement

is clear and specific and makes sense to the reader), coherence (the question/statement is logical,

consistent, and reasonable in the context of the research problem being addressed), and complete-

ness (the statement presented is fully represented by the definition) of the measurement instrument

items [Quiroz et al., 2017]. To conduct expert validation, we went through several stages: con-

tent validation form development, expert selection, validation administration, and expert rating
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analysis.

As with any measurement tool, the content validation form must be developed with the ap-

propriate items to enable experts to have a clear expectation and understanding of the task. As

defined earlier, content validity is the degree of relevance, representativeness and clarity of the

target domain items (the trust factors). Therefore, the content validation form should include at

least two evaluation dimensions: content relevance and clarity. For this purpose, we presented the

experts with the factors and their definitions, followed by five items representing each of the factors.

The experts were asked to critically examine each factor and its items before providing a rating

on what item better represent the factor. Items were scored using a 5-point Likert scale of agree-

ment. For each item, we asked whether "the statement is clear, coherent, specific, and a lay reader

would be able to understand its meaning" (to demonstrate the clarity of the content, and whether

"the statement fully represents the definition of perceived understandability" (to demonstrate the

representativeness and relevance of the content). In addition, we asked the experts whether they

understood the definition of each factor, since an unambiguous definition of the target domain and

its constituting factors is one of the conditions of content validity. Finally, since the review of

the measurement instrument requires verbal comments from the experts, a mixed data collection

method was used, in which qualitative data were collected through interviews and quantitative

data were collected through the content validation form.

The following stage in the expert validation was expert selection. To ensure a sound evaluation

the experts should be highly knowledgeable about the domain of interest and measurement in-

strument development [DeVellis and Thorpe, 2021, Morgado et al., 2017]. Since this measurement

instrument was developed in the context of AI systems in healthcare, relevant domains include

AI/computing and medicine/healthcare. Therefore, we recruited both AI/computing and medical

experts, in addition to an expert in measurement instrument development.

Invitations for interview were sent via email to possible experts selected from our personal

research network. The number of experts recommended by the literature is two at the minimum

[Davis, 1992] and ideally range between five to seven [Haynes et al., 1995, Polit and Beck, 2006].

In the end, we selected seven experts: two scale development experts with psychology background,

two scale development experts from the computing field, one AI expert, and two medical experts.

The interviews ran for one hour and were transcribed in the process.

The last stage of expert validation was expert rating analysis. The Content validity index (CVI)

was calculated to measure proportional agreement [Lynn, 1986][Polit and Beck, 2006]. Although

CVI is a metric broadly used for content validity, this index has been criticised for not consider-

ing possible inflated values caused by chance agreement [Wynd et al., 2003]. Therefore, we also

calculated Cohen’s kappa coefficient (κ) [Cohen, 1960], which adjusts for chance agreement and

is considered as the most efficient [Wynd et al., 2003]. Items with low value of CVI and κ were

considered invalid and removed from the measurement instrument. Lastly, qualitative comments

from the experts guided the refinement of the trust factors and the revision of the rest of the items.
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Cognitive Interview

In addition to experts, evaluation on the target population was also carried out. We conducted

Cognitive Interviews with laypersons, to evaluate if the items reflect the domain of study, by

ensuring that the target population understands the item statements and/or questions[Beatty and

Willis, 2007], and also to help refine the measurement instrument items. A Cognitive Interview can

help improve clarity, identify confusing and problematic items, highlight a problematic item order,

reveal the thought process of participants, and ensure the correct intended data are produced

[Willis, 2004, Tourangeau, 2003]. A Cognitive Interview is also the recommended method to

evaluate the measurement instrument before Survey Administration [Boateng et al., 2018].

Previous literature recommends running between 5-15 interviews from the target population

sample [Willis, 2004, Beatty and Willis, 2007] to provide sufficient validation. The interview

technique we used combined a think-aloud approach with verbal probing. In the interview, first,

we described the study and introduced participants to AI technologies used in healthcare. Since the

target population is non-experts/laypeople, this introduction process was important. Participants

were then asked to read the item statement, answer if they could understand and make sense of

it, and explain what does the statement mean using their own words. Based on the answer, verbal

probing might have occurred. Invitations for this interview were also sent via email and electronic

messages from our personal and professional network.

5.4.2 Results

Expert Validation

We conducted interviews with seven experts separately. The experts included Higher Education

professionals and academics: four experts in measurement instruments development (two from

psychology and two from computing), one AI expert, and two medical doctors. In the first round,

CVI was calculated at item level by dividing the number of experts giving a rating 4 or 5 to the

representativeness of each item by the total number of experts. Guidelines on evaluation criterion

thresholds for CVI are "Excellent" for CVI > 0.79 [Davis, 1992, Seif, 2004, Polit and Beck, 2006]

and "For Revision" for CVI 0.7-0.79 [Abdollahpour et al., 2010]. After CVI scores were calculated

for all the instrument items, the kappa coefficient was calculated using i) numerical values of

probability of chance agreement (PC) and ii) the CVI of each item, using the following formula:

K = (CV I − PC)/(1− PC).

Guidelines on evaluation criterion thresholds for kappa value are "Excellent" for κ >=0.74, "Good"

for 0.74>κ>=0.6, and "Fair" for 0.59> κ>=0.40 [Cicchetti and Sparrow, 1981]. Among the 40

instrument items, 16 items with CVI lower than 0.7 and κ score lower than 0.4 were interpreted as

"Invalid" and removed from the measurement instrument (See Table 5.1). However, the number

of items removed from each dimension were not equal and range from three items (e.g.: domain

perceived understandability and perceived helpfulness) to one item (e.g.: domainuser autonomy and
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faith). Thus, to have the same number of items for each domain, we selected the two best items

from each domain. When a factor has two or more items that passed the CVI and κ "Excellent"

thresholds, the items with "For Revision" scores were removed, making it 20 items in the end.

If all of the items from a factor were scored "For Revision", this meant that the items were not

properly written or worded, thus, requiring a full revision back to the item development stage.

Other than representativeness of the measurement items, in the second round, we looked at

clarity of the items. Based on Cohen’s κ score of the Clarity ratings from the 20 items with Excellent

representative scores, we decide if the item requires revision or not. The evaluation criteria for

kappa value are the same as above. Items with κ<0.4 were considered "Poor" and removed from

the item pool, and items with "Excellent" clarity were accepted without major revision. Since only

two best items were selected for each domain, one of faith items with "Fair" clarity and one of

user autonomy items with EA < 7 were removed. In the end, we have a measurement instrument

consisting of 16 items from 8 trust factors, with comments from experts that helped refine and

revise the items accordingly.

Cognitive Interview

After the expert validation we conducted interviews with nine laypeople, with the following age

range: six participants were below 30, three participants were in the 30-45 range, and three partici-

pants were above 45 years old. Each cognitive interview lasted one to two hours in a semi-structured

format. As described above, participants’ were expected to think-aloud to describe their under-

standing of each item statement using their own words. Since no specific data analysis method is

recommended by the cognitive interview literature [Willis, 2004, Beatty and Willis, 2007], a broad

overview focused on participants’ understanding and an in-depth look at participants’ cognitive

processing were carried out.

In general, participants claimed that the items were understandable and made sense. When

participants explained their interpretation on the item statements, the description of their mental

process allowed them to answer in a manner that reflected their experience, which indicates their

understanding [Willis, 2004]. The participants were able to understand correctly the specifications

of the items and, crucially, the interpretations were consistent across participants, reflecting well

on the trust factor definition.

However, some inconsistencies between participants’ interpretation were found on two item

statements related to the perceived technical competence and personal attachment factors. For

instance, the statement "The AI system uses appropriate methods to get results and to reach

decisions based on the information I input" (on perceived technical competence) was understood

differently by different participants. The cause of this inconsistency was the word "appropriate".

A variety of interpretation of what an "appropriate method" is, were proposed e.g: an ethical

method, a method that gets the job done, a method human professionals uses, or a method where

the data is not taken without the user’s permission. One of the participants suggested that the

word appropriate is "a bit too fluid".
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Trust Factor Items EA CVI PC κ
Interpretation

(CVI)

Interpretation

(κ)
Clarity

understandability1 7 1.000 0.008 1.000 Excellent Excellent Excellent

u2 6 0.857 0.055 0.849 Excellent Excellent Excellent

u3 1 0.143 0.055 0.093 Invalid Invalid

u4 4 0.571 0.273 0.410 Invalid Fair

u5 3 0.429 0.273 0.214 Invalid Invalid

technical competence1 6 0.857 0.055 0.849 Excellent Excellent Excellent

tc2 5 0.714 0.164 0.658 For Revision Good Poor

tc3 3 0.429 0.273 0.214 Invalid Invalid

tc4 5 0.714 0.164 0.658 For Revision Good Excellent

tc5 4 0.571 0.273 0.410 Invalid Fair

reliability1 6 0.857 0.055 0.849 Excellent Excellent Fair

r2 5 0.714 0.164 0.658 For Revision Good Excellent

r3 5 0.714 0.164 0.658 For Revision Good Poor

r4 2 0.286 0.164 0.146 Invalid Invalid

r5 4 0.571 0.273 0.410 Invalid Fair

helpfulness1 7 1.000 0.008 1.000 Excellent Excellent Excellent

h2 6 0.857 0.055 0.849 Excellent Excellent Good

h3 3 0.429 0.273 0.214 Invalid Invalid

h4 1 0.143 0.055 0.093 Invalid Invalid

h5 4 0.571 0.273 0.410 Invalid Fair

personal attachment1 7 1.000 0.008 1.000 Excellent Excellent Excellent

pa2 6 0.857 0.055 0.849 Excellent Excellent Good

pa3 5 0.714 0.164 0.658 For Revision Good

pa4 4 0.571 0.273 0.410 Invalid Fair

pa5 3 0.429 0.273 0.214 Invalid Invalid

user autonomy1 7 1.000 0.008 1.000 Excellent Excellent Excellent

ua2 6 0.857 0.055 0.849 Excellent Excellent Excellent

ua3 7 1.000 0.008 1.000 Excellent Excellent Excellent

ua4 5 0.714 0.164 0.658 For Revision Good

ua5 4 0.571 0.273 0.410 Invalid Fair

faith1 6 0.857 0.055 0.849 Excellent Excellent Fair

f2 6 0.857 0.055 0.849 Excellent Excellent Excellent

f3 7 1.000 0.008 1.000 Excellent Excellent Excellent

f4 4 0.571 0.273 0.410 Invalid Fair

f5 5 0.714 0.164 0.658 For Revision Good

institution credibility1 6 0.857 0.055 0.849 Excellent Excellent Good

ic2 6 0.857 0.055 0.849 Excellent Excellent Good

ic3 1 0.143 0.055 0.093 Invalid Invalid

ic4 4 0.571 0.273 0.410 Invalid Fair

ic5 5 0.714 0.164 0.658 For Revision Good

Table 5.1: Expert Validation Review Ranking: Dimension Items’ Experts in Agreement (EA),

Content Validity Index (CVI), Probability of Chance agreement (PC), Cohen’s coefficient kappa

κ, CVI evaluation interpretation, κ evaluation interpretation, κ item Clarity. Items without Clarity

scores were pruned.
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In the statement "I find the AI system suitable for my style and I would feel a sense of loss if I

could no longer use it.", (used to describe personal attachment) the word "style" was interpreted

differently by different participants. As described previously, personal attachment measures the

degree to which the user finds using the system agreeable, preferable, and suiting their personal

taste. The item sentence was developed based on the style’s definition from the Cambridge Dictio-

nary as "a way of doing something, especially one that is typical of a person". Even though some

participants interpreted style correctly, most participants interpreted style as lifestyle. Thus, when

they reflected on their experience, they drove it from their lifestyle. " I think style is lifestyle, the

app is suitable for my lifestyle. Like I like to do yoga so the apps that suit my style are health yoga

app. "- P8. One of the participants even appeared confuse when reading the statement. "Hmm.

That’s an interesting one. Yeah. Suitable for my style. And I would feel a sense of loss if I could

no longer use it. Um, “my style” is intriguing the way you worded that."-P2.

Lastly, the word "vendor" in the institution credibility statement was found to be confusing.

"I am confident in the AI system capability because it is developed by a reputable institution, and

backed by valid vendors and consumer protections.", "I’m not sure what vendor means. [...] Vendors

makes me think of food."-P5. Based on this result, none of the item statements were dropped and

some modifications on the word choice were applied.

5.5 Survey Administration

5.5.1 Method

After all item statements and factors were evaluated, we administered the main survey (containing

the 16 remaining and revised items) to further evaluate the measurement instrument. A survey

method can identify the characteristics of a broad population of individuals if a clear research

question inquiring about the nature of the target population is presented [Easterbrook et al., 2008].

In our case we aimed at engaging the wider public as representative of the general patients category,

intending to ask about their trust perception toward AI assisted medical support systems. We chose

to use an online survey, because an online survey takes advantage of the Internet to provide access

to broader groups and is efficient in time [Wright, 2005].

The online survey we used consisted of demographic questions (gender and age group), questions

on initial trust, that is, general trust towards AI in healthcare, their likelihood to use AI in

healthcare, and finally a set of agreement question on each of the 16 statements/items of the trust

measurement instrument (See Table 5.2). Participants were asked to read the information page

and fill a consent form before proceeding to the online survey. The measurement instrument was

presented after videos of available AI medical support systems were played. The online survey

contained two sets of questions with 20 items in total. The first set of questions contains two

demographic questions (gender and age group) and two trust propensity questions. The second

set of questions contained the 16 statements from the measurement instrument. Between the first

and the second set of questions, participants were asked to watch a two-minutes video of cancer
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detection/risk assessment applications available on the market, such as, SkinVision (skin cancer

detection), Braster (breast cancer detection), and Alexa Babylon (health assessment). Participants

were then asked to rate their agreement with the statements from the measurement instrument

based on the application that they just saw using a 7-point Likert scales. The online survey was

developed using the Google Forms platform and was published via Amazon Mechanical Turk. To

minimise submission from bots, we only accepted master workers and put different submission

codes at the end of the survey.

To decide on the sample size (i.e., the number of participants), we looked at the guidelines given

by the literature. The overall recommendation is the larger sample size, the better. The number

of participants can be determine using the ratio of participant and instrument items, such as, 5:1

participant-to-item ratio [Gorsuch, 1988] and 10:1 participant-to-item ratio [Nunnally, 1967]. The

number of participants can also be determined without taking the number of items into account.

The 200-300 range is argued to be appropriate [Guadagnoli and Velicer, 1988], and other literature

also considers 300 participants as good [Comrey, 1988, Clark and Watson, 1995]. Thus, we aimed

to have 300 participants which largely cover all recommendations. The study was approved by our

institution’s Human Research Ethics Committee (HREC/4075).

5.5.2 Results

The Mechanical Turk tasks were up for two weeks and data from 300 participants were collected.

The participants were 52.7% male, 47% female, 0.3% prefer not to say their gender. Almost half

of the participants were between 30-40 years old (46%), with the rest 22% were between 40-50

years old, 18.7% between 20-30 years old, 13% above 50 years old, and 0.3% below 20 years old.

Further analyses for measurement instrument evaluation, methods and results, are described in the

following sections. To determines if the responses given with the sample are adequate, we performed

the Kaiser–Meyer–Olkin (KMO) test [Kaiser, 1958]. KMO measures the sampling adequacy (MSA)

with criterion: 0-0.49 as unacceptable, 0.50-0.59 as miserable, 0.60-0.69 as mediocre., 0.70-0.79 as

middling, 0.80-0.89 as meritorious, and 0.90-1.00 as marvelous [Kaiser, 1958]. Additionally, we ran

Bartlett’s test of sphericity [Bartlett, 1954] to test the null hypothesis: the correlation matrix is

an identity matrix. If the significance level is less than 0.05, the null hypothesis is rejected, which

means the items are suitable for structure detection. As depicted in Table 5.3, KMO results of

high value (0.9458) implied the adequacy of the sampling data and a significant test statistic (0.00)

by Bartlett’s test of sphericity indicated that a factor analysis may be useful with this data.
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Trust Factor Statement

Understandability I understand how the AI system works and I feel confident I will be able

to use it in the future.

I understand how the AI system behaves, how it can assist me, and what

I can expect from using it in the future.

Technical Competence The AI system uses appropriate methods to get results based on the

information I input.

The AI system correctly uses the information I input to provide accurate

results.

Reliability The AI system consistently provides the results it is expected to produce.

The AI system responds the same way under the same conditions at

different times.

Helpfulness When I need help, the AI system responds to my needs effectively and

responsively.

The AI system provides me with the effective and responsive help I need.

Personal Attachment I find the AI system suits my preference and I would feel a sense of loss

if I could no longer use it.

I like using the AI system because it suits me, and always want to use

it.

User Autonomy I feel in control when operating the various functions and features of the

AI system.

The AI system has functionalities and features I can control.

Faith When I am unsure about the AI system’s result, I believe in the AI

system rather than myself.

Even if I am not sure about the result and the actual performance, I am

confident that the AI system will provide the best result.

Institutional Credibility I feel assured using the AI system because it is made by a reputable

institution and therefore already went through a credible regulation pro-

cess.

I am confident in the AI system capability because it is developed by

a reputable institution, and backed by valid companies and consumer

protections.

Table 5.2: 16 Survey Questions/Statements (Two Statements for Each Domain)

120



Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.9458

Bartlett’s Test of Sphericity

Approx. Chi-Square 3634.78

df 120

Sig. 0.00

Table 5.3: Kaiser–Meyer–Olkin (KMO) sample adequacy test.

Measurement Instrument Evaluation

5.6 Test of Dimensionality

5.6.1 Method

To test the dimension of the proposed measurement instrument, we used Factor Analysis. Two

main classes of factor analysis are Exploratory Factor Analysis (EFA) and Confirmatory Factor

Analysis (CFA). EFA seeks to discover the measurement model and, as the name suggests, is ex-

ploratory in nature, meanwhile, CFA starts with a hypothesis model. Our current model consists

of eight dimensions of trust factors: perceived reliability, perceived technical competence, perceived

understandability, faith, personal attachment, perceived helpfulness, user autonomy, and institu-

tion credibility, with two items on each dimension. Given that we have our trust model, which is a

trust level as combination of eight trust factors, confirmatory factor analysis (CFA) was performed

in this stage. CFA investigates how well the hypothesised factor structure (model) fits with the

data [MacKenzie et al., 1991]. Some of the fit indices are: Comparative Fit Index (CFI >0.95),

Tucker Lewis Index (TLI >0.95), Root Mean Square Error of Approximation (RMSEA <0.06),

Standardized Root Mean Square Residual (SRMR <0.08) and low Chi-square [Hu and Bentler,

1999, Hinkin, 1998, Boateng et al., 2018].

5.6.2 Results

Table 5.4 shows the fit indices for the hypothesised model. Based on the root mean square error of

approximation (RMSEA), standardized root mean square residual (SRMR), comparative fit index

(CFI), and Tucker–Lewis index (TLI) reported, the hypothesised model fits well and does not need

additional alteration.

Chi-square 124.209

Comparative Fit Index (CFI) 0.987

Tucker-Lewis Index (TLI) 0.979

Root Mean Square Error of Approximation (RMSEA) 0.046

Standardized Root Mean Square Residual (SRMR) 0.023

Table 5.4: Confirmatory Factor Analysis of Trust Model
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5.7 Test of Reliability

5.7.1 Methods

Internal Consistency

As mentioned previously, reliability refers to the degree of consistency demonstrated when a mea-

surement is repeated under the same conditions [Porta, 2014]. Multiple assessments of reliability

have been developed, and among these assessment methods, the coefficient alpha, specifically Cron-

bach’s alpha [Cronbach, 1951], has been the most widely used measure of reliability. The alpha

coefficient is commonly used to estimate one type of reliability: internal consistency. Internal con-

sistency represents the degree to which the measurement items are inter-correlated or if they assess

the same construct consistently. However, many studies have criticised this coefficient, pointing

out that it can only be treated as scale reliability when specific conditions are satisfied [Raykov

and Marcoulides, 2015], which is unlikely to be the case in practice[Cho and Kim, 2015, Green and

Yang, 2009]. These conditions are: (1) items are unidimensional; (2) the average factor loading

is above .7; (3) the differences between individual factor loadings and average factor loading are

less than .2 [Raykov and Marcoulides, 2015]. Failure to hold these three conditions could cause a

biased result.

The proposed alternative to coefficient alpha is coefficient omega, which has been argued to be

a more sensible measurement of internal consistency [Raykov and Marcoulides, 2015, Green and

Yang, 2009]. Moreover, the formulation of coefficient omega is deemed to match the definition

of reliability [McDonald, 2013]. However, the difference between coefficient omega and coefficient

alpha was found to be small in applications [Maydeu-Olivares et al., 2007, Raykov, 1997]. Hence,

coefficient alpha can be treated as identical to coefficient omega when the above conditions (1-3)

hold [Raykov and Marcoulides, 2015]. Thus, we used both coefficient alpha [Cronbach, 1951],

Raykov’s [Raykov and Marcoulides, 2011], Bentler’s [Bentler, 2009] and McDonald’s omega [Mc-

Donald, 2013] to assess the reliability of our measurement instrument. If the value of McDonald’s

omega is similar to the other two omegas (Bentler’s and Raykov’s), it indicates that the model fits

the data well [Bentler, 2009].

Test-retest reliability

To assess the instrument temporal stability, test-retest reliability was conducted. Test-retest re-

liability looks at the reliability across time, assessing whether the same participants are able to

perform similarly at different times [Raykov and Marcoulides, 2015]. The tests are usually quan-

tified using correlation [Cook and Beckman, 2006], such as, the Intra-class Correlation Coefficient

[Streiner et al., 2015] and the Pearson product moment correlation coefficient (Pearson r) [Pearson,

1896]. Even though reliability has often been assessed using Pearson r [Weir, 2005], Pearson r is

not recommended for assessing test-retest reliability [Kroll, 1962], especially for non-continuous

data [Ludbrook, 2002]. If the correlation value is high (close to 1), it indicates high test–retest
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reliability; and if the correlation value is close to zero, it indicates low reliability.

Replication: Repeated Survey

The test-reliability is a part of the replication processes, where the survey is administered at two

(or more) different times to the same group of people. In order to do this, we collected additional

data and repeated the online survey. The repeated survey consists of demographic questions

(gender and age group), their general trust towards AI in healthcare, and the trust measurement

instrument (See Table 5.2). Participants were then asked to interact with AI healthcare prototypes

and rate their agreement with the statements from the measurement instrument using a 7-point

Likert scale. The online survey was developed using the Google Forms platform and published

via Amazon Mechanical Turk. Similarly to the main survey, to minimise data from bots, we only

accepted master workers and put different submission codes at the end of the survey.

5.7.2 Results

Internal Consistency

The alpha and omega coefficients were calculated in R. Table 5.5 indicates that all alpha and

omega values are above 0.7, indicating internal consistency in all dimensions and overall measure-

ment[Nunnally, 1994]. Additionally, the results show that all Raykov’s, Bentler’s, and McDonald’s

omega coefficients are similar, suggesting that the model fits the data well. This support the finding

from the earlier Test of Dimensionality stage.

Cronbach’s alpha Raykov’s omega Bentler’s omega Mcdonald’s omega

reliability 0.7232 0.7244 0.7244 0.7244

technical competence 0.8371 0.8383 0.8383 0.8383

understandability 0.7860 0.7938 0.7938 0.7938

personal attachment 0.8388 0.8393 0.8393 0.8393

helpfulness 0.8683 0.8699 0.8699 0.8699

faith 0.8285 0.8306 0.8306 0.8306

user autonomy 0.8289 0.8311 0.8311 0.8311

institution credibility 0.9136 0.9136 0.9136 0.9136

overall measurement 0.9481 0.9512 0.9512 0.9504

Table 5.5: Reliability tests for the measurement instrument.

In relation to the different reliability assessment measures, the results show that the difference

in coefficient alphas and omegas are small (less than .1). To see if this is the case where coefficient

alpha can be treated as coefficient omega, we tested the three conditions of coefficient alpha.

However, we could not conclude if the conditions hold. We fitted the data to a unidimensional model

(single-factor model) with CFA and applied the following fit indices: Comparative Fit Index (CFI

>0.95), Tucker Lewis Index (TLI >0.95), Root Mean Square Error of Approximation (RMSEA
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Parameter Difference

Average loading 0.737

Individual loading

understandability1 0.567 0.17

understandability2 0.623 0.114

technical competence1 0.753 -0.016

technical competence2 0.794 -0.057

reliability1 0.759 -0.022

reliability2 0.663 0.074

helpful1 0.762 -0.025

helpful2 0.824 -0.087

personal attachment1 0.697 0.04

personal attachment2 0.819 -0.082

user autonomy1 0.740 -0.003

user autonomy2 0.677 0.06

faith1 0.691 0.046

faith2 0.780 -0.043

institution credibility1 0.812 -0.075

institution credibility2 0.838 -0.101

Table 5.6: Average loading, Individual item loadings, and Difference between the two, in Fitted

Unidimensional (Single Factor) Model.

<0.06), Standardized Root Mean Square Residual (SRMR <0.08) and low Chi-square [Hu and

Bentler, 1999, Hinkin, 1998, Boateng et al., 2018]. Only SRMR (0.068) passed the threshold, (CFI

= 0.836, TLI = 0.811, RMSEA = 0.138), making the condition (1) not hold. Table 5.6 shows that

both conditions (2 and 3) hold, with average factor loading above .7 and the differences between

individual factor loadings and average factor loading less than .2. Further test and evaluation

should be done to confirm this. Nonetheless, we conclude that our measurement instrument is

reliable based on the coefficient alpha and omegas.

Test-retest Reliability from Repeated Survey

The test-retest reliability was tested using separate data, and not the data from Survey administra-

tion previously. The Mechanical Turk tasks were up for one month and data from 304 participants

were collected, where participants were asked to do repeated survey, before and after interacting

with an AI prototype. The participants were 53.6% male, 45.4% female, 0.7% preferred not to

declare their gender. Half of the participants were between 30-40 years old (52.6%), with 19.4% of

the rest between 20-30 years old, 15.8% between 40-50 years old, and 12.2% above 50 years old.

As mentioned previously, the test was quantified applying the Intra-class Correlation Coefficient

(ICC) to the ratings given by the same participants at closely spaced points in time (30 minutes -
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one hour). The test-retest reliability was established with ICC value = 0.7377.

5.8 Test of Validity

5.8.1 Methods

A measurement instrument should not only be reliable but also valid, because reliability is a nec-

essary but not sufficient condition for validity. Validity refers to the degree to which an instrument

accurately measures the dimension or construct for which it was designed [Raykov and Marcoulides,

2011]. Due to the wide range of validity assessment metrics, many terms are used, such as, concur-

rent validity, construct validity, content validity, convergent validity, criterion validity, discriminant

validity, divergent validity, face validity, and predictive validity. However, validity assessment can

be summarised in three main forms:

• Content validity (including: face validity)

• Construct validity (including: convergent validity, discriminant validity)

• Criterion validity (including: predictive validity, concurrent validity)

Up until this stage, we have evaluated the content validity and face validity in the Item Eval-

uation stage. Content validity is the degree to which the instrument measures what it is designed

to measure. Content validity is not only assessed using statistical procedures but also relies on the

reasoning aspect of the measurement items [Nunnally, 1994], which is why Expert Validation and

Cognitive Interview were conducted.

Construct Validity

After the survey is administered, the construct validity of a measurement instrument can be ex-

amined. Construct validity refers to the degree to which an instrument assesses a construct of

real-world concern and is associated with evidence that measures other constructs [Raykov and

Marcoulides, 2011]. Convergent validity is the extent to which a construct measured in different

ways produces similar results. The literature suggests that convergent validity is established when

the average variance extracted (AVE) is above 0.5 [Chin, 2010, Henseler et al., 2009, Bagozzi and

Yi, 1988]. Other literature suggests that alongside the AVE value, composite reliability (CR)

also needs to be considered, and that convergent validity is established when the CR is above 0.7

[Hair Jr et al., 2019].

There are various definitions of discriminant validity in existing studies, one of which defines

it as the extent to which a measure is novel and not just a reflection of some other measurement

[Campbell and Fiske, 1959, Raykov and Marcoulides, 2011, Boateng et al., 2018]. Another defini-

tion characterises it as the extent to which two constructs are empirically distinguishable [Mât,ă

et al., 2020][Hu and Liden, 2015]. Since our main objective is to evaluate the validity of our mea-

surement instrument, we assessed discriminant validity through our trust factors (domains) and
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trust propensity. However, we also looked at the discriminant validity between our domains to

see if our domains are empirically different from one another. To evaluate discriminant validity,

the Fornell-Larcker criterion and the Heterotrait-monotrait (HTMT) ratio of correlation can be

examined. The Fornell-Lacker criterion compares the square root of the AVE with the correla-

tion of latent constructs: a greater value of each AVE indicates discriminant validity [Fornell and

Larcker, 1981]. The Heterotrait-monotrait (HTMT) criterion calculates the HTMT ratio. Here,

a value close to 1 indicates a lack of discriminant validity [Henseler et al., 2015]. The proposed

threshold values in the literature for the HTMT ratio are 0.9 [Gold et al., 2001] and 0.85 [Voorhees

et al., 2016]. We examined both methods, since it is recommended to employ more than one method

[Campbell and Fiske, 1959] and the literature on discriminant validation describes multiple distinct

measurement methods [Le et al., 2009, Woehr et al., 2012] .

Criterion Validity

Content and construct validity are considered as validity of measurement[Murphy and Davidshofer,

1988], and included in the objective tests for psychological instruments [Loevinger, 1957]. In

contrast, criterion validity is recognised as validity for decision, instead of measurement validity

[Murphy and Davidshofer, 1988]. Validity for decision means that the measurement can lead

to a correct/right decision, such as, in a psychological test for recruitment criteria. Criterion

validity refers to the extent of the relationship between a particular criterion and other related

measures, whether it’s with a "gold-standard" measurement (concurrent validity) or other related

measurements in the future (predictive validity) [Raykov and Marcoulides, 2011]. Even though

our trust measurement was not designed to be a decision-making aid, nor designed to predict

any future decision, we still assessed the criterion validity of our measurement to explore our

measurement aptitude. The criteria we used was trust, and since currently there is no "gold-

standard" for human-AI trust measurement, the concurrent validity was assessed with a single-

question trust measurement from the Replication survey. Concurrent validity is established when

the constructs of our measurement instrument are significantly correlated to the trust rating,

which were measured at the same time. Predictive validity is established by regressing some future

outcome on the established construct, which we assessed with regression analysis to the single-

question trust measurement from Replication survey.

5.8.2 Results

We were looking at construct validity, where we evaluate if an instrument measures a construct that

is not directly observable [Nunnally, 1994]. Construct validity is composed of convergent validity,

when the domains address the same construct, and discriminant validity, when the domains address

different aspects of the construct.
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CR AVE r tc u pa h f ua ic

reliability (r) 0.724 0.585 0.764

technical competence (tc) 0.838 0.733 0.895* 0.855

understandability (u) 0.794 0.665 0.772* 0.815 0.815

personal attachment (pa) 0.839 0.729 0.795* 0.748 0.552 0.853

helpfulness (h) 0.870 0.769 0.939* 0.870* 0.747 0.746 0.876

faith (f) 0.831 0.708 0.803* 0.683 0.479 0.833 0.729 0.841

user autonomy (ua) 0.831 0.713 0.758* 0.764 0.639 0.751 0.731 0.694 0.844

institution credibility (ic) 0.914 0.846 0.779* 0.774 0.552 0.836 0.744 0.870* 0.743 0.920

Table 5.7: Composite reliability (CR), the average variance extracted (AVE), the square root of

AVE (in bold), and correlations between constructs (off-diagonal).

Construct Validity: Convergent Validity

A measurement can establish convergent validity when the measurement domains (construct) are

highly correlated with each other. As depicted in Table 5.7, all composite reliability (CR) values

are above 0.7 [Hair Jr et al., 2019] and all average variance extracted (AVE) values are above

0.5, suggesting the convergent validity of the measurement instrument. This result suggests that

our measurement instrument could examine or measure trust in different ways while still yielding

consistent results.

Construct Validity: Discriminant Validity

The discriminant validity of inter-construct was first assessed using the Fornell and Larcker cri-

terion [Fornell and Larcker, 1981]. As described above, this method compares the AVE with the

correlation of latent constructs, and a greater value of each AVE indicates discriminant validity.

However, there are different interpretations of discriminant validity in the literature. Some liter-

ature considers the Henseler et al. [Henseler et al., 2015] interpretation, where the comparison

is made from the square root of each AVE with the correlation coefficients for each construct

[Ab Hamid et al., 2017][Mât,ă et al., 2020]. Based on this interpretation, as shown in Table 5.7,

the correlation coefficients between reliability - all constructs, helpfulness-technical competence,

and institution credibility-faith are greater than the AVEs (marked with *), which means those

constructs do not hold discriminant validity.

Another interpretation claims that discriminant validity is only established when the AVEs

for both constructs are bigger than the squared factor correlation/shared variance (SV) between

them. This interpretation by Henseler et al. is considered one of the misapplications of the Fornell-

Larcker criterion [Rönkkö and Cho, 2022]. The misapplication is rooted in the usage of only one

of the two AVE values, or the average of the two AVE values, instead of both AVE values when

comparing to the SV. Based on this original interpretation, as shown in Table 5.8, the SVs between

reliability-technical competence, reliability-personal attachment, reliability-helpfulness, reliability-

faith, helpfulness-technical competence, faith-personal attachment, and institution credibility-faith,

are greater than both constructs AVEs (marked with *), which means these constructs do not hold
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AVE/SV r tc u pa h f ua ic

reliability (r) 0.585

technical competence (tc) 0.755* 0.733

understandability (u) 0.568 0.642 0.665

personal attachment (pa) 0.604* 0.547 0.287 0.729

helpfulness (h) 0.854* 0.745* 0.543 0.545 0.769

faith (f) 0.627* 0.467 0.228 0.759* 0.523 0.708

user autonomy (ua) 0.556 0.569 0.403 0.575 0.530 0.491 0.713

institution credibility (ic) 0.576 0.579 0.295 0.690 0.543 0.748* 0.537 0.846

trust propensity 0.180 0.203 0.133 0.374 0.163 0.433 0.242 0.328

Table 5.8: Fornell-Larcker Table: The average variance extracted AVE (in bold), the square root

of correlations between constructs SV (off-diagonal).

discriminant validity [Rönkkö and Cho, 2022].

Lastly, we examined discriminant validity with the Heterotrait-monotrait (HTMT) criterion.

The HTMT criterion was proposed as a superior method that successfully achieves higher specificity

and sensitivity rates (97-99%) compared to older criteria, including Fornell-Lacker (20.82%). As

mentioned previously, a lack of discriminant validity is usually indicated with a HTMT value close

to 1, or higher than a set threshold. Table 5.9 shows HTMT results, using both 0.85 [Voorhees

et al., 2016] and 0.9 [Gold et al., 2001] thresholds. The items reliability-technical competence,

reliability-helpfulness, helpfulness-technical competence, faith-personal attachment, and institution

credibility-faith passed the threshold (marked with *). Based on this criterion, discriminant validity

was not established on all items. In summary, using different methods and criteria, the discriminant

validity was not established on all inter-constructs (domains) of our measurement instrument. Since

the dimensionality and the internal consistency of our measurement has been established, similarity

between dimensions can be examined further in future research, specifically on trust factors model.

To evaluate the discriminant validity of our trust measurement, we assessed the relation between

our measurement and the participants’ trust propensity level. As we can see in the last row of

Table 5.8 and Table 5.9, based on Fornell and Larcker criterion and HTMT ratio, the results

suggest a low similarity between our trust factors and trust propensity. These results support the

discriminant validity of our measurement instrument, which is different from trust propensity.

Criterion Validity: Concurrent Validity

To establish concurrent validity, our measurement should be significantly correlated to some out-

come measured at the same time, meaning the trust factors should be correlated to the trust level.

As shown in Table 5.10, each domain (trust factor) of our measurement is positively correlated to

trust level and the relationships are all significant (p < .05). These results suggest that our trust

measurement holds concurrent validity towards subjective single-question trust measurement.
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r tc u pa h f ua ic

reliability (r) 1.000

technical competence (tc) 0.890* 1.000

understandability (u) 0.778 0.823 1.000

personal attachment (pa) 0.783 0.745 0.541 1.000

helpfulness (h) 0.945* 0.873* 0.742 0.737 1.000

faith (f) 0.799 0.689 0.484 0.872* 0.723 1.000

user autonomy (ua) 0.765 0.765 0.645 0.762 0.729 0.705 1.000

institution credibility (ic) 0.769 0.772 0.550 0.832 0.740 0.868* 0.736 1.000

trust propensity 0.425 0.455 0.368 0.612 0.404 0.658 0.492 0.573

Table 5.9: The Heterotrait-Monotrait (HTMT) Ratio Table.

Domains Correlation p-value lower CI upper CI

reliability 0.786 0.000 0.708 0.857

technical competence 0.829 0.000 0.764 0.895

understandability 0.581 0.000 0.438 0.722

personal attachment 0.814 0.000 0.756 0.867

helpfulness 0.813 0.000 0.755 0.871

faith 0.846 0.000 0.797 0.890

user autonomy 0.782 0.000 0.708 0.855

institution credibility 0.779 0.000 0.713 0.841

Table 5.10: Correlation Table: Domains (Trust Factors) with Trust. Correlation Coefficient, p-

value, lower Confidence Interval, upper Confidence Interval.
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Items Reg Coeff p-value lower CI upper CI R2

reliability1 -0.014 0.813 -0.128 0.100 0.713

reliability2 0.057 0.259 -0.042 0.155 0.612

technicalcompetence1 0.113 0.057 -0.004 0.229 0.656

technicalcompetence2 0.113 0.106 -0.024 0.250 0.703

understandability1 -0.027 0.638 -0.137 0.084 0.698

understandability2 0.016 0.764 -0.090 0.123 0.652

personalattachment1 0.074 0.157 -0.029 0.177 0.698

personalattachment2 0.024 0.672 -0.087 0.135 0.808

helpful1 0.027 0.671 -0.096 0.149 0.747

helpful2 0.092 0.154 -0.035 0.220 0.797

faith1 0.230 0.000 0.109 0.351 0.791

faith2 0.214 0.001 0.085 0.342 0.830

userautonomy1 -0.069 0.223 -0.181 0.042 0.705

userautonomy2 0.078 0.142 -0.026 0.182 0.702

institutioncredibility1 0.167 0.005 0.050 0.285 0.800

institutioncredibility2 -0.118 0.084 -0.251 0.016 0.841

Table 5.11: Regression Table: Measurement Items with Trust. Regression Coefficient, p-value,

lower Confidence Interval, upper Confidence Interval, and Coefficient of Determination (R2)

Criterion Validity: Predictive Validity

For predictive validity, first we regressed trust level data on all item ratings, using a linear regression

model, where trust level is characterised in terms of all trust factor items, or formulated as:

Trust = Reliability(1, 2) + Technicalcompetence(1, 2) + Understandability(1, 2)+

Personalattachment(1, 2) +Helpfulness(1, 2) + Faith(1, 2)+

Userautonomy(1, 2) + Institutioncredibility(1, 2)

(5.1)

As shown in Table 5.11, two faith items and one institution credibility item were significantly

predictive of trust level (p < .05). Based on these results, the relationships between trust and all

trust factors, except Faith, were not linear. Thus, trust level could not be predicted with 16 items

and the predictive validity of our measurement was not supported.

5.9 Discussion

The main purpose of this study was to develop and validate a scale to measure the trust attitude

of lay people towards AI systems. Eight domain factors and 16 items were developed through

deductive and inductive methods and were thoroughly evaluated. The proposed measurement

instrument was administered as an online survey. The results have shown that the measurement

instrument is internally consistent and stable; with established content and construct validity.
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Guidelines from APA [Association et al., 1999] and the literature [Boateng et al., 2018, Hinkin,

1998] have emphasised the importance of content validity, criterion-related validity, and internal

consistency of measurement instruments. However, not all studies that use psychological construct

instruments have demonstrated both their validity and reliability. On the contrary, the internal

consistency of our instrument was established for all measured domains with alpha and omega

coefficients. In recent years, research has encouraged the use of the omega coefficient and considers

it a better choice than the alpha coefficient for assessing [Cho and Kim, 2015] reliability. However,

the alpha coefficient is still a popular choice among trust measurement instruments [Madsen and

Gregor, 2000, McKnight et al., 1998, Jian et al., 2000]. A possible explanation is that alpha is

considered more familiar than omega, and the difference between alpha and omega is also believed

to be small [Deng and Chan, 2017].

In addition to internal consistency, stability over time was assessed by test-retest reliability

and resulted in a high correlation (ICC) for the 1-hour time between survey administrations. It

should be noted that test-retest reliability requires a short duration between administrations to

allow changes to occur, but still long enough to prevent fatigue and preserve memory [Schultz and

Whitney, 2005]. We repeated the survey with a different group of participants, as it is advisable

to use different samples [Campbell and Fiske, 1959] to help to increase the generalisability of the

measurement [Hinkin, 1998]. Stability over time indicates repeatability of the measurement, and

a measurement cannot be valid if it cannot be repeated.

Although reliability is necessary and should be clearly reported for all measures in a study, it is

not a sufficient condition for measurement validity. Studies report that most research on trust in

the Human-AI Interaction uses readily available trust questionnaires derived from Jian et al. [Lee

and See, 2004], Chien et al.[Chien et al., 2018], Merritt [Merritt, 2011], and Muir [Muir, 1987].

However, these are often not assessed for more than internal consistency reliability [Spain et al.,

2008]. In addition, half of the human-AI trust papers modified the original questionnaire intended

for a different system (automation) without providing any validation tests.

A measurement is considered valid when it measures what it is intended to measure, with two

main types of validity: content validity and construct validity [Murphy and Davidshofer, 1988].

Content validity refers to evidence of the representativeness of the content and technical quality

of the instrument items, which in our study was assessed quantitatively using the content validity

index (CVI) and Cohen’s kappa coefficient (κ), and qualitatively using cognitive interviews. Most

popular studies have failed to clearly indicate the content validity assessment of their questionnaires

[Jian et al., 2000, Chien et al., 2018, Merritt, 2011], which can cause problems even in studies

that use questionnaires without changes or modifications. We further validated the measurement

qualitatively with cognitive interviews. For questionnaires aimed at specific groups of people, it is

very important to check whether the designed instrument is interpreted correctly. In the cognitive

interview, we found that participants were able to describe their mental processes when answering

questions from our measurement instrument. As none of the participants had experience in AI

medical support systems, their reflection processes were related to more common AI applications,
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such as, Google Maps, Google Translate, Instagram Recommendations, etc. This implies that

the measurement instrument was designed for a specific group of people. This also implies that

our trust measurement instrument might be used to evaluate AI systems in general and is not

limited to AI medical support systems. This implication may be somewhat limited as a study has

shown that trust in technology and trust in medical technology have the same attributes but are

considered to be different constructs [Montague et al., 2009].

The domains included in our measurement were also tested to check if our hypothetical struc-

ture of the eight factors model fits the items. The dimensions are perceived reliability, perceived

technical competence, perceived understandability, faith, personal attachment, perceived helpful-

ness, user autonomy, and institution credibility, with two items for each dimension. Confirmatory

factor analysis (CFA) was performed, and the results have shown that the structural validity of

the instrument was established. Based on the CFA model, construct validity was analysed, which

refers to the evidence of instrument capability to measure a construct that is not directly observ-

able. In our study, we assessed the construct validity of our measurement instrument in terms

of convergent validity and discriminant validity, using Fornell-Larcker’s criterion [Fornell and Lar-

cker, 1981]. Convergent validity was established between all domain items, with all composite

reliability (CR) values and AVE values passing the minimum threshold, proving that all domains

explain a substantial amount of variance in each indicator. As mentioned in the previous section,

the Fornell-Larcker criterion requires the AVE to be greater than 0.5, and research by Hair et al.

suggested that not only AVE should be greater than 0.5 but CR should also be greater than 0.7

[Hair Jr et al., 2019].

Discriminant validity was tested for the overall measurement and also between domains. Based

on Fornell-Larcker’s and HTMT ratio criterion, the discriminant validity between trust propensity

and our trust measurement was established. This finding supports the work of other studies in

trust theory that characterised trust and trust propensity as conceptually different [Mayer et al.,

1995, Rousseau et al., 1998, Mcknight et al., 2011, Colquitt et al., 2007]. In contrast, discriminant

validity between all domains was not established. Based on Fornell-Larcker’s and HTMT ratio cri-

terion, six out of eight domains were not demonstrating discriminant validity: reliability-technical

competence, reliability-helpfulness, helpfulness-technical competence, faith-personal attachment,

and institution credibility-faith. The high correlation between domains indicates a potential prob-

lem in some of the domain differentiation. Even though discriminant validity is a matter of degree

instead of binary [Rönkkö and Cho, 2022], and only five out of 28 correlations demonstrated low

discriminant validity, the possible cause should be analysed further. There is a high chance that

factors affecting trust also affect each other.

Criterion-related validity was assessed for both concurrent validity and predictive validity. The

"criteria" we used was trust level, and concurrent validity was established. According to Raykov &

Marcoulides [Raykov and Marcoulides, 2011], concurrent validity is often omitted from validation

study because it has two major constraints: the availability of appropriate criterion variables or

"gold-standards" and the large sampling errors for small sample size. Even though our sample
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size was adequate, the assessment was run on the assumption that a single-question trust level is

the gold-standard of trust measurement. This introduces a question for future studies on how to

appropriately assess concurrent validity on a trust measurement instrument. It is argued that trust

is context heavy, where different researchers could define trust in widely different ways. Indeed, a

widely accepted and used measurement instrument for trust from an empirical standpoint [Watson,

2005], to be constituted as a gold standard, has not yet emerged. Another important point to note

is that concurrent validity is part of criterion validity, which is the validity of decisions made by

measurement. Taken together, a reasonable approach to assess the concurrent validity of a trust

measurement instrument is by means of a trust-related behaviour (decision) measurement, such

as reliance. Same with predictive validity, a more appropriate approach to assess the predictive

validity of a trust measurement instrument is by means of a trust-related behaviour (decision)

measurement. When a trust measurement instrument establishes its predictive validity, it means

the measurement scores can determine future outcomes. Even though predictive validity was not

demonstrated for our measurement instrument to predict trust level, this did not diminish the

other types of validity of our measurement instrument. There is also the possibility of a non-linear

relation between trust factors and trust level, and further tests need to be conducted to explore

these relations better.

To analyse content validity, convergent validity, discriminant validity, concurrent validity, and

predictive validity, different tests and assessments were performed. As described in the result

subsections, for each validity test, there are discussions in the psychometric field on which are the

recommended methods and thresholds, e.g., considering the HTMT ratio criterion an alternative to

the Fornell-Lercker criterion [Henseler et al., 2015]. However, both the HTMT and Fornell-Lercker

criteria have been criticised for being ineffective in evaluating convergent validity and discriminant

validity [Cheung and Wang, 2017]. However, applying Cheung and Wang [Cheung and Wang, 2017]

recommendation to determine convergent validity (AVE is not significantly smaller than 0.5 and

the standardised item factor loading item is not significantly less than 0) and discriminant validity

(correlation less than 0.7), the previous results of our measurement instrument still hold. Criticism

on methods is outside of our research scope, therefore, we applied various methods to empirically

test our measurement instrument. The results from all validity and reliability tests increased the

confidence that the instrument correctly measured the construct intended to measure.

5.9.1 Potential Usage

Overall, the trust measurement instrument was administered as an online survey, and the results

showed that the measurement instrument was internally consistent, stable, and had established

content and construct validity. The trust measurement instrument items were developed as general

trust measurement and has possibility to be useful in different context outside of AI in healthcare,

such as human-robot interaction. It can be used to evaluate users’ trust levels towards AI systems

and to identify factors that affect users’ trust in such systems. For instance, the trust measurement

instrument can help identify which specific AI behaviours or features contribute to building or
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eroding users’ trust in the AI system.

However, it is important to keep in mind that the instrument should not be used as a substitute

for trust behaviour measurement such as reliance or interviews, focus groups, and similar reporting

trust tools [Miller, 2022], and its results should be interpreted with caution. It is also essential to

consider the specific context in which the instrument is used and to tailor the items accordingly.

For example, an instrument designed for evaluating users’ trust in autonomous vehicles may need

to include different items than an instrument designed for evaluating users’ trust in healthcare

AI systems. Future research which add different trust factors that might be more relevant in

different context and combine with this measurement instrument, such as situational trust. In

conclusion, our AI trust measurement instrument has the potential to provide valuable insights

into the factors that affect users’ trust in AI systems. However, its use should be complemented

by real-world testing, and its results should be interpreted with caution, taking into account the

specific context in which the instrument is used.

5.10 Limitations

Several limitations of the study and possible future works can be highlighted on the three main

stages: item development, measurement instrument development, and measurement instrument

evaluation. In the item development stage, we looked at the literature from different fields, not

only on trust scales but also on trust factors and models. Even though we proposed eight factors

that could affect trust to form our trust measurement instrument, we have not analysed closely

the relation between factors, and no actual trust model for human-AI system interaction has

been proposed. Future analysis and, if required, data collection should be conducted to develop

the trust model. In the measurement instrument development stage, we did not include detailed

demography questions in the survey administered. Additional demography questions could help

understand trust based on the demographics better, and also could help development of the trust

model.

Repeatability is an important part of a measurement instrument, and we conducted an addi-

tional survey to assess the test-retest reliability of our measurement. Since theory suggests that

trust is dynamic and may vary over time, future longitudinal research utilising our measurement

instrument would be appropriate to examine the test-retest reliability for a longer time period.

Instead of just an hour, repeated survey with 1-7 days in between is recommended. There is

also possible interference in the results with the way we conducted the repeated measure, since

participants were interacting with an AI system in between the repeated survey. Additionally,

our repeated survey was conducted with the same topic: breast cancer detection applications.

Replication with different types of AI systems, possibly outside of healthcare applications, would

be beneficial to developing the trust model and also solidify the generality of our measurement

instrument. In the discussion section previously, we mentioned that further evaluation will be

necessary to understand trust and develop the trust theory/model. A future study that involves
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the measurement of trust as an attitude and how it relates to trust-related behaviour could also

provide a valuable contribution.

There are also some limitations to using our measurement instrument. One potential limitation

is that some items may be more difficult to measure than others. For instance, trust is a complex

construct that is influenced by a wide range of factors, including the user’s prior experience with

AI, the context in which the AI is used, and the user’s personality traits. Therefore, it may be

challenging to design items that accurately capture all the nuances of trust in AI systems.

Another limitation is that our trust measurement instrument cannot be used to predict users’

trust levels in real-world situations accurately. While the instrument can provide valuable insights

into the factors that affect trust, it cannot replace the trust related behaviour or trust action

measurement. Moreover, users’ trust in AI may be influenced by factors that are difficult to

measure in a controlled environment, such as the user’s emotional state, the perceived risk of the

situation, or the user’s level of expertise in the task at hand.

In summary, replication and adaptation of our proposed trust measurement instrument are

highly encouraged. The trust scale replication and validation by Spain et al. [Spain et al., 2008]

was one of the reasons why the trust scale proposed by Jian et al. [Jian et al., 2000] became the

most cited trust scale in the human factors literature [Gutzwiller et al., 2019]. Further replication

and adaptation will not only further prove the validity and generality of measurement instruments

but will also help to understand trust and trust model in human-AI system interaction.

5.11 Conclusion

Trust is an important concept, and trust in Artificial Intelligence is currently widely explored in

various research fields. This study makes theoretical and practical contributions by developing

and validating a scale to measure trust attitudes towards AI systems for laypeople. We proposed

a trust measurement comprised of eight trust factors as the domains and two statement items for

each domain, which makes a total of 16 items. The reliability and validity of our measurement

instrument were established and are expected to be used and adapted by future researchers to

evaluate their AI systems.

The methodological approach to develop and evaluate trust measurement for human-AI inter-

action has been described and demonstrated. Carefully designed trust measurement instruments

are not only fundamental to our understanding of trust but also ensure accurate measurement of

trust, which is known to be a complex construct.
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Chapter 6

User Study 4: Assessing the effects

of different Explanation Modalities

on the ability of non-expert users to

appropriately calibrate trust

6.1 Research Questions to Answer

User Study 2 (Chapter 4) successfully distilled meaningful explanation requirements for AI medical

support systems into explanation design guidelines. As mentioned in the discussion of Chapter 4,

a follow up study with between-subject analyses would provide further insights into the effects of

meaningful explanations. In addition, an evaluation with a validated trust measurement instru-

ment would also improve the soundness and reliability of the findings. This study was designed to

addresses these concerns and to answer the following research questions:

RQ 4.1: To what extent different explanation modalities affect users’ trust judgement in AI medical

support system with low-competency?

RQ 4.2: To what extent different explanation modalities affect users’ trust judgement in AI medical

support system with high-competency?

The need to analyse the effects on user trust in the two scenarios of low- and high-performance

artificial intelligence systems is due to research and experimental considerations. Firstly, previous

research amply demonstrates that system competence strongly affects user trust. Hence the need

to isolate this confounding variable from our analysis of the relationship between trust and expla-

nation. Secondly, the direction of proper calibration of user trust that explanation should enable

changes depending on the level of system competence. Hence there is a need to test two hypotheses:
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If the AI system is under performing, the explanation should lead users to decrease their trust in

the system (which relates to RQ 4.1), whereas if the system is highly competent/performing, the

explanation should lead to an increase in user trust (which relates to RQ 4.2).

6.2 Methodology

This study was designed to measure the effects that different types and modes of explanations

exert on user trust. Specifically, we examine the ability of explanations to correctly moderate

the trust judgment of lay/non-expert users. By correctly moderate we mean that when the AI

system has low accuracy (and there is a higher risk of users trusting the system too much, a case of

overconfidence) the explanation would correctly moderate trust by decreasing it. We also expect

such a decreasing effect to be greater when users’ initial trust is higher. Similarly, when the artificial

intelligence system has high accuracy (and in this case the risk of users not trusting a trustworthy

system is higher, a case of under-confidence), the explanation would correctly moderate trust by

increasing it. In this case, we would also expect the increase to be higher when the users’ initial

trust is lower.

We designed a two-by-two experiment to measure and evaluate the correct calibration of user

trust in the two scenarios (over-trust and under-trust cases) and for two explanation modes (audio

and hypertext interaction).

To define the high/low performance of the AI system, we used the accuracy of the system as a

metric. The accuracy of the AI system is one of the key principles required by GDPR, ICO and

EDPB1. System accuracy is really only one of the measures for evaluating the goodness of an AI

system, along with recall, precision, and many other metrics [Sokolova et al., 2006]. However, we

have used "accuracy" with the assumption that it is a more familiar/understandable term for non-

AI-ML experts.

We carried out a 2 × 2 between-subjects design, with the following independent variables: user

interface/interaction (graphical and conversational) and accuracy of the AI system (two levels:

high accuracy and low accuracy), thus obtaining four experimental conditions:

1. GUI-High (GUI and high accuracy) represents the condition in which participants were asked

to interact with a web-based graphical user interface and were given an explanation that

included information about the AI system having high accuracy.

2. CUI-High (Conversation UI and High Accuracy) represents the condition in which partici-

pants were asked to interact with a web-based conversational user interface and were provided

an audio-voice dialogue on the explanation of the AI result that included information about

its high accuracy.

3. GUI-Low (Graphical UI and Low Accuracy) represents the condition in which participants

1https://ico.org.uk/for-organisations/guide-to-data-protection/key-dp-themes/guidance-on-ai-and-data-

protection/what-do-we-need-to-do-to-ensure-lawfulness-fairness-and-transparency-in-ai-systems
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Group User Interface Modality Competency

P1 GUI High Accuracy

P2 CUI High Accuracy

P3 GUI Low Accuracy

P4 CUI Low Accuracy

Table 6.1: Participants Groups: Prototypes, Competencies, Types of Interface

were asked to interact with a web-based graphical user interface and read the explanation of

the AI result that included information about its low accuracy.

4. CUI-Low (Conversation UI and Low Accuracy) represents the condition in which participants

were asked to interact with a web-based conversational UI and have an audio-vocal dialogue

about the explanation of the AI result that included information about its low accuracy.

Additionally, we also included two groups, one for each user interface mode in which participants

received no explanation, therefore, no information about the system accuracy (high or low). This

is not a part to answer the RQ 4.1. and RQ 4.2., but instead, an extension of RQ 2.3 (To what

extent meaningful explanation affect users’ trust factor in AI medical support system?). Therefore,

in total, six test groups were recruited for the experiment (See Table 6.1).

6.2.1 Prototypes Development

We developed four prototypes of XAI medical support systems, one for each of the testing con-

ditions. Since our investigation focuses on laypeople, the domain of self-managed breast cancer

assessment was chosen as application domain. The XAI system prototypes were designed to work

in conjunction with self scanning devices that users can use at home to scan and monitor their

breasts. These systems automatically send results of thermography scans collected by the user to

a web-based system which automatically analyses them by using AI. After the analysis is com-

pleted, the results need to be communicated and explained to the prospective patients. Our XAI

prototypes provide alternative ways for the explanation to be delivered and explored.

This application scenario was inspired by the commercial portable medical devices to self-

examine/self-screening breasts, such as, Talos2 and Braster3, and also by research on new medical

devices allowing individuals to do breast self-examination [Ma et al., 2019], making the scenario

potentially realistic and applicable in the near-future.

Table 6.1 shows a snapshot of the graphical UI (GUI) used in three out of the six prototypes (P1,

P3, P5). The GUI was designed following the meaningful Explanation Design Guidelines (EDGs)

(Chapter 5, 4.2). The guidelines provide information on what to include in the Explanation

Content (EDG1-7), how to structure an explanation in Explanation Delivery (EDG8-9), and what

2https://talosapp.me/breast-cancer-self-exam-self-screening-talos-app/
3https://www.braster.eu/en/system-braster/what-is-braster
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Figure 6.1: Part of GUI Prototype

interaction should be included (Explanation Interaction, EDG10-14)). The GUI prototypes were

developed for a web interface and hosted on GitHub 4.

Figure 6.2: Part of CUI Prototype

The CUI prototypes (shapshot at Fig. 6.2)

were developed for a conversational assistant

with audio input and hosted at the Voiceflow

website5. The conversational assistants were

developed as Alexa Skills but not deployed as

one. Instead, the CUI prototypes were dis-

played as audio input chat-bots accessed from a

web page for device availability, to ensure that

also non-Alexa owners could still participate in

the study.

The prototypes were developed after several

cycles of feedback between researchers involved

in this study. For the GUI prototypes, we con-

sidered the explanation content, presentation,

colours, item placement, wording, and user in-

teraction. Additionally, we also considered the

conversation steps/algorithms for the CUI pro-

totypes. Other than following the 14 points of EDGs, we also took into consideration good practice

4https://retnolaras.github.io/care/explanation1.html
5https://creator.voiceflow.com/prototype/618d6dd8fc6de40006f1db0b
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Explanation Design Guidelines (EDG) Descriptions

Explanation

Content

EDG1: Disease Information General disease information e.g.: name, symptoms, caused

EDG2: Disease Treatment Treatment options and information

EDG3: Next Plan/Step Next step user could take following the result

EDG4: System Information General system information e.g.: data, system accuracy

EDG5: System Input The data user inputted to the system

EDG6: System Process System algorithm or the technical process to gets its results

EDG7: System Output System result e.g.:pre-diagnosis, analysis, recommendation

Explanation

Delivery

EDG8: Empathy

(Reassuring Words)
Delicately deliver the results with carefully selected words

EDG9: Simple and General
Uncomplicated wording that is acceptable for laypeople

from various education background and level

Explanation

Interaction

EDG10: Input Check For the user to check the input (is it correct or not)

EDG11: Doctor Appointment For the user to make a doctor appointment

EDG12: Open Question For the user to ask open questions

EDG13: Input Comparison

(Visualisation)
For the user to compare the result with other data

EDG14: Detail Request For the user to request detailed information

Table 6.2: Our 14 Explanation Design Guidelines for AI in Healthcare, categorised by information

included, information delivery, and interaction included.

in medical explanation [Buckman, 1992, Rabow and Mcphee, 1999, Baile et al., 2000].

The final prototypes were tested with two medical professionals, one language expert, and one

non-expert from the researcher personal network. To ensure a balance between participants groups,

the GUI and CUI were designed to be as similar as possible. Table 6.3 lists the 14 points of the

EDGs, the details of its implementation, and whether it is displayed on the GUI prototypes (P1,

P3) or uttered on the CUI prototypes (P2, P4). The examples of EDGs implementation on the

GUI and CUI prototypes can be seen in Fig. 6.1 and Fig. 6.2. The control prototypes only provide

the result of the AI system, without any explanation.

6.2.2 Data Collection

Data were collected through an online survey containing three sets of questions and 40 items in

total (See Appendix D.2). The first set of questions covers three demographic items: gender, age,

occupation; and two trust propensity questions. The second and third sets of questions each contain

16 questions from the Human-AI trust measurement instrument and one question on subjective

trust level.

Between the second and third sets of questions, each participant was assigned to interact with

one of the prototypes.

Responses to questions on the human-AI trust measurement instrument and trust level were

captured using seven-point Likert scales. The survey concluded with an additional free-text com-
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Explanation De-
sign Guidelines
(EDG)

Details P1

Displayed
P2

Uttered
P3

Displayed
P4

Uttered

EDG1:

Disease Information

• Disease name:

DCIS

• General information

on DCIS

• Yes

• Yes

• On request

• On request

• Yes

• Yes

• On request

• On request

EDG2:

Disease Treatment

• Treatment options

information: Breast

conserving surgery

and Mastectomy

• Yes • On request • Yes • On request

EDG3:

Next Plan/Step

• Further Assessment

• Contact Doctor

• Yes

• Yes

• Yes

• Yes

• Yes

• Yes

• Yes

• Yes

EDG4:

System Information

• System accuracy

percentage

• Data source

• Data protection

policy

• Institution affilia-

tion: NHS

• Yes: 98%

• On request

• On request

• Yes

• Yes: 98%

• On request

• On request

• Yes

• Yes: 58%

• On request

• On request

• Yes

• Yes: 58%

• On request

• On request

• Yes

EDG5:

System Input

• Breast scanning

image

• Yes • No • Yes • No

EDG6:

System Process

• General overview

on system process

• On request • On request • On request • On request

EDG7:

System Output

• Result analysis:

Found abnormality

• Yes • Yes • Yes • Yes

EDG8:

Empathy/Reassuring

Words

• Carefully selected

words

• Information for

further support

• Yes

• Yes

• Yes

• Yes

• Yes

• Yes

• Yes

• Yes

EDG9:

Simple and General

• Uncomplicated

wording

• Yes • Yes • Yes • Yes

EDG10:

Input Check

• Confirmation dia-

logue before pro-

cessing

• Yes • Yes • Yes • Yes

EDG11:

Doctor Appointment

• Option for user to

contact doctor

• Yes • Yes • Yes • Yes

EDG12:

Open Question

• Option for user to

ask question

• Yes • Yes • Yes • Yes

EDG13:

Input Comparison

• Breast scanning

images comparison:

normal vs abnormal

• Yes • No • Yes • No

EDG14:

Detail Request

• More information

upon request

• Links for additional

information

• Yes

• Yes

• Yes

• On email

• Yes

• Yes

• Yes

• On email

Table 6.3: Explanation Designs Guidelines Implementation on Each Prototype: The Details of

Implementations, Displayed Content for GUI Prototypes (P1,P3) and Uttered Dialogue for CUI

Prototypes (P2,P4). Some of the implementations are displayed/uttered on request.
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mentary question.

Participants were recruited from Mechanical Turk and the survey was set up with Google Form.

The target was 15 participants in each group, for a total of 90 participants. The number of partic-

ipants was based on the U.S. FDA recommendation of 15 participants per core group for medical

devices [Borsci et al., 2014]. The study on user-centered methods for designing patient-centered

self-help tools also recommends a minimum of 12-14 participants to obtain reliable results from

the questionnaire [Årsand and Demiris, 2008, Stetson and Tullis, 2004]. We chose "experienced

worker" as the criterion and included a follow-up question within the survey to check whether

participants were interacting and paying attention to the prototype properly. After two weeks of

activity, we decided to strengthen this study and changed the target to 50 participants in each

group. In the end, the tasks lasted six weeks, and after eliminating all duplicate and low-quality

items, we had 305 participants in total. To balance the number of participants among the groups,

we analyzed 44 participants in each group (264 participants in total). Each participant received a

lump sum payment of 5 or 2 USD for prototypes with and without explanation, respectively. The

study was approved by our institution’s Human Research Ethics Committee (HREC/4157).

6.3 Result and Analysis

We analyzed the participants’ trust ratings before and after interaction with the prototypes by

performing ANOVA tests, and followed by Tukey’s HSD (honestly significant difference) post-hoc

tests for analysis between the different prototype groups. The ANOVA test tells us whether there

is an overall difference between the groups, but it does not indicate which specific groups differ.

In this first test, we compared the trust factors rating between two prototype groups in the same

modality, GUI (P1,P3) and CUI (P2,P4), using One-Way ANOVA. In the second test, we compared

the trust factors rating across interfaces (P1,P2,P3,P4), using Two-Way ANOVA. For the Two-

Way ANOVA, Tukey’s HSD procedure facilitates pairwise comparisons within the ANOVA data

and allows us to determine between which pairs of group averages, if any, there is a significant

difference.

6.3.1 The Effect on Trust Factors After Explanation

From the first One-Way ANOVA test, we found that trust factor Technical Competence (pvalue=.02)

and Faith (pvalue=.0139) were rated significantly different between groups presented with GUI pro-

totypes (P1,P3). From the second One-Way ANOVA test, we tested for CUI groups (P2,P4) and

found that four out of eight trust factors, such as, Technical Competence, Reliability, Helpfulness,

and Institution Credibility were rated significantly different in the groups presented with CUI

prototypes (See Table 6.7).
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Trust Factor GUI ANOVA (p <.05) CUI ANOVA (p <.05)

Understandability
The f-ratio value is 0.580.

The p-value is .5613. (not significant)

The f-ratio value is 0.633.

The p-value is .428. (not significant)

Technical competence
The f-ratio value is 6.974.

The p-value is .02. (significant)

The f-ratio value is 8.732.

The p-value is .004. (significant)

Reliability
The f-ratio value is 1.744.

The p-value is .19. (not significant)

The f-ratio value is 9.366.

The p-value is .00296. (significant)

Helpfulness
The f-ratio value is 3.55.

The p-value is .063. (not significant)

The f-ratio value is 5.66.

The p-value is .0195. (significant)

Personal Attachment
The f-ratio value is 2.213.

The p-value is .141. (not significant)

The f-ratio value is 1.404.

The p-value is .239. (not significant)

Faith
The f-ratio value is 6.32.

The p-value is .0139. (significant)

The f-ratio value is 3.748.

The p-value is .056. (not significant)

User Autonomy
The f-ratio value is 0.68.

The p-value is .411. (not significant)

The f-ratio value is 2.397.

The p-value is .125. (not significant)

Institutional Credibility
The f-ratio value is 3.621.

The p-value is .0605. (not significant)

The f-ratio value is 5.789.

The p-value is .0183. (significant)

Table 6.4: One-Way ANOVA test results for GUI (Web) and CUI (Audio) Prototype Groups

Finding 1: Audio/Speech-based CUI XAI affect user trust judgement towards AI

medical support system better than GUI XAI.

While comparing within the audio/CUI modality groups, significant differences were found for four

out of eight trust factors, such as, Technical Competence, Reliability, Helpfulness, and Institution

Credibility. This constitutes a considerably greater effect compared to the GUI modality, in which

significant differences were found only in two trust factors, Technical Competence and Faith.

This means that explanation, presented as audio conversational interaction, can affect to a

greater and wider extent user trust judgement towards AI medical support systems. Conversely,

explanation delivered with a GUI significantly affect users’ trust judgement within limitation,

because the effect on the trust factors was not significant enough (only two out of eight trust

factors).

6.3.2 The Effect on Trust Factors Across Explanation Modalities

In the next ANOVA test, we compared the impact of different explanation modalities by comparing

trust factor ratings from the four groups that were provided with explanation (P1,P2,P3,P4). We

found that five out of eight trust factors, such as technical competence, reliability, helpfulness,

institution credibility, and faith, were rated significantly differently in the groups presented with

explanation.

However, since the two groups worked with both different Accuracy levels and Modality types,

we cannot disambiguate which of the two factors affected the change. A further test was therefore
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Trust Factor Treatments ANOVA Tukey’s HSD

Understandability
Accuracy (Low - High)

Modality (GUI - CUI)

F = 0.959, p= 0.329

F= 0.107, p= 0.745

Technical competence
Accuracy (Low - High)

Modality (GUI - CUI)

F= 14.424, p= 0.000

F= 1.883, p= 0.171
High - Low, p= 0.000

Reliability
Accuracy (Low - High)

Modality (GUI - CUI)

F= 10.959, p= 0.001

F= 5.145, p= 0.024

High - Low, p= 0.001

GUI - CUI, p= 0.024

Helpfulness
Accuracy (Low - High)

Modality (GUI - CUI)

F= 9.337, p= 0.002

F= 1.796, p= 0.181
High - Low, p= 0.002

Personal Attachment
Accuracy (Low - High)

Modality (GUI - CUI)

F= 3.507, p= 0.062

F= 3.866, p= 0.051

Faith
Accuracy (Low - High)

Modality (GUI - CUI)

F= 9.583, p= 0.0023

F= 5.168, p= 0.0243
High - Low, p= 0.002

User Autonomy
Accuracy (Low - High)

Modality (GUI - CUI)

F= 3.143, p= 0.078

F= 3.334, p= 0.069

Institutional Credibility
Accuracy (Low - High)

Modality (GUI - CUI)

F= 9.538, p= 0.0023

F= 1.917, p= 0.1680
High - Low, p= 0.002

Table 6.5: Two-Way ANOVA and Tukey’s HSD test results for Explanation Prototype Groups

carried out to investigate which of the independent variables affecting the difference. A Two-Way

ANOVA with two factors, accuracy and modality, was run, to compare the trust factor ratings

between four prototype groups with explanation (P1,P2,P3,P4). We found that five out of eight

trust factors, such as, technical competence, reliability, helpfulness, institution credibility, and faith,

were rated significantly differently in the groups presented with prototypes (p-value< .05). Tukey’s

HSD tests were then run for these five factors. As shown in Table 6.5, Technical Competence,

Faith, Helpfulness, Institution Credibility have shown significant differences on accuracy treatment

between groups (98% - 58% accuracy). These result suggest that the significant differences found

between GUI (web) with 98% accuracy and CUI (audio) with 58% accuracy prototypes were caused

by system accuracy instead of the modality in which the explanation was delivered.

Additionally, for Reliability, significant differences were found on modality treatment between

groups (GUI - CUI). As you can see in the top-right Fig. 6.3, the significant differences found

between GUI (web) and CUI (audio) were both found in the low-performance scenario with 58%

accuracy.

Finding 2: Perceived reliability is significantly affected by the different modalities.

A significant difference was found in the perceived Reliability factor between the website prototype

with 58% accuracy and the audio prototype with 58% accuracy. This means that interactive

explanations, in the form of conversational user interfaces, can help users to make better judgements

on system reliability compared to more static explanations (GUI), when the AI system is low
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performing (low-accuracy scenario). This is indeed a good result, especially considering the positive

impact of interactive explanations applied to the scenario in which wrong reliability judgements

can be more damaging.

Significant differences between GUI (website) groups and CUI (audio) groups were also found

in other five trust factors, that is, Technical competence, Reliability, Helpfulness, Institution cred-

ibility and Faith. Specifically, these differences were found between the GUI prototype with 98%

accuracy and the audio prototype with 58% accuracy. However, the accuracy difference was found

as being the predominant factor accounting for the change. Therefore, results do not provide a

strong evidence that interactive explanation, in the form of a conversational user interface, is better

to moderate users’ trust level compared to a more static explanation, across all trust factors.

6.3.3 Explanation Effect After Prototypes Interaction

As mentioned above, we were also curious to answer the RQ 2.3. "To what extent meaningful

explanation affect users’ trust factor in AI medical support system?". We added two prototypes

of no-explanation to answer the research question with between-subject design since the previous

study (User Study 2) only compared within-subject groups. The prototypes were designed as

similar as the other four prototypes (P1,P2,P3,P4) which were developed based on EDGs (See

Table 6.6).

We compared the trust factors rating from three prototype groups in the same modality, GUIs

with explanation (P1,P3) and GUI without explanation (P5), using One-Way ANOVA. From the

first One-Way ANOVA test, we found that trust factor Faith was rated significantly different

between groups presented with GUI prototypes (pvalue=0.046, α=0.05). We then ran a Tukey’s

HSD test, and found that the GUI prototype provided with explanation that has low accuracy

percentage (i.e., P3) shows significantly lower faith ratings compared to the other prototypes

provided with explanation that has high accuracy percentage (pvalue= .0401, α=0.05). Thus, the

difference was not shown between groups with explanation and group without explanation.

From the next One-Way ANOVA test, we tested the CUI groups with explanation (P2,P4) and

CUI without explanation (P6), and found that six out of eight trust factors, such as, technical

competence, reliability, helpfulness, personal attachment, institution credibility, and faith, were

rated significantly different in the groups presented with CUI prototypes. Tukey’s HSD tests were

run for those six factors. As shown in Table 6.7 and Fig 6.4, technical competence, reliability,

helpfulness, personal attachment, institution credibility, and faith have shown a significant differ-

ence between group with explanation (P4: audio with explanation and 58% accuracy) and group

without the explanation (P6).

Finding 3: Presenting explanation significantly affect users’ trust in the CUI prototype

with low-competency compared to CUI without explanation.

The comparison ratings after interaction with the prototypes with explanation and without expla-

nation, significant differences were found for four out of eight trust factors on low performing CUI
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Figure 6.3: Tukey’s HSD tests in explanation prototype groups for five trust factors with significant

difference (pvalue <.05). Factors from top left to the right, in order: Technical Competence,

Reliability, Helpfulness, Institution Credibility, and Faith.
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Explanation Design
Guidelines (EDG)

Details P5

Displayed
P6

Uttered
EDG1:

Disease Information

• Disease name: DCIS

• General information on DCIS

• Yes

• No

• Yes

• No

EDG2:

Disease Treatment

• Treatment options information: Breast con-

serving surgery and Mastectomy

• No • No

EDG3:

Next Plan/Step

• Further Assessment

• Contact Doctor

• Yes

• Yes

• Yes

• Yes

EDG4:

System Information

• System accuracy percentage

• Data source

• Data protection policy

• Institution affiliation: NHS

• No

• No

• No

• No

• No

• No

• No

• No
EDG5:

System Input

• Breast scanning image • No • No

EDG6:

System Process

• General overview on system process • No • No

EDG7:

System Output

• Result analysis: Found abnormality • Yes • Yes

EDG8:

Empathy/Reassuring Words

• Carefully selected words

• Information for further support

• Yes

• No

• Yes

• No

EDG9:

Simple and General

• Uncomplicated wording • Yes • Yes

EDG10:

Input Check

• Confirmation dialogue before processing • Yes • Yes

EDG11:

Doctor Appointment

• Option for user to contact doctor • No • No

EDG12:

Open Question

• Option for user to ask question • No • No

EDG13:

Input Comparison

• Breast scanning images comparison: normal

vs abnormal

• No • No

EDG14:

Detail Request

• More information upon request

• Links for additional information

• No

• No

• No

• No

Table 6.6: Explanation Designs Guidelines Implementation on Prototype without explanation:

The Details of Implementations, Displayed Content for GUI Prototype (P5) and Uttered Dialogue

for CUI Prototype (P6). Some of the implementations are displayed/uttered on request.
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Trust Factor ANOVA Tukey’s HSD

Understandability
The f-ratio value is 0.58013.

The p-value is .5613 (not significant)

Technical competence
The f-ratio value is 6.97416.

The p-value is .00134 (significant)

P2-P4 (p = .00337)

P4-P6 (p = .00586)

Reliability
The f-ratio value is 9.35241.

The p-value is .000163 (significant)

P2-P4 (p = .00135)

P4-P6 (p = .00049)

Helpfulness
The f-ratio value is 9.35241.

The p-value is .000163 (significant)

P2-P4 (p = .01718)

P4-P6 (p = .01546)

Personal Attachment
The f-ratio value is 4.4624.

The p-value is .01341 (significant)
P4-P6 (p = .00947)

Faith
The f-ratio value is 8.05038.

The p-value is .00051 (significant)
P4-P6 (p = .00032)

User Autonomy
The f-ratio value is 2.61014.

The p-value is .0774 (not significant)

Institutional Credibility
The f-ratio value is 5.85865.

The p-value is .0036 (significant)

P2-P4 (p = .01710)

P4-P6 (p = .00632)

Table 6.7: One-Way ANOVA and Tukey’s HSD test results for CUI (Audio) Prototype Groups

with explanation (P2,P4) and without explanation (P6). The result is significant at p <.05.
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Figure 6.4: Tukey’s HSD tests in CUI prototype groups for six trust factors with significant

difference (pvalue <.05). Factors from top left to the right, in order: Technical Competence,

Reliability, Helpfulness, Personal Attachment, Institution Credibility, and Faith.
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prototypes, such as, Technical Competence, Reliability, Helpfulness, and Institution Credibility.

This constitutes a considerably greater effect compared to the GUI modality, in which signifi-

cant differences were not found between the prototypes with explanation and prototype without

explanation.

Still continuing the extension of User Study 2, we also wanted to see if, at individual level,

explanation had an effect on initial users’ trust. We therefore added compared the effect of expla-

nation within the same group, before and after users interacted with the prototypes, as we have

done in User Study 2. Mann-Whitney U test was also used and a test was run for each trust factor.

We compared the trust factors effect for the two prototype groups (P3 and P4) in the low

accuracy scenario. No significant difference was found on all trust factors before and after the

interaction. However, as we can see in Fig 6.5, lower ratings appeared on six out of eight trust

factors such as, User Autonomy, Technical Competence, Helpfulness, Institution Credibility, and

Reliability after interaction with the P4 prototype (CUI with low accuracy). For example, User

Autonomy positive rating (> 4) for P4 group (aud58), went down from 74-78% to 67-72%. After

interaction with the P3 (GUI with low accuracy) prototype, lower ratings appeared on seven out of

eight factors such as, User Autonomy, Technical Competence, Helpfulness, Institution Credibility,

Reliability, and Faith.

Secondly, we compared the trust factors effect for the two prototype groups (P1 and P2) in the

high accuracy scenario. No significant difference was found on all trust factors before and after the

interaction. However, also in this case higher ratings appeared on all eight factors after interaction

with the P1 and P2 prototypes (See Fig 6.5). For example, the User Autonomy positive rating (

> 4) for the P1 group (web98), went up from 82-86% to 86-92%.

Finding 4: Explanation does not significantly affect initial users’ trust (both in the

high and low performing scenarios).

Significant differences were not found with respect to trust level before and after interaction with

the 58% accuracy prototype groups (P3 and P4). However, lower trust towards the low performing

AI, based on trust factors, was shown on both GUI and CUI prototypes.

Significant differences were also not found between trust levels before and after interaction with

the 98% accuracy prototype groups (P1 and P2). However, higher trust on the high performing

AI, based on trust factors, was shown on both GUI and CUI prototypes. This signals the limit of

explanation in changing users’ initial trust.

A lower percentage of trust factor positive ratings for systems with low accuracy (P3,P4) and

a higher percentage of trust factor positive ratings for systems with high accuracy (P1,P2), after

interaction with the prototypes, are also shown on the subjective trust ratings, as seen in Fig 6.7.

Interestingly, these trends are not reflected in the mean scores for trust ratings and trust factor

ratings. Table 6.8 displays the mean and standard deviation of trust factor and trust ratings for

each prototype group. For trust ratings, the mean scores are lower for all prototype groups. A

significant difference was also shown in the P3 group, which uses a GUI with low accuracy (z-score
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Figure 6.5: Likert Bar Chart: Participants Agreement Rate on Eight Trust Factors with Two Items

Each Before and After Interaction.
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Figure 6.6: Box Plot: Participants Agreement Rate on Eight Trust Factors with Two Items Each

Before (dark blue) and After (light blue) Interaction.

Prototype Trust Factors Trust

Group before after before after

mean sd mean sd mean sd mean sd

P1: web98 5.66 1.06 5.48 1.26 5.81 1.29 5.81 0.76

P2: aud98 5.46 1.53 5.08 1.42 5.42 1.11 5.37 1.44

P3: web58 5.22 1.55 5.40 1.26 5.79 1.14 5.07 1.38

P4: aud58 4.81 1.85 4.90 1.57 5.34 1.23 4.74 1.70

Table 6.8: Mean and Standard Deviation for Trust Factors and Trust ratings grouped by Prototype

Group and Before/After Interaction
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Figure 6.7: Participants Trust Rating Before and After Interaction.

= 2.332, p-value = .0198, α=0.05). For trust factor ratings, the mean scores of all trust factors are

lower for systems with high accuracy, and higher for systems with low accuracy, after prototype

interaction. These trends show the potential of providing explanation to calibrate users trust.

6.4 Discussion

The main focus investigated in this study is the explanation modality effect on trust, which we

broke down into two research questions. The first question asks to what extent different explanation

modalities affect users’ trust judgement in AI medical support systems with low-competency, to

investigate the over-trust issue. The second question asks to what extent different explanation

modalities affect users’ trust judgement in AI medical support systems with high-competency, to

investigate the under-trust issue.

Overall, significant explanations were found to influence users’ trust judgment towards AI

medical support systems, especially for prototypes with low accuracy (low-competency). The effect

is also more evident for the CUI modality, which significantly affected users’ perceptions of technical

competence, reliability, helpfulness, personal attachment, faith, and institutional credibility of AI

system prototypes (See Figure 6.4). In addition, further statistical tests revealed that significant

differences were found between high and low accuracy groups (See Table 6.7). This suggests that

providing information on system accuracy can help users adjust their level of trust, at least with

respect to five out of eight trust factors, when using audio-based conversational AI, in comparison

to using a less interactive text-based web-page (See Table 6.5).

For the GUI modality, however, a significant difference was found only for low accuracy scenarios
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on two trust factor: Technical competence and Faith. These results are in line with those of

previous research by Gupta et al. which found a significant difference between trust ratings for

CUI prototypes but not for GUI prototypes [Gupta et al., 2022]. One possible explanation could

be that CUIs allow users to converse with the voice agent and provide more interactivity that

affects user trust [Qiu and Benbasat, 2009, Weitz et al., 2019]. Second possible explanation could

be that CUIs was better at signalling system ability which affect cognitive trust [Riegelsberger

et al., 2005], where the perceived technical competence and perceived reliability are considered

as cognitive-based trust [Madsen and Gregor, 2000]. Another possible explanation is that audio

explanation emotionally affects users’ perceptions. The CUI prototypes were developed using

Alexa Developer Kit, so the explanations were spoken by Alexa. In previous studies, it was

found that Alexa was perceived as genuine and caring [Kuzminykh et al., 2020], and created the

greatest emotional connection with participants [Shulevitz, 2018], compared to other popular voice

assistants (e.g. Google and Siri). This emotional effect might be limited since it’s only affecting a

part of affective trust (signs of intrinsic motivation) [Riegelsberger et al., 2005] shown in perceived

helpfulness significant difference, but not in another part (the attractiveness and aesthetics) shown

in personal attachment. However, to understand a full picture of this effect, further studies will be

needed to determine whether the effect of the voice assistant on users’ trust judgment is triggered

by meaningful explanations to form cognitive understanding, or rather triggered by the use of voice

as a mode that increases social connections, or both.

Although the effect of meaningful explanations was not significant for the GUI, this does not

diminish the importance of providing explanations to help the user calibrate their level of trust.

As shown in Figure 6.5, the results show that positive ratings on trust factors increased after

interaction with the high-accuracy system and decreased for the low-accuracy system. This suggests

a positive effect of explanations in calibrating trust in the right direction, thus moderating over-

trust and under-trust problems. In fact, the frequency of the highest trust rating (7-Fully Trust)

also decreased after the interaction. These results suggest that presenting explanations with the

GUI could help users avoid over-trusting AI medical support systems. However, further data

collection, both qualitative and quantitative, is needed to prove or disprove this hypothesis.

A seemingly counterintuitive result was that for the trust factor understandability, positive

ratings increased after interaction in all explanation prototypes for both modality and accuracy

(See Figure 6.5). This result should not be surprising, given that the prototypes had to be compre-

hensible and were developed based on robust guidelines for meaningful explanation design. This

result might suggest that explanation (no matter in what modality and for what accuracy sce-

nario) does improve understandability. It could also mean that although understandability is a

factor affecting trust, it is not an isolated factor, and perhaps not the most prominent one to affect

trust attitudes. Further studies need to be conducted to examine the exact connection between

trust and understandability, or the other factors of trust. It is also important to keep in mind the

possible inflated ratings in these understandability responses, since people often overestimate their

understanding of AI explanations [Larasati, 2022].
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6.5 Limitations

Regarding the applied research methods, some limitations need to be recognised. This user study is

based on a comparative analysis of quantitative data based on online interaction with prototypes.

Due to the nature of the data, it does not provide sufficient material to closely evaluate the proto-

types and to establish detailed correlations between prototype components and trust factors. As

in previous studies, data collected online carry the risk of inattention bias, self-measurement bias,

self-selection bias, and social desirability bias, which may affect the overall outcome [Aguinis et al.,

2021]. Future qualitative data collection with the same questions could minimise the risk and add

more depth to the evaluation. In addition, trust factors and trust level were the only measures col-

lected. Interaction time, usability rate, satisfaction rate, and other types of measurements were not

collected, and thus possible external factors influencing user response other than explanation may

not have been discovered. A follow-up study that simultaneously measures additional interaction

effects is needed.

The use of a false third-person profile and a hypothetical scenario tested in the prototype could

also influence how participants responded to questions. Future research conducted in an actual

clinical trial would be extremely useful to validate the results. Finally, the online survey included

only 264 participants. Future studies with a larger sample size are needed to ensure the reliability

of the results.

6.6 Conclusion

This study investigated the effects that meaningful explanations communicated in different ways

have on users’ trust in AI medical support systems. Prototypes with two types of modalities were

developed, based on previously developed guidelines for designing meaningful explanations. The

survey results showed that a meaningful explanation can help users moderate their level of trust,

whether it is presented as a web GUI or a conversational user interface (CUI). Specific conditions

and scenarios that influence the impact of explanations on trust were also highlighted. The results

suggest that the conversational user interface is more effective in moderating users’ trust, compared

to the graphical user interface.
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Chapter 7

Discussion and Conclusions

The lack of clarity about how the most advanced Artificial Intelligence (AIs) systems do what they

do creates serious concerns about trust and social acceptance of AI technologies. When it comes

to human interaction, trust is a significant factor influencing the adoption of AI systems. Concerns

about trust become even stronger in sensitive contexts where public health is at stake, such as

health care. Inappropriate trust in AI is another problem, with people over-trusting or under-

trusting AI systems. Given the great potential of AI in healthcare, trust issues are considered

a barrier to AI adoption. It is claimed that explainable AI (XAI) is the solution to make AI

systems understandable and trustworthy. However, despite these claims, the relationship between

explanation and trust has not been fully addressed in the literature, especially in the case of

explanation for non-experts.

This thesis addressed this research gap starting from the exploratory question of how the general

public perceives AI in healthcare, focusing on their trust in AI medical support systems. Through

a series of user studies, we generated a number of insights about the needs of non-expert users’ for

explanation and the relation between explanation and trust. Finally, these findings were integrated,

suggesting a set of guidelines for designing explanations that directly address both the needs of

non-experts and the understanding of experts users. In this concluding chapter, we discuss:

• Answers to each of the research sub-questions and we also review the main findings of this

PhD research, including the outputs of Chapters 4-7

• The primary contributions of this thesis to explanation research in AI for non-expert users,

as well as the wider implications for XAI research in Healthcare.

• Overall research limitations

• Future work

156



7.1 Answers to Research Questions and Principal Findings

At the beginning of this thesis we asked the following research question:

How can we design explanations that allow non-expert users to make considered trust judgements

in AI medical support systems?

This question was explored and addressed through 11 sub-research questions in four user studies.

The following subsections discuss our findings.

7.1.1 Non-experts pre-dispositions, main challenges and opportunities

associated with the use of AI medical support systems in disease

detection and preliminary diagnosis

From User Studies 1,2,3 it became evident that the general public is not very familiar with AI tech-

nologies, especially AI technologies in healthcare. Only half of the Preliminary Study participants

claimed to have used AI technologies in healthcare, and from the surveys in the Pilot Workshop,

User Explanation Model Development in User Study 2, and Cognitive Interviews in User Study 3,

it emerged that participants did not really understand what AI was.

This lack of understanding feeds into key challenges in using AI medical support systems, such

as the lack of human touch. Lack of human touch refers to participants’ needing to be assisted

by a human when receiving a diagnosis, be it a doctor or their family/friends. In other words,

participants in our study expect the AI system to behave like a human. From the Explanation

Model Development in User Study 2, participants also expected AI explanations to be like those

from a human doctor. This can be explained by a paradigm called Computers are Social Actors

(CASA), where people sometimes apply social rules and take appropriate social actions when they

interact with computers while being fully aware that computers are machines and not humans

[Nass et al., 1994].

People might trust doctors and medical professionals because they trust the process and the

institutions that validate the professionals’ competence[Pearson and Raeke, 2000]. Unlike medical

professionals, the lack of regulatory bodies, strict protocols, and established public institutions

for AI systems propagate other challenges, such as, accountability, possible misuse or abuse, and

ethical concerns. Even when more than half of the survey participants rated AI systems as capable

of making medical diagnoses, a larger percentage of participants still trusted medical professionals

more than AI systems. These challenges are reflected in the four key concerns of the GDPR and

AI Act regulations: fairness, accountability, transparency, and ethics (FATE).

Challenges aside, the participants still recognised the opportunities and possible benefits of

using AI in healthcare, especially with respect to receiving faster results (analysis, diagnosis, etc.)

and more disease/disease-related information. Information about a disease, treatment options and

prognosis is important to patients, especially when important decisions have to be made [Kessels,

2003]. In addition, providing information is seen as part of the social support that patients need,

as evidenced by many of these patients continuously seeking information [Mills and Sullivan, 1999].
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Information is also a way to connect challenges to opportunities. To address some trust chal-

lenges, AI developers must provide technical competence information and other information to

prove the AI systems’ accountability, on top of medical information and the rationale for AI re-

sults. AI explanations can be a tool to convey this information, thus helping to address AI’s

fairness, accountability, transparency, and ethical issues [Abdul et al., 2018]. However, previous

research showed that only providing reasons for AI results may not be enough for non-expert users,

and we should focus more on the end user needs [Weitz et al., 2019, Ehsan et al., 2021].

The law and applicable regulations require certain information to be included in the explanation

for AI systems that uses personal data to train, test or deploy. According to the UK Information

Commissioner’s Office (ICO), the two subcategories of explanations required by data protection

laws are process-based explanations, which relate to information about the governance of the AI

system throughout its design and deployment, and outcome-based explanations, which concern

what happens in the case of a particular decision [Kazim and Koshiyama, 2020]. In contrast with

these regulations, most XAI approaches only cover outcome-based explanation [Adadi and Berrada,

2018, Adadi and Berrada, 2020].

Indeed, providing process-based explanations, such as, information about data sources and

data usage, can help address user concerns about the accountability and ethics of AI systems.

Still, additional important information must be embedded in the explanation for end-users. As it

will be described in the next subsection, our research shows that users also require health-related

information in the explanation. Moreover, special focus should be put on the HCI perspective of

explanation [Brennen, 2020], e.g., how to convey this information to end users. Users expects the

same care from an AI medical support system that they would expect from a medical professional,

so the impact of the ’human touch’ in conveying explanation must also be considered.

Overall, existing laws and regulations are meant to be generic, so they could be applied to

different types of AI systems. It can therefore be assumed that providing information required

by law for AI explanation is not enough, and domain-specific explanation is also important. This

thesis provides insights of the additional key information types and delivery modalities that should

be considered in the case of healthcare applications.

7.1.2 Explanations for non-experts: the characteristics, the content, and

the delivery

Designing explanations specifically for non-expert users was highlighted as a crucial need since

early research on XAI, which was claimed to fall short of meeting users’ needs for understanding

the behaviour of AI systems [Gunning, 2017]. The literature review and Preliminary study we car-

ried out helped us to determine the characteristics of meaningful explanations, i.e. understandable

explanations for AI medical support systems. An important but surprising finding was that expla-

nation content designed with one specific meaningful characteristic in mind, such as, contrastive,

honest, general, or comprehensive, was identified by users as having different characteristics in it.

For example, explanations designed with contrastive characteristics were considered general and
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simple, and explanations designed with truthfulness characteristics were considered thorough. The

designed explanations are outcome-based explanations, so these findings are limited in terms of

the scope of explanatory information. Furthermore, the initial design workshop in User Study 2

revealed that the currently available explanations need more information, which is not surprising as

the most commonly available AI explanations are outcome-based, and some are aimed at medical

professionals.

To further understand what should be included in the content of an explanation and how it

should be delivered, three explanation models from three stakeholder types were developed in

User Study 2: Expert Explanation Model from AI and medical experts, User Explanation Model

from laypeople (non-experts), and Target Explanation Model from laypeople as target users. The

explanation model we developed consists of explanation content, explanation customisation, and

explanation interaction. Explanation content describes what information should be included in

the explanation, explanation customisation refers to the customisation possibilities that need to be

considered when providing the explanation, and explanation interaction refers to the interactivity

possibilities that users should experience when receiving an explanation. As mentioned earlier,

participants expect AI explanations to be like those provided by human doctors. For example, just

as patients expect doctors to explain their illness and treatment clearly and speak the truth in a

careful manner [Gopichandran and Chetlapalli, 2013], participants also expect AI medical support

systems to provide information about their illness and treatment in a careful manner. Participants

also made a point about the prioritisation of information included in the explanation, where they

argued that when dealing with a serious illness, they would not pay attention to the algorithm

process information, especially if it is technical in nature, compared to information about the ill-

ness. These findings further suggest that it is better to focus explanation design on i) maximising

the provision of information that addresses users’ concerns in AI medical support systems and ii)

ensuring that this information is well communicated, rather than discussing the specific character-

istics of meaningful explanation content, especially for outcome-based explanations. In addition,

it would be better to discuss all characteristics of meaningful explanations, rather than just one

aspect of the characteristics, since users found that characteristics are often correlated, perceived

similarly, and hard to be considered in isolation. For example, both thorough and general expla-

nations were claimed to be easy to understand, even when the explanations have different length

and wording.

In terms of the information provided in explanations, insights from the Preliminary study, initial

workshops and the development of the explanation model in User Study 2 resulted in explanation

design guidelines that adhere to the ICO’s guidance for explaining AI [Kazim and Koshiyama,

2020]. These guidelines relate to the General Data Protection Regulation (GDPR) and the Data

Protection Act 2018 (DPA 2018) and identify six main types of explanations as different ways

to explain AI decisions. These types of explanation can be developed by following the proposed

explanation design guidelines as shown in Table 7.1.
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Explanation type Description Explanation Design Guidelines

Reasons information about the reasons lead-

ing to the decision conveyed in an

accessible and non-technical way

EDG7: System Output and

EDG9: Simple and General

Responsibility who is involved in the development,

management and implementation of

the AI system

EDG4: System Information

Data what data has been used in a partic-

ular decision and how

EDG4: System Information

Fairness steps taken in the design and imple-

mentation of the AI system to en-

sure that the decisions it supports

are generally unbiased and fair

EDG4: System Information and

EDG13: Input Comparison

Safety and performance steps taken in the design and imple-

mentation of the AI system to max-

imise performance

EDG4: System Information

Impact steps taken in the design and imple-

mentation of the AI system to con-

sider and monitor its impact on in-

dividuals and society at large

EDG4: System Information

Table 7.1: Six explanation types according to the ICO’s guidance for AI explanation and our

explanation guidelines.

160



7.1.3 The extent to which meaningful explanation affects users’ trust

in AI medical support systems: helping non-experts to make a

considered trust judgement

We investigated the characteristics and design requirements of meaningful explanations with the

main assumption that explanations can help users to rethink their perceptions of AI systems

and make considered trust judgements. Previous research has shown various effects of AI system

explanations, for example, a positive relationship with perceived system fairness [Binns et al.,

2018] or supporting users’ trust in the system [Wang et al., 2019, Xie et al., 2019b]. This thesis

evaluated meaningful explanatory effects on users’ perceived understanding, perceived technical

competence, perceived reliability, perceived usefulness, faith, personal attachment, user autonomy

and institutional credibility, which are factors that influence users’ trust in AI systems. Between-

subjects and within-subjects analyses were conducted through the user study, comparing different

explanatory designs.

Insights from the between-subjects analysis in the Preliminary study were: different types of

explanation content did not affect user trust differently on most factors, except personal attach-

ment. The personal attachment factor is rooted in users’ personal preferences. These results may

suggest that the focus of AI explanation development research should not be on the pursuit of the

best explanation content style or type, but rather on the content itself and the way in which it is

delivered (interaction modalities). These results also mirror Silva et al., who also found that no

significant differences were observed in trust across different types of explanations (counterfactu-

als, probability scores, feature importance, etc.) [Silva et al., 2022]. Explanation modalities and

interaction can lay a much stronger effect on trust changes.

From the between-subjects analysis in User Study 4, it was found that explanations presented

through a conversational user interface (audio and text) influenced users’ trust judgements of the

AI medical support system more than explanations presented through a graphical user interface

(images and text). Comparisons were made between the control group and the explanation group.

For the CUI, six out of eight trust factors showed significant differences for the low-competence

prototype, while five trust factors showed significant differences for the high-competence proto-

type. No significant differences between the control and prototype groups were shown for the GUI.

The only significant difference emerged in the faith factor, between the low competence group and

the high competence group. These results are in accordance with previous analyses presented in

the Preliminary study, which showed that explanation and trust are not directly connected but

mediated by communication. With the same explanation content, the CUI presentation influenced

users’ trust more than the GUI. As mentioned earlier, this may be due to the Computer as a Social

Actor paradigm, especially since explainable agents are considered more socially competent [Silva

et al., 2022]. Most of the time, conversational agents are considered trustworthy if they interact

socio-emotionally with the user, such as, small talk, expressions of empathy, and appear to be

honest about shortcomings in performance [Rheu et al., 2021]. This demonstrates the ethical chal-
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lenges related to the use of conversational agents, which could manipulate users through changes

in the social aspects of interaction.

Reflection on within-subjects analyses among different user studies has also led to interesting

results. In User Study 4, a comparison of repeated measures in the prototype group showed no

significant differences in the trust factors. In contrast, in User Study 2, four of the six trust factor

ratings were significantly affected after interacting with the prototype. This inconsistency may be

due to different measurement instruments. User Study 2 used a simplified earlier version of the

proposed human-AI measurement instrument: six trust factors with one item per factor, while

User Study 4 used the final version of the proposed human-AI measurement instrument: eight

trust factors with two items per factor. As the final instrument has established its reliability and

validity from thorough testing, we can give more weight to the results of User Study 4, where

explanations did not significantly affect the trust factors. Another possible explanation of this

inconsistency is the complexity of human reasoning perception, including their perception and

reasoning to trust an AI system. Research suggests that human demographic characteristics and

their immediate condition can affect their trust in AI applications, for example: age[Ho et al.,

2005], culture [Lee and Rich, 2021], personality traits[Zhou et al., 2020], or stress level [Cottrell

and Barton, 2013]. These human personal traits are sometimes unchangeable, which therefore

limit the effect of outside change on their trust perception. Future studies exploring the effect of

explanation on trust based on user demographics may be worth exploring, which might inform

research on personalised explanation based on demographics.

Additionally, the findings from User Study 4 (See Finding 3) showed that initial trust judgement

would not dramatically change after single exposure to explanation. However, the frequency of

extreme ratings (1 or 7) for the trust and trust factors decreased after the explanation interaction,

both in User Study 2 and User Study 4. We argue that these findings corroborate the potential

capability of meaningful explanations to help non-expert users make more considered or moderated

judgements in trusting AI systems in healthcare scenarios. The effects of repeated exposure to

explanations may be important to look at in future research. How does explanation affect users’

trust judgement in AI medical support system across time or after multiple interactions? This

question is an interesting and complex idea to look at since a low initial trust caused by widespread

scepticism related to the immaturity of existing AI systems [Hengstler et al., 2016] and difficulties

associated with the acceptance of new technologies [Leonardi, 2009] can be corrected, and trust

can indeed be increased after one positive interaction [Ullman and Malle, 2017]. However, some

people have a tendency to trust new technologies and may form unrealistically optimistic beliefs

regarding their capabilities [Dzindolet et al., 2003], which then decrease over time as a result of

negative interactions, such as, encounters with errors and malfunctions [Madhavan and Wiegmann,

2007].

162



7.2 Primary Contributions

So far we discussed overall findings and outputs of this thesis. In this section we summarise the

main contributions of this research, firstly with respect to the field of human-centred computing,

followed by contributions with broader implications.

7.2.1 Contributions specific to meaningful explanation in AI medical

support systems for non-expert users

Potential misinterpretations of the output of an AI system, due to lack of understanding, can lead

to grave consequences [Rana et al., 2022]. Even bigger consequences can be suffered now that

AI applications are increasingly being used by laypersons with non-technical backgrounds [Liang

et al., 2021, Cai et al., 2019a, Bussone et al., 2015].

The first contribution of this thesis is a six characteristics model of meaningful explanation,

which was derived from existing literature on how human understand explanations. Meaningful

explanations are explanations that humans can understand and make sense of.

Characteristics Descriptions

contrastive Explanation describes a cause of something relative to some other

thing in contrast

domain/role dependent Explanation is pragmatic and relative to the background context

general Explanation is simple and broad

social/interactive Explanation is an act to transfer knowledge, information, or un-

derstanding, and can be a social exchange

truthful Explanation is facts with respect to the underlying system

thorough Explanation describes all of the underlying system

Table 7.2: Characteristics of Meaningful Explanation

An important point to highlight concerns the delicate balance of featuring all the characteristics

in an explanation. For example, an explanation needs to be general but also thorough, and research

has shown that both overly simplified language and overly complicated language hamper users’

ability to understand a system [Eslami et al., 2018]. To fulfil these characteristics of a meaningful

explanation, an AI explanation can be designed by following a set of Explanation Design Guidelines

(EDG). The EDGs that we have developed through a stage-based mixed approach (semi-structured

interviews, think-aloud, ratings, and within-subject survey) also take into account reflections on

previous literature on trust and understandability. Thus, the second contribution of this thesis is

a set of Explanation Design Guidelines (Table 8.3).

These two contributions should help future research in AI explanation in healthcare that targets

non-expert users’ understanding. These contributions can also support AI system developers and

designers to understand what information should be presented, how explanations should be pre-

sented, and what characteristics should be present in explanations that are intended for laypeople.
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Explanation Design Guidelines (EDG) Descriptions

Explanation

Content

EDG1: Disease Information General disease information e.g.: name, symptoms, caused,

prognosis

EDG2: Disease Treatment Treatment options and information

EDG3: Next Plan/Step Next step user could take following the result

EDG4: System Information General system information e.g.: data usage, data source, data

privacy, system accuracy, institution

EDG5: System Input The data user inputted to the system

EDG6: System Process System algorithm or the technical process to gets its results

EDG7: System Output System result e.g.:pre-diagnosis, analysis, recommendation

Explanation

Delivery

EDG8: Empathy

(Reassuring Words)
Delicately deliver the results with carefully selected words

EDG9: Simple and General
Uncomplicated wording that is acceptable for laypeople

from various education background and level

Explanation

Interaction

EDG10: Input Check For the user to check the correct input

EDG11: Doctor Appointment For the user to make a doctor appointment

EDG12: Open Question For the user to ask open questions

EDG13: Input Comparison

(Visualisation)
For the user to compare the result with other data

EDG14: Detail Request For the user to request detailed information

Table 7.3: The 14 Explanation Design Guidelines for AI in Healthcare, categorised by information

content, information delivery, and interaction.

7.2.2 Contribution specific to Explanation Design for Trust calibration

in AI medical support systems

The third contribution of this thesis is exploring the limits of explanation in AI systems, to support

trust calibration. Throughout the user studies, multiple meaningful explanations were designed

and evaluated. Different results appeared, where meaningful explanation affected users’ trust in

their personal attachment factor only (User Study 1), on their perception of system technical

competence, reliability, helpfulness and also their personal attachment factors (User Study 2), or

even did not affect any of the trust factors (User Study 4). This inconsistent effect also occurred

in previous research on AI trust and explanation [Yin et al., 2019, Zhang et al., 2020, Binns et al.,

2018].

Additionally, comparisons with a scenario where users were not exposed to explanation showed

that presenting explanations in a conversational user interface affects users’ trust judgement in AI

medical support systems with low competency (low accuracy percentage). Previous research has

also shown that explanations presented by virtual agents increase users’ trust compared to text or

audio-only explanations [Weitz et al., 2019]. This suggests the potential of explanation to calibrate

users’ trust, with more focus for future research on the design of explanation presentation and

interactive delivery.
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In relation to that, explanation is not directly connected to trust but is instead mediated by

communication. Not only presentation and interactivity, but also communication is a prominent

part of understandability. This led to the common assumption that engaging cognitively with

explanation helps users to form correct interpretations and consider their trust judgment on an AI

system. However, research has shown that AI explanation interfaces did not facilitate trust, even

when they facilitated users’ understanding of a system [Cheng et al., 2019]. This can be caused by

humans’ cognitive biases [Wang et al., 2019, Naiseh et al., 2020] or cognitive effort aversion [Wagner

and Robinette, 2021]. This thesis found inconsistencies in the effect of explanation towards trust

factors, except for perceived understandability. Perceived understandability was increased for all

explanations (User Study 1,2,4). This presents limitations related to i) the potential connection

between understandability and trust, which is not straightforward, and ii) the connection between

communication and understandability, which is also complex.

7.2.3 Contributions with implications beyond AI medical support sys-

tems for non-expert users

Beyond the explanation effect, firstly, this thesis has contributed a valid and reliable trust mea-

surement instrument for evaluating human-AI interaction (See Chapter 6). The proposed trust

measurement instrument consists of eight trust factors and 16 items (See Appendix C.4) developed

through deductive and inductive methods, which have been thoroughly evaluated with respect to

content validity, convergent validity, and concurrent validity. Even though the instrument was

developed in the context of an AI medical support system, the items were developed with generic

wordings and were not specific to AI medical support systems or even AI in healthcare. The

step-by-step process presented here will inform future research to validate their measurement in-

strument before usage, and the proposed trust measurement instrument will enable researchers,

designers, and AI experts to employ or adapt it for evaluating their AI systems.

Secondly, this thesis also contributed several design implications, suggesting interface design

should be supported with techniques and principles to enhance the user’s interaction with the XAI

interface in order to support the user’s considered trust judgement. For example, the thesis results

suggest that presenting interactive explanations could possibly help people with their reasoning

errors, such as thinking quickly by skipping explanations, and force habit formation. This potential

contribution is based on XAI theory, which supports cognitive heuristics and mitigates cognitive

biases that also moderate trust in an AI system [Wang et al., 2019].

The thesis’ next contribution is an XAI interface design methodology. The proposed method

is inspired by transparency design, which involves several stages of eliciting the explanation needs

of different stakeholders. The proposed method will enable various stakeholders such as AI/ML

experts, domain experts, designers and non-experts to participate in the design phase. The expla-

nation guidelines were developed primarily on the basis of the results.
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7.3 Limitations

Due to the variation in studies conducted in this thesis, research limitations have been presented

at the end of each user study chapter. Whilst to repeat this exhaustive list of limitations would be

impractical, there are some themes of limitations that recur throughout this thesis and are there-

fore worth repeating. For interviews, focus groups, and workshops, this thesis used convenience

sampling, where all participants were volunteers from my personal or professional network, which

could potentially bias the sample. For online surveys, this thesis utilised Amazon Mechanical Turk

for each user study, which could also potentially bias the sample, because of a population who are

more familiar with AI and AI technology compared to the general population. A larger sample size

for both qualitative and quantitative data would provide higher validity of the findings. Except

for the Focus Group and Design Workshop, the user studies were conducted online due to the

various constraints imposed by the COVID pandemic. The user studies were also conducted using

hypothetical scenarios and focused on the breast cancer self-diagnosing screening system as an AI

medical support system. This could potentially influence the results, such as, missing additional

explanation requirements due to the case study and to the participants’ background knowledge of

AI.

In this thesis, the proposed trust measurement instrument was used to measure trust as an

attitude. I understand that trust is a complex concept, and therefore this measurement might be

limited in certain areas. This instrument does not cater for other trust behavioural indicators. The

relation between self-reported trust factors and trust-related behaviour was not explored. The trust

measurement instrument did not establish predictive validity towards self-reported trust, which

means the instrument could not predict future trust ratings. The trust measurement instrument

did not consider initial trust, and also only considers limited aspects of user identity, such as,

personal attachment and faith. Lastly, trust was measured as users’ trust in an AI system, rather

than trust in an AI system output/result.

7.4 Future Work

This thesis stems from the observation of the rise of explainable AI and the explanation requisites

for AI systems by lawmakers around the world. It addresses many questions about how carefully

designed explanations affect user trust and considers how future explanations of AI systems can be

better designed. Many questions still remain. The following sections discuss future work arising

from this research.

7.4.1 Further refining and validating current results

Research that duplicates the user study with a larger representative sample would be beneficial to

refine further and validate the current results. Additional data collection and analysis could also

be incorporated, such as, laboratory studies for prototype interactions followed up by focus group
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discussions or participatory design workshops. Richer data also has the potential to reveal the

complex relationship between user trust and explanations in AI systems. Longitudinal studies and

data collection can also lead to a better understanding of how users’ knowledge and experience in AI

interactions affect trust and trust calibration. A larger sample size for explanation evaluations with

bigger demographics could also provide a clear map of explanation and trust factors, specifically

if we analyse the data with respect to aspects of user identity, such as, gender, age, culture,

personality, etc. These aspects of user identity have shown to affect humans’ trust.

7.4.2 Empirical validation of the Explanation Design Guidelines for other

types of medical/healthcare applications

Future work to apply the proposed Explanatory Design Guidelines with different AIs in healthcare

cases to enable the generalisation and validity of the design guidelines. This thesis also used a high-

stakes application domain, so a lower-stakes application domain may be worth exploring in the

future. In addition, future work could investigate the effectiveness and validity of the Explanatory

Design Guidelines for application by future designers who were not involved in the development

of the guidelines. The results from this research can help us improve the Explanatory Design

Guidelines.

7.4.3 Empirical understanding of explanation effects in human interac-

tion and conversational agents

Trust and Trust factors were the only measures recorded in the last user study involving conver-

sational user interface prototypes (User Study 4). Hence, future studies need to look more closely

at the effects of explanations in human interactions with conversational agents. For example, in-

vestigation on the effect of explanation on users’ perceptions of understanding, transparency, and

fairness of AI systems. Conversational agents have humanoid attributes, such as name and voice,

and they are also characterised in terms of additional communication variables, such as, the com-

plex nature of tone and intonation. This complexity needs to be studied carefully, especially due

to the nature of humans as social beings.

7.4.4 Exploration on understandable explanation of algorithms

This thesis investigates explanations in an exploratory manner and future research ought to try

and combine explanations of the currently available algorithms (XAI algorithms) with explana-

tion design guidelines, aiming to bridge the research gap between the AI and HCI communities.

The successful implementation of user-centred XAI by realising six characteristics of meaningful

explanation in interpretable AI algorithms should also be explored.
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7.5 Concluding Remarks

In this thesis, I have explored explanation design, trust, and the relationship between explanation

and trust in AI medical support systems. Initially, this thesis stemmed from my own personal

concerns about the lack of understanding of current AI algorithms, particularly deep learning,

which made me reluctant to trust them. The field of explainable AI is also on the rise and is

championed to be the solution to the user trust problem. However, throughout this thesis, I had

the opportunity to participate in conferences, workshops, and interviews and conduct literature

reviews and user studies, which helped me to recognise that it is not as simple as I first thought. The

goal of improving the level of trust/rating on AI systems as a whole is dangerous, especially if the

AI system is not reliable, competent, accurate, etc. Without technical knowledge, non-expert users

may trust incompetent systems (over-trust) or reject competent systems (under-trust). Researchers

are responsible for guiding the industry to provide explanations that are not manipulative towards

individuals with non-technical backgrounds and only serve corporate profits. An appropriate level

of trust is necessary, and this thesis emphasises the goal of achieving and managing a level of trust

that draws on considered assessments.

Even with, at times, inconsistent results, I still believe that explanations can help users, how-

ever limited, to make considered trust judgements. I also believe that by providing carefully

designed meaningful explanation on AI in healthcare, we can help improve healthcare and tackle

an important aspect of health inequalities around the world, which is information-related health

disparities.

With the proposed Explanation Design Guidelines and the Human-AI Trust Measurement

Instrument, this PhD research has emphasised and demonstrated the potential of meaningful ex-

planation interfaces for users to consider their trust judgements of AI systems. The findings in this

thesis also recommend future research trajectories on explainable AI, which look beyond content

design and focus on the presentation, delivery, and interactivity of explanations for non-expert/lay

users.
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In this study, you will need to answer the first set of questions - read the vignette - answer the
second set of questions.

first set of question

1. Gender:
2. Age:

3. (If you had a doctor visit in the past) When doctor give you diagnosis, do you usually ask
for an explanation?

4. In general, could you rate your trust towards the Medical Professional diagnosis? (1-7,
distrust - fully trust)

5. How important explanation is for medical diagnosis? (1-7, not at all - extremely)
6. Have you ever use any self-managed health mobile application? exp. fitbit: (Yes, No)
7. If yes, what do you think of it?
8. Have you heard any artificial intelligence system or application used in healthcare field?

(Yes, No)
9. Do you think Artificial Intelligence is capable of doing medical diagnosis? (1-7,not at all -

extremely)
10. In general, could you rate your trust towards Artificial Intelligence system diagnosis?

(1-7, distrust - fully trust)
11. if a doctor and an artificial intelligence system gave you different diagnosis, whose

diagnosis would you trust? (doctor/AI system)

If there was a mobile application capable of automatic medical diagnosis, how important would
it be for you that (1-7, not at all - extremely):

● the app performs reliably
● the app responds the same way under the same conditions at different times
● the app is functioning properly
● the app uses appropriate methods to reach decisions
● the app has sound knowledge about this type of problem built into it
● diagnosis the app produces is as good as that which a highly competent person could

produce
● you understand how the  app will assist you, although you may not know exactly how

the app works
● you know how to use the app to do diagnosis
● it is easy to follow what the app does
● you feel a sense of loss if the app is suddenly  unavailable to use
● the app is suitable to your style of decision making
● you can express personal preference while making decisions with the app
● the app provides the help you need
● the app provides very sensible advice, if required
● the app provides very effective advice, if required
● you believe the diagnosis from the app being correct, even when you don’t know for

certain



● when the app gives unexpected diagnosis you are confident that the diagnosis is correct
● you feel certain that the app will be able to solve a difficult problem

Please read the following vignette.
Disclaimer: This vignette is a fictional story about fictitious healthcare system in fictitious country.
For more information about breast cancer go to: https://www.cancer.org/cancer/breast-cancer/about.html or
https://www.nhs.uk/conditions/breast-cancer/

Paula is a healthy 45-year-old female. She had her first mammogram 5 years ago, as a consequence of
her 40ies general health check. Her first mammogram screening was all clear, although she did have to
return for an ultrasound to check some things, which turned out to be fluid-filled cysts. After that Paula
went merrily about her life and neglected to keep up with her next 3 years screening.

After some time, a close friend of Paula, introduced her to one of his childhood friends, Sarah, who had
been through three different cancer diagnoses; one being breast cancer.
Inspired by Sarah, Paula decides to call her GP and catch up with her screening. From a breast
examination, the doctor feels a nodule and decides to refer her to a specialist.

Three days after that, she receives a letter by mail, to choose a specialist from 3 different hospitals. By
the time she chooses, the earliest appointment is in the next 2 months.

The day of the appointment she sees a specialist and gets an ultrasound. After the ultrasound, the
specialist explains to her that there are two small masses on the right side of one of her breasts and she
needs a biopsy. Paula starts being worried and dreads another test. She waits another two weeks for the
biopsy to be carried out, and then she is told she will know the results in three weeks.

The hardest part of this whole process for Paula is all the time between tests and procedures where she
is left with her imagination – and the excruciating waiting for results.

_______

In her worries, Paula remembers, that a while ago she saw an advert about this mobile application and
device called “Care” used for breast cancer self-check. The self-screening feature uses a portable
ultrasound device, which produces a sonogram that is then processed by an highly-accurate AI diagnosis
system. Care is apparently able to give a diagnosis in seconds.

Paula decides to try the Care app while waiting for her biopsy results. Just to get some faster feedback on
her screening.

Paula finds the company and calls their customer service. The next day the Care device is in her hands.
Paula carefully reads the instruction and performs her own self-diagnosis. She is anxious but follows the
instruction, step by step. Right after the last step, the application is showing the results: ‘You have 2
possible low-grade malignant (DCIS) lumps. Please contact your doctor immediately to discuss this.’. The
specialist already told her that she has lumps, but it’s still hard to read that diagnosis.

Paula reads the diagnosis and the explanation that Care provides again and again. But in the end, she
feels she needs to confirm this with a doctor.



__________
After three weeks, Paula returns to the specialist for the biopsy’s results. She walks down the long hall to
the reception area of the office nervously. She is so early that the door is still locked.

The 3 minutes she waits for the receptionist to open the door seems like 30.

Paula meets with the nurse who brings her into a room to wait for the specialist. The specialist comes
and greets Paula briefly. Paula is so nervous, she cannot hear anything the specialist is saying. The
specialist says “Good News”, and then hands Paula her biopsy results with the diagnosis highlighted in
yellow. Paula reads the results:

Negative association with Ductal Carcinoma In Situ (DCIS).
Her2 Negative, Angio-Lymphatic involvement, Negative, Estrogen receptors Positive.

“...congratulations it’s all cleared” Paula hears what the specialist is saying again
“So I don’t have cancer?” Paula asks again
“No. However I suggest you have a follow-up screening in 6 months. Just to be safe.”
Paula is so relieved, she practically runs out of the building. She does not have cancer!

___________

As time goes by, Paula feels like something is not right. She experienced a cyst before and this feels a bit
different. She does not want to wait 6 months, wants to get tested again, she calls her GP and explains
the symptoms.

The GP agrees to get her a second specialist appointment, especially because the doctor sees how
emotionally affected Paula is, but the waiting list is long. She also decides to register to a new hospital
because she wants to get another perspective.

After another 2 months of excruciating waiting time, Paula goes for her second scan and biopsy and
waits for her results. Again. Paula tries to hold it together but she is increasingly worried. She meets with
her new breast cancer specialist. The specialist handles her the results. Paula is now in a fog of
adrenaline. She read the words:

High-grade Ductal Carcinoma associated with DCIS.
Her2 Positive, Angio-Lymphatic involvement, Negative, Estrogen receptors Positive

Paula is really shocked. She has high-grade malignant cancer.

She needs an explanation. She shows to the new specialist her previous biopsy results and asks how is
that possible that she had no cancer only 2 months before. The specialist cannot explain why, but he tells
her that false negative biopsy are rare but possible.
Paula also remembers about Care and shows to the specialist the diagnosis given by the app. She asks
the specialist what he thinks about that and why Care diagnosed her case as low-grade malignant. The
specialist says that looking at the image provided by the app, it looks like the diagnosis is correct.
However, her current result is different because of the growth of her cancer.



The new specialist helps Paula to understand more about her diagnosis and helps her to calm down.
They talk about possible treatments, associated risks, and percentage of recovery for more than 1.5
hours. Paula feels a bit numb and overwhelmed by the information and materials provided to her that
day. However, she also feels very grateful for her specialist that’s very patient, sympathetic and gives her
the time to process.

Overall Paula is holding it together pretty well until she realises that she needs to make some calls, tell
her family and her children. She also needs to talk to her lawyer friend, because she’s planning to sue her
previous specialist for misdiagnosis.

second set of question
1. Paula used Care to double check her first screening and look up screening explanation.

Would you do the same if you were in the same position? (yes/no)
2. Why?
3. Do you think Paula should trust Care’s diagnosis? (yes/no)
4. Why?
5. If you were Paula, could you rate your trust towards Medical Professionals in general

(1-7, distrust - fully trust)
6. If you were Paula, could you rate your trust towards Care (1-7, distrust - fully trust)

7. Look at the image below:

Please rate the effect of that explanation (1-7, not at all - extremely):
a. Care app seems reliable



b. Care app seems to have a technical competence
c. Care app seems easy to use and understand
d. Care app is suitable with my style with decision making
e. Care app provides help
f. You feel certain that Care will be able to solve a difficult problem, even when you

don’t know for certain that it is correct
g. would you like this explanation to be included in Care? why?

8. What are the disadvantages on using Care/ self-diagnosed application?
9. What are the advantages on using Care/ self-diagnosed application?
10. How would you like to interact with an AI system that can make a high-risk assessments

and predictions which affect your health? (checklist)
a. I would like to talk with voice assistant that sounds like robot
b. I would like to talk with voice assistant that sounds like human
c. I would like to just type and use my screen only
d. I would like to have a robot to talk and read from it screen
e. else: ___

If Care were available, how important would it be for you that (1-7, not at all - extremely):

● Care performs reliably
● Care responds the same way under the same conditions at different times
● Care is functioning properly
● Care uses appropriate methods to reach decisions
● Care has sound knowledge about this type of problem built into it
● diagnosis Care produces is as good as that which a highly competent person could

produce
● you understand how Care will assist you, although you may not know exactly how it

works
● you know how to use Care to do diagnosis
● it is easy to follow what Care does
● you feel a sense of loss if Care is suddenly  unavailable to use
● Care is suitable to your style of decision making
● you can express personal preference while making decisions with Care
● Care provides the help you need
● Care provides very sensible advice, if required
● Care provides very effective advice, if required
● you believe the diagnosis from Care being correct, even when you don’t know for certain
● when Care gives unexpected diagnosis you are confident that the diagnosis is correct
● you feel certain that Care will be able to solve a difficult problem
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Invitation
We would like to invite you to join our research that is being funded by the Open University. Before you 
make a decision, it is important for you to understand why the study is being carried out, and what it will 
involve. Please take your time to read the following information carefully and discuss it with your partner, 
relatives or friends if you wish.  

This survey will have 8 different versions and you are only allowed to participate ONCE in any version. for 
example: if you participated in version 1, you are not allowed to participate in version 2 , 3, or so on. The 
worker who dismissed this will be rejected. 

General information about the research study and collected research data
This study is part of a larger research programme aimed at developing trustworthy AI applications in 
Healthcare, which provide meaningful explanations to their users. This speci�c study is a part of the 
stage-based participatory design process (Eiband et al, 2018), prototype evaluation. 

The prototype is a web-based system named Care, where the user can do a breast self-assessment 
based on the screening image from their medical scan portable device. 
  
The study aims at capturing lay users’ views on the application of AI to healthcare. Speci�cally, we will 
ask you several questions to capture your understanding and perspective regarding the application of 
Explainable AI technologies to a breast cancer assessment scenario.  

Please note that the scenario presents in the prototype is �ctional, about a �ctitious person and 
healthcare system, and it, therefore, does not refer to any real process or circumstances.  

If the prototype causes you emotional distress, please feel free to withdraw your participation at any 
time.  

The results of this study will be used to inform the next stage in our prototype design process.  

Explanation in AI Medical Support System
PI: Retno Larasati, Knowledge Media Institute, The Open University, UK. 
Contact: retno.larasati@open.ac.uk.  

* Required



What will I be asked to do if I agree to take part?
If you take part in the online survey, you will have to interact with a prototype of a breast cancer self-
assessment system. The �rst set of questions is a series of general questions about yourself and your 
perceptions about AI technologies. The second set of questions is related to the prototype that you just 
tried. The third set of question is the system usability scale. It should take approximately 15 minutes to 
complete the full survey.  

You may bene�t from taking part in this study through the knowledge that you would be helping us to �nd 
better ways of AI participation in the healthcare system, that in general could improve better healthcare 
service. 

How will the data I provide be used?
No personal identi�able information (e.g. name and contact details) will be recorded. The information 
you give us will be fully anonymised, and will be only used for research purposes. 

The research data will be securely stored in our online storage and kept for up to six months after the 
project ends in April 2022. 

The �ndings of this study will be included in a PhD thesis. They will also be presented at conferences and 
published in academic or professional journals. You will not be identi�ed in any publication arising from 
this survey. 

Your right to withdraw from the study
If you don't want to carry on with the survey, you will be free to stop it at any time, without having to give a 
reason by exiting the survey. 

How do I agree to take part?
Complete the consent form below and click Next.

Thank you for considering taking part in this survey.
This research project has been reviewed by, and received a favourable opinion, from the OU Human 
Research Ethics Committee - HREC reference number: 3201. 

Consent
Form

Informed Consent for online survey: Explanation in AI Medical Support 
System

1.

Mark only one oval.

Yes

No

I have read and understood the study information *



2.

Mark only one oval.

Yes

No

3.

Mark only one oval.

Yes

No

4.

Mark only one oval.

Yes

No

5.

Mark only one oval.

Yes

No

6.

Mark only one oval.

Yes

No

I consent voluntarily to be a participant in this study and understand that I can refuse to
answer questions and I can withdraw from the study at any time up until data have been
collected, without having to give a reason

*

I understand that taking part in the study involves testing a prototype of breast cancer self
assessment system

*

I understand that the prototype is about woman experience with breast cancer diagnosis,
and if its triggered or caused me emotional distress, I can opt-out anytime

*

I understand that information I provide will be used for  a PhD research. They will also be
presented at conferences and published in academic or professional journals

*

I understand that my data will be anonymised and securely stored in an online storage for
up to six months after the projects ends in April 2022

*



7.

Mark only one oval.

Yes

No

This research project has been reviewed by, and received a favourable opinion, from the OU Human 
Research Ethics Committee - HREC reference number: 3201. 

First set of question
this section is about general view on AI in healthcare

8.

9.

Mark only one oval.

Female

Male

Prefer not to say

10.

Mark only one oval.

< 25 years old

25 - 34 years old

35 - 44 years old

> 45 years old

If there was an application capable to assist you to do a breast cancer self-assessment and
preliminary medical diagnosis, how important would it be for you that

I give permission for the survey answers that I provide to be deposited in a specialist data
centre after it has been anonymised, so it can be used for future research and learning.

*

Worker ID *

Gender *

Age *



11.

Mark only one oval.

not at all

1 2 3 4 5 6 7

extremely

12.

Mark only one oval.

not at all

1 2 3 4 5 6 7

extremely

13.

Mark only one oval.

not at all

1 2 3 4 5 6 7

extremely

14.

Mark only one oval.

not at all

1 2 3 4 5 6 7

extremely

15.

Mark only one oval.

not at all

1 2 3 4 5 6 7

extremely

the app is functioning properly *

the app uses appropriate methods to reach decisions *

you know how to use the app to do diagnosis *

the app is suitable for your style of decision making *

the app provides the help you need *



16.

Mark only one oval.

not at all

1 2 3 4 5 6 7

extremely

17.

Mark only one oval.

distrust

1 2 3 4 5 6 7

fully trust

CARE Prototype

Please read the instruction below and make sure you follow all the steps accordingly.
1. The link will take you to the HomePage of the Care prototype. In there you can choose if you want to 
sign in using different image scanning devices. You will see three buttons (one for each scanning 
device), please choose to sign in with BRASTER (click Braster button on the left side of the screen).  
2. After you chose BRASTER you will see the pro�le page for "Divya Stohess". From now on, please put 
yourself in Divya''s shoes. Three scanned images will be available on the screen for you to explore. 
3. Please chose on image and proceed to get the analysis from your scanned image by clicking the 
button "Analyse" under the image.   
4. Please read the analysis result carefully. This is the most important step of the task, so please take 
your time to explore the results page. (Note: this is only prototype and some of the buttons have no 
further action.) 
5. When you are done reading please go back to the survey page and proceed with adding your feedback.  

Here is the link to the prototype, please open the link in the new tab, proceed to steps 1-5 : 
https://retnolaras.github.io/care/login.html

Second set of
questions

The questions below relates to the explanation and the 
prototype

18.

you believe the diagnosis from the app is correct, even when you don’t know for certain *

In general, could you rate your trust towards Artificial Intelligence system diagnosis? *

can you remember the time and date of the image scan you click to analysed? if yes,
please write down below

*



Thinking ONLY about the Analysis Results Page that you just saw, if you were in Divya's shoes, to
what extent would you agree/disagree with the statements below

19.

Mark only one oval.

not at all

1 2 3 4 5 6 7

extremely agree

20.

Mark only one oval.

not at all

1 2 3 4 5 6 7

extremely agree

21.

Mark only one oval.

not at all

1 2 3 4 5 6 7

extremely agree

22.

Mark only one oval.

not at all

1 2 3 4 5 6 7

extremely agree

The explanation of the analysis enabled me to sufficiently compare and contrast my
results.

*

The explanation of the analysis was pragmatic enough for me to understand without
requiring additional knowledge.

*

The explanation of the analysis is simple and provided a broad description *

The result analysis was explained as in a social exchange with experts *



23.

Mark only one oval.

not at all

1 2 3 4 5 6 7

extremely agree

24.

Mark only one oval.

not at all

1 2 3 4 5 6 7

extremely agree

Based on your interaction with the Care prototype as a whole, if a similar system was on the
market today, to what extent please would you agree/disagree with the statements below

25.

Mark only one oval.

not at all

1 2 3 4 5 6 7

extremely

26.

Mark only one oval.

not at all

1 2 3 4 5 6 7

extremely

The explanation of the analysis provided enough factual, genuine and upfront evidence
of the competence of the AI system.  

*

The explanation of the analysis is provided with great care and completeness *

Care is functioning properly *

Care uses appropriate methods to reach decisions *



27.

Mark only one oval.

not at all

1 2 3 4 5 6 7

extremely

28.

Mark only one oval.

not at all

1 2 3 4 5 6 7

extremely

29.

Mark only one oval.

not at all

1 2 3 4 5 6 7

extremely

30.

Mark only one oval.

not at all

1 2 3 4 5 6 7

extremely

31.

Mark only one oval.

distrust

1 2 3 4 5 6 7

fully trust

you know how to use Care to do diagnosis *

Care is suitable to your style of decision making *

Care provides the help you need *

you believe the diagnosis from Care being correct, even when you don’t know for certain *

could you rate your trust towards Care system diagnosis? *



32.

Mark only one oval.

distrust

1 2 3 4 5 6 7

fully trust

Explanation components

33.

Mark only one oval per row.

In general, could you rate your trust towards Artificial Intelligence system diagnosis? *

please rate to what extent each of the following information, provided in the analysis
result, is relevant for you to understand and trust the AI system?

*

not at all
relevant

slightly
irrelevant

neither relevant or
irrelevant

slightly
relevant

very
relevant

Disease
Information

Disease
Treatment

Next plan/Next
step to take

Data, Data
Security and
Credibility of
Care

Data used to be
analysed

How Care
make the
analysis

Analysis Result

Visualisation of
different result

Disease
Information

Disease
Treatment

Next plan/Next
step to take

Data, Data
Security and
Credibility of
Care

Data used to be
analysed

How Care
make the
analysis

Analysis Result

Visualisation of
different result



34.

Mark only one oval per row.

System Usability
Scale

Created by John Brooke  for © Digital Equipment Corporation, 
1986.

please rate to what extent each of the following features, provided in addition to the
explanation results, would improve your understanding and trust in the AI system?

*

very poor
improvement

poor
improvement

fairly
improvement

good
improvement

very good
improvement

Make a
doctor
appointment

Check the
data before
analysis

Request for
a more
detailed
explanation

Ask question

Request for
no
explanation
(result only)

Customised
explanation
based on
educational
level and
backgroud

Make a
doctor
appointment

Check the
data before
analysis

Request for
a more
detailed
explanation

Ask question

Request for
no
explanation
(result only)

Customised
explanation
based on
educational
level and
backgroud



35.

Mark only one oval per row.

What would you think of Care based on the prototype *

strongly
disagree

slightly
disagree

either
slightly
agree

strongly
agree

I would like to use
Care frequently

I found Care
unnecessarily
complex

I thought Care was
easy to use

I think that I would
need the support of
a technical person
to be able to use
Care

I found the various
functions in Care
were well
integrated

I thought there was
too much
inconsistency in
Care

I would imagine
that most people
would learn to use
Care very quickly

I found Care very
cumbersome to
use

I felt very con�dent
using Care

I needed to learn a
lot of things before
I could get going
with Care

I would like to use
Care frequently

I found Care
unnecessarily
complex

I thought Care was
easy to use

I think that I would
need the support of
a technical person
to be able to use
Care

I found the various
functions in Care
were well
integrated

I thought there was
too much
inconsistency in
Care

I would imagine
that most people
would learn to use
Care very quickly

I found Care very
cumbersome to
use

I felt very con�dent
using Care

I needed to learn a
lot of things before
I could get going
with Care



36.

37.

This content is neither created nor endorsed by Google.

Do you think your trust toward the AI system has changed after your interaction with it?
If yes, in what way? or Do you think the information and the explanation provided by the
AI system made you rethink about your trust?

*

Any comments?

 Forms
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Based on the definition above, please read and rate the following statements:

 

The statement is
clear, consistent,
specific, 
and a non-expert
reader would be able
to make sense of it

The statement fully
represents the definition of
perceived technical
competence

The AI system uses appropriate methods to get

results and to reach decisions based on the

information I input.

The AI system has sound knowledge about the

specific type of problem built into it to produce the

correct result based on the input I enter.

The result the AI system produces is as good as that

which a highly competent person could produce.

The AI system correctly uses the information I input

to provide accurate recommendations.

The AI system makes use of all the correct

knowledge and information available to produce its

result.

Trust Factor: Perceived Reliability
Perceived Reliability is a measure of users’ perception of the system’s capability to operate consistently 
and provides consistent results under the same conditions at different times.  

Based on the definition above, please read and rate the following statements:

 

The statement is clear,
consistent, specific, 
and a non-expert reader
would be able to make sense
of it

The statement fully represents the
definition of perceived reliability

The AI system always consistently

provides the results it is expected to

produce.

The AI system responds the same way

under the same conditions at different

times.

The AI system performs reliably and

provides results that are consistent over

time. 

Create your own automated PDFs with Jotform PDF Editor- It’s free
2



I can rely on the AI system to function

properly.

The system analyses problems

consistently and provides reliable results.

Trust Factor: Perceived Helpfulness 
Perceived Helpfulness is a measure of users’ perception of the system’s ability to effectively and 
responsively help to accomplish the user’s needs.

Based on the definition above, please read and rate the following statements:

 

The statement is clear,
consistent, specific, 
and a non-expert reader
would be able to make sense
of it

The statement fully represents the
definition of perceived
helpfulness

When I need some help, the AI system responds

to my needs effectively and responsively.

The AI system provides me with the effective

and responsive help I need to complete my

tasks.

The AI system provides very helpful results and

information if required.

The AI system provides very sensible and

effective results.

When I need it, I feel that I can quickly go to the

AI system and get help

Trust Factor: Personal Attachment
Personal Attachment is a measure of users’ perception of the system’s being agreeable, preferable, and 
suiting their taste, which led the user to have an attachment to it.

Based on the definition above, please read and rate the following statements:

 

The statement is clear,
consistent, specific, 
and a non-expert reader
would be able to make sense
of it

The statement fully represents the
definition of personal
attachment

I find the AI system suitable for my style and I

would feel a sense of loss if I could no longer use

it.

Create your own automated PDFs with Jotform PDF Editor- It’s free
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I like using the AI system because it suits me; I

feel a sense of attachment to it.

I find the AI system suitable to me and I prefer it

to alternative advices available.

I would feel a sense of loss if the AI system was

unavailable, and I could no longer use it.

I have a personal preference for making decisions

with the system's support.

Trust Factor: User Autonomy
User Autonomy is a measure of users’ perception of their sense of control of the system functionality or 
features, to do what the user wants. 

Based on the definition above, please read and rate the following statements:

 
The statement is clear,
consistent, specific, 
and a non-expert reader would
be able to make sense of it

The statement fully represents the
definition of user autonomy

I feel in control when operating the various

functions and the features of the AI system. 

I can operate the AI system according to what I

want.

The AI system has the functionality and features

I can control. 

I can operate the AI system’s and customise its

features to my desires.

The AI system behaves in the way that I want it

to behave.

Trust Factor: Faith
Faith is a measure of users’ confidence in the system’s capability to perform correctly and accurately, and 
provides a better judgement more than the users own thinking, regardless of the system’s actual ability 
and performance. 

Based on the definition above, please read and rate the following statements:

 

The statement is clear,
consistent, specific, 
and a non-expert reader
would be able to make
sense of it

The statement fully
represents the definition
of faith

Create your own automated PDFs with Jotform PDF Editor- It’s free
4



I believe the AI system results, even when there is no

evidence or certainty that the result is correct.

When I am uncertain, I believe in the AI system rather than

myself.

Even if I am not sure about the result and the actual

performance, I have faith that the AI system will provide the

best solution.

When the AI system gives unusual results, I am confident

that the result is correct. 

Even if I have no reason to expect the AI system will be able

to solve a difficult problem, I still feel certain that it will.

Trust Factor: Institutional Credibility
Institutional Credibility is a measure of users’ perception of the system as institutionally credible, and that 
the structural conditions such as regulations, reputations, or other safeguards that exist in the AI 
healthcare system ecosystem makes the system’s success likely, regardless of the characteristics of the 
system. 

Based on the definition above, please read and rate the following statements:

 

The statement is
clear, consistent,
specific, 
and a non-expert
reader would be able
to make sense of it

The statement fully represents
the definition of
institutional credibility

I feel okay using the AI system because it is made by a

reputable institution and therefore already went through a

credible regulation process. 

I am confident in the AI system capability because it is

developed by a reputable institution, and backed by valid

vendor and consumer protections. 

Product guarantees make it feel all right to use the AI

system. 

Having the backing of legal statutes and processes makes

me feel secure in using the AI system. 

The institution’s reputation that recommended the AI

system helps me feel safe using the AI system. 

Create your own automated PDFs with Jotform PDF Editor- It’s free
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4. Statement: The AI system correctly uses the information I input to provide accurate
recommendations.

5. Statement: The AI system always consistently provides the results it is expected to
produce.

6. Statement: The AI system responds the same way under the same conditions at
different times.

7. Statement: When I need help, the AI system responds to my needs effectively and
responsively.

8. Statement: The AI system provides me with the effective and responsive help I need to
complete my tasks.

9. Statement: I find the AI system suitable for my style and I would feel a sense of loss if I
could no longer use it.

10. Statement: I like using the AI system because it suits me, and always want to use it.

11. Statement: I feel in control when operating the various functions and features of the AI
system.

12. Statement: The AI system has functionalities and features I can control.

13. Statement: When I am unsure about the AI system’s result, I believe in the AI system
rather than myself.

14. Statement: Even if I am not sure about the result and the actual performance, I am sure
that the AI system will provide the best result.

15. Statement: I feel assured using the AI system because it is made by a reputable
institution and therefore already went through a credible regulation process.

16. Statement: I am confident in the AI system capability because it is developed by a
reputable institution, and backed by valid vendors and consumer protections.





1. Statement: I understand how the AI system works and I feel confident I will be able to use
it in the future.

2. Statement: I understand how the AI system behaves, how it can assist me, and what I
can expect from using it in the future.

3. Statement: The AI system uses appropriate methods to get results based on the
information I input.

4. Statement: The AI system correctly uses the information I input to provide accurate
results.

5. Statement: The AI system consistently provides the results it is expected to produce.

6. Statement: The AI system responds the same way under the same conditions at
different times.

7. Statement: When I need help, the AI system responds to my needs effectively and
responsively.

8. Statement: The AI system provides me with the effective and responsive help I need.

9. Statement: I find the AI system suits my preference and I would feel a sense of loss if I
could no longer use it.

10. Statement: I like using the AI system because it suits me, and always want to use it.

11. Statement: I feel in control when operating the various functions and features of the AI
system.

12. Statement: The AI system has functionalities and features I can control.

13. Statement: When I am unsure about the AI system’s result, I believe in the AI system
rather than myself.

14. Statement: Even if I am not sure about the result and the actual performance, I am
confident that the AI system will provide the best result.

15. Statement: I feel assured using the AI system because it is made by a reputable
institution and therefore already went through a credible regulation process.

16. Statement: I am confident in the AI system capability because it is developed by a
reputable institution, and backed by valid companies and consumer protections.
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If you have been affected by the topic, and you’d like to know more about breast cancer and skin cancer, 
please visit: https://www.nhs.uk/conditions/breast-cancer/ or 
https://www.nhs.uk/conditions/melanoma-skin-cancer/.  You can also seek support from the Cancer 
Support UK Website (https://www.cancersupportuk.org/ ) or from Macmillan: 
(https://www.macmillan.org.uk/ ).

2.

Mark only one oval per row.

I am aware that I can
withdraw from the
study if I nd the topic
of the
video/prototype
upsetting.

I am aware that I can
withdraw from the
study if I nd the topic
of the
video/prototype
upsetting.

Use of the information in the study *

Yes No

I understand that
information I provide
will be used for the
main researcher’s
PhD probation report,
and possibly her PhD
thesis. Results will
also be presented at
conferences and
published in
academic or
professional journals.

I understand that
personal information
collected about me
that can identify me,
such as ID and
contact detail, will not
be recorded.

I understand that my
data will be stored in
a securely stored and
password protected
One Drive server for
up to six months after
the projects ends in
December 2022.

I understand that
information I provide
will be used for the
main researcher’s
PhD probation report,
and possibly her PhD
thesis. Results will
also be presented at
conferences and
published in
academic or
professional journals.

I understand that
personal information
collected about me
that can identify me,
such as ID and
contact detail, will not
be recorded.

I understand that my
data will be stored in
a securely stored and
password protected
One Drive server for
up to six months after
the projects ends in
December 2022.



3.

Mark only one oval.

Yes

No

Demographic Questions

4.

Mark only one oval.

Other:

Female

Male

Prefer not to say

5.

Mark only one oval.

Under 20

20-30

30-40

40-50

Above 50

6.

Mark only one oval.

distrust

1 2 3 4 5 6 7

fully trust

I sign my consent with the information provided previously *

To which gender identity do you most identify? *

Choose your age group *

In general, could you rate your trust towards Artificial Intelligence system diagnosis? *



7.

Mark only one oval.

very unlikely

1 2 3 4 5 6 7

very likely

Please watch the
video below

Please watch from start to nish. The question follows will be 
related to the video

http://youtube.com/watch?v=Jf4DBBfqHxU

Respond Questions

If there was a cancer risk assessment/self-detection application available on market, how
likely would you be to use it?

*



8.

Mark only one oval per row.

Based on the application (Braster app) that you just saw, please rate your agreement with
the following statements, as if you were a regular user of this application

*

Strongly
Disagree

Disagree
Somewhat
Disagree

Undecided
Somewhat

Agree
Agree

Strongly
Agree

I understand
how the
application
works and I
feel con dent
I will be able
to use it in the
future.

I understand
how the
application
behaves, how
it can assist
me, and what
I can expect
from using it
in the future.

The
application
uses
appropriate
methods to
get results
based on the
information I
input.

The
application
correctly uses
the
information I
input to
provide
accurate
results.

The
application
consistently
provides the
results it is
expected to
produce.

I understand
how the
application
works and I
feel con dent
I will be able
to use it in the
future.

I understand
how the
application
behaves, how
it can assist
me, and what
I can expect
from using it
in the future.

The
application
uses
appropriate
methods to
get results
based on the
information I
input.

The
application
correctly uses
the
information I
input to
provide
accurate
results.

The
application
consistently
provides the
results it is
expected to
produce.



The
application
responds the
same way
under the
same
conditions at
different
times.

When I need
help, the
application
responds to
my needs
effectively
and
responsively

The
application
provides me
with the
effective and
responsive
help I need.

I nd the
application
suits my
preference
and I would
feel a sense
of loss if I
could no
longer use it.

I like using the
application
because it
suits me, and
always want
to use it.

I feel in
control when
operating the
various
functions and
features of
the
application.

The
application

The
application
responds the
same way
under the
same
conditions at
different
times.

When I need
help, the
application
responds to
my needs
effectively
and
responsively

The
application
provides me
with the
effective and
responsive
help I need.

I nd the
application
suits my
preference
and I would
feel a sense
of loss if I
could no
longer use it.

I like using the
application
because it
suits me, and
always want
to use it.

I feel in
control when
operating the
various
functions and
features of
the
application.

The
application



has
functionalities
and features I
can control.

When I am
unsure about
the
application’s
result, I
believe in the
AI system
rather than
myself.

Even if I am
not sure
about the
result and the
actual
performance,
I am con dent
that the
application
will provide
the best
result.

I feel assured
using the
application
because it is
made by a
reputable
institution and
therefore
already went
through a
credible
regulation
process.

I am con dent
in the
application
capability
because it is
developed by
a reputable
institution,
and backed
by valid
companies
and consumer
protections.

has
functionalities
and features I
can control.

When I am
unsure about
the
application’s
result, I
believe in the
AI system
rather than
myself.

Even if I am
not sure
about the
result and the
actual
performance,
I am con dent
that the
application
will provide
the best
result.

I feel assured
using the
application
because it is
made by a
reputable
institution and
therefore
already went
through a
credible
regulation
process.

I am con dent
in the
application
capability
because it is
developed by
a reputable
institution,
and backed
by valid
companies
and consumer
protections.



C.4 Final Items for Human-AI Trust Measurement Instru-

ment

1. I understand how the AI system works and I feel confident I will be able to use it in the

future.

2. I understand how the AI system behaves, how it can assist me, and what I can expect from

using it in the future.

3. The AI system uses appropriate methods to get results based on the information I input.

4. The AI system correctly uses the information I input to provide accurate results.

5. The AI system consistently provides the results it is expected to produce.

6. The AI system responds the same way under the same conditions at different times.

7. When I need help, the AI system responds to my needs effectively and responsively.

8. The AI system provides me with the effective and responsive help I need.

9. I find the AI system suits my preference and I would feel a sense of loss if I could no longer

use it.

10. I like using the AI system because it suits me, and always want to use it.

11. I feel in control when operating the various functions and features of the AI system.

12. The AI system has functionalities and features I can control.

13. When I am unsure about the AI system’s result, I believe in the AI system rather than

myself.

14. Even if I am not sure about the result and the actual performance, I am confident that the

AI system will provide the best result.

15. I feel assured using the AI system because it is made by a reputable institution and therefore

already went through a credible regulation process.

16. I am confident in the AI system capability because it is developed by a reputable institution,

and backed by valid companies and consumer protections.
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If you have been affected by the topic, and you’d like to know more about breast cancer and skin cancer, 
please visit: https://www.nhs.uk/conditions/breast-cancer/ or 
https://www.nhs.uk/conditions/melanoma-skin-cancer/.  You can also seek support from the Cancer 
Support UK Website (https://www.cancersupportuk.org/ ) or from Macmillan: 
(https://www.macmillan.org.uk/ ).

2.

Mark only one oval per row.

I am aware that I can
withdraw from the
study if I nd the topic
of the prototype
upsetting.

I am aware that I can
withdraw from the
study if I nd the topic
of the prototype
upsetting.

Use of the information in the study *

Yes No

I understand that
information I provide
will be used for the
main researcher’s
PhD probation report,
and possibly her PhD
thesis. Results will
also be presented at
conferences and
published in
academic or
professional journals.

I understand that
personal information
collected about me
that can identify me,
such as ID and
contact detail, will not
be recorded.

I understand that my
data will not be
shared and will be
stored in a securely
stored and password
protected One Drive
server until December
2023.

I understand that
information I provide
will be used for the
main researcher’s
PhD probation report,
and possibly her PhD
thesis. Results will
also be presented at
conferences and
published in
academic or
professional journals.

I understand that
personal information
collected about me
that can identify me,
such as ID and
contact detail, will not
be recorded.

I understand that my
data will not be
shared and will be
stored in a securely
stored and password
protected One Drive
server until December
2023.



3.

Mark only one oval.

Yes

No

Demographic Questions

4.

5.

Mark only one oval.

Other:

Female

Male

Prefer not to say

6.

Mark only one oval.

Under 20

20-30

30-40

40-50

Above 50

7.

Initial Trust
We would like to know your perception on AI in healthcare. 

I sign my consent with the information provided previously *

Worker ID (only for verification purpose and won't be recorded) *

To which gender identity do you most identify? *

Choose your age group *

What is your occupation



8.

Mark only one oval.

complete distrust

1 2 3 4 5 6 7

complete trust

9.

Mark only one oval.

complete distrust

1 2 3 4 5 6 7

complete trust

In general, please rate your trust towards Artificial Intelligence (AI) system in healthcare *

If there was an application capable to assist you to do a breast cancer self-assessment
and preliminary medical diagnosis, please rate your trust towards the said AI system

*



10.

Mark only one oval per row.

If there was an application capable to assist you to do a breast cancer self-assessment
available on the market right now, please rate your agreement with the following statements

*

Strongly
Disagree

Disagree
Somewhat
Disagree

Undecided
Somewhat

Agree
Agree

Strongly
Agree

I would
understand
how the
application
works and I
feel con dent
I will be able
to use it in the
future.

I would
understand
how the
application
behaves, how
it can assist
me, and what
I can expect
from using it
in the future.

The
application
would use
appropriate
methods to
get results
based on the
information I
input.

The
application
would
correctly use
the
information I
input to
provide
accurate
results.

The
application
would
consistently
provide the

I would
understand
how the
application
works and I
feel con dent
I will be able
to use it in the
future.

I would
understand
how the
application
behaves, how
it can assist
me, and what
I can expect
from using it
in the future.

The
application
would use
appropriate
methods to
get results
based on the
information I
input.

The
application
would
correctly use
the
information I
input to
provide
accurate
results.

The
application
would
consistently
provide the



results it is
expected to
produce.

The
application
would
respond the
same way
under the
same
conditions at
different
times.

When I need
help, the
application
would
respond to my
needs
effectively
and
responsively

The
application
would provide
me with the
effective and
responsive
help I need.

I would nd
the
application
suits my
preference
and I would
feel a sense
of loss if I
could no
longer use it.

I would like to
use the
application
because it
suits me, and
always want
to use it.

I would feel in
control when
operating the

results it is
expected to
produce.

The
application
would
respond the
same way
under the
same
conditions at
different
times.

When I need
help, the
application
would
respond to my
needs
effectively
and
responsively

The
application
would provide
me with the
effective and
responsive
help I need.

I would nd
the
application
suits my
preference
and I would
feel a sense
of loss if I
could no
longer use it.

I would like to
use the
application
because it
suits me, and
always want
to use it.

I would feel in
control when
operating the



various
functions and
features of
the
application.

The
application
would have
the
functionalities
and features I
can control.

When I am
unsure about
the
application’s
result, I would
believe in the
AI system
rather than
myself.

Even if I am
not sure
about the
result and the
actual
performance,
I would be
con dent that
the
application
will provide
the best
result.

I would feel
assured using
the
application
because it is
made by a
reputable
institution and
therefore
already went
through a
credible
regulation
process.

I would be
con dent in

various
functions and
features of
the
application.

The
application
would have
the
functionalities
and features I
can control.

When I am
unsure about
the
application’s
result, I would
believe in the
AI system
rather than
myself.

Even if I am
not sure
about the
result and the
actual
performance,
I would be
con dent that
the
application
will provide
the best
result.

I would feel
assured using
the
application
because it is
made by a
reputable
institution and
therefore
already went
through a
credible
regulation
process.

I would be
con dent in



Prototype

Instruction
1. In this scenario, you are interacting as Divya Stohess, a 41 years old woman who lives in the UK. She 
has Alexa and use Care application to check her breast scan. She scanned her breast using portable 
breast scanner (device example: https://www.youtube.com/watch?v=Jf4DBBfqHxU) that is connected to 
Care application.  
2. Please go explore and interact with the Prototype. Tips: hold the spacebar and speak slowly.   
3. Here is the link to the prototype: https://creator.voice ow.com/prototype/618d6dd8fc6de40006f1db0b

Respond Questions

11.

12.

Mark only one oval.

78%

88%

98%

58%

the
application
capability
because it is
developed by
a reputable
institution,
and backed
by valid
companies
and consumer
protections.

the
application
capability
because it is
developed by
a reputable
institution,
and backed
by valid
companies
and consumer
protections.

please type the code given in the prototype *

what is Care’s accuracy percentage? *



13.

Mark only one oval.

complete distrust

1 2 3 4 5 6 7

complete trust

In general, please rate your trust towards Care application *



14.

Mark only one oval per row.

Based on the Care application that you just interact with, please rate your agreement with the
following statements, as if you were a regular user of Care application

*

Strongly
Disagree

Disagree
Somewhat
Disagree

Undecided
Somewhat

Agree
Agree

Strongly
Agree

I understand
how the
application
works and I
feel con dent
I will be able
to use it in the
future.

I understand
how the
application
behaves, how
it can assist
me, and what
I can expect
from using it
in the future.

The
application
uses
appropriate
methods to
get results
based on the
information I
input.

The
application
correctly uses
the
information I
input to
provide
accurate
results.

The
application
consistently
provides the
results it is
expected to
produce.

I understand
how the
application
works and I
feel con dent
I will be able
to use it in the
future.

I understand
how the
application
behaves, how
it can assist
me, and what
I can expect
from using it
in the future.

The
application
uses
appropriate
methods to
get results
based on the
information I
input.

The
application
correctly uses
the
information I
input to
provide
accurate
results.

The
application
consistently
provides the
results it is
expected to
produce.



The
application
responds the
same way
under the
same
conditions at
different
times.

When I need
help, the
application
responds to
my needs
effectively
and
responsively

The
application
provides me
with the
effective and
responsive
help I need.

I nd the
application
suits my
preference
and I would
feel a sense
of loss if I
could no
longer use it.

I like using the
application
because it
suits me, and
always want
to use it.

I feel in
control when
operating the
various
functions and
features of
the
application.

The
application

The
application
responds the
same way
under the
same
conditions at
different
times.

When I need
help, the
application
responds to
my needs
effectively
and
responsively

The
application
provides me
with the
effective and
responsive
help I need.

I nd the
application
suits my
preference
and I would
feel a sense
of loss if I
could no
longer use it.

I like using the
application
because it
suits me, and
always want
to use it.

I feel in
control when
operating the
various
functions and
features of
the
application.

The
application



has
functionalities
and features I
can control.

When I am
unsure about
the
application’s
result, I
believe in the
AI system
rather than
myself.

Even if I am
not sure
about the
result and the
actual
performance,
I am con dent
that the
application
will provide
the best
result.

I feel assured
using the
application
because it is
made by a
reputable
institution and
therefore
already went
through a
credible
regulation
process.

I am con dent
in the
application
capability
because it is
developed by
a reputable
institution,
and backed
by valid
companies
and consumer
protections.

has
functionalities
and features I
can control.

When I am
unsure about
the
application’s
result, I
believe in the
AI system
rather than
myself.

Even if I am
not sure
about the
result and the
actual
performance,
I am con dent
that the
application
will provide
the best
result.

I feel assured
using the
application
because it is
made by a
reputable
institution and
therefore
already went
through a
credible
regulation
process.

I am con dent
in the
application
capability
because it is
developed by
a reputable
institution,
and backed
by valid
companies
and consumer
protections.



15.

16.

This content is neither created nor endorsed by Google.

Do you think your trust toward the Care system has changed after your interaction with
it? If yes, in what way?

*

What do you think in general about the Care application? (What did you like/dislike about
your experience? Would you use it? Any other recommendation?)

 Forms



D.3 Trust Factors Ratings
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