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Abstract

The aim of this thesis is to describe the new wear modelling framework for the

numerical simulation of fully coupled multiphase flows with dynamic boundary mo-

tion in response to wear. The framework considers the combination of coupling

fluid flow, particle motion, wear modelling and boundary movement within a single

model which has not yet been achieved in research. This is of significance in the

minerals processing industry from both economical and safety aspects due to the

degradation of components as a result of wear from the abrasive nature of slurry

flows. The wear modelling framework uses a hybrid Eulerian-Lagrangian modelling

approach which tracks particle trajectory with representative Lagrangian particles,

with particle-particle interactions modelled statistically through the use of the ki-

netic theory of granular flow. This approach allows for full coupling of the phases

with particle trajectory information required for wear modelling whilst remaining

computationally feasible through the use of representative particles.

Boundary movement in response to wear uses an anisotropic unstructured adap-

tive mesh approach which allows the mesh to move in response to a specified grid

velocity and also optimised in order to provide resolution in areas important to

the chosen fields and decrease in areas not required at specified time steps. The

wear modelling framework takes place between a Python based Lagrangian particle

module coupled with a computational fluid dynamics framework developed within

Imperial College London called Fluidity.

The framework can be applied to the study of component wear when subject to

solid particles entrained in fluids. Component wear is a key consideration in many

industries working with particle-laden flow as the study of wear through experimen-

tation or in the field is time consuming and expensive. Simulation of jet impingement

in two dimensions confirms the behaviour of boundary deformation in response to

wear. A comprehensive study of Coriolis tester arm simulations are conducted to

understand the effects of physical parameters on the wear profile obtained. Results

are compared with experimental data from Weir Minerals and numerical simula-

tions using the wear modelling framework are able to accurately capture the key

characteristics of the wear profile and the behaviour of the particles.
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1.1. Overview 22

1.1 Overview

Particle-laden wear is of great importance across many industries such as mining and

minerals processing, oil and gas, and the handling of aggregates. The movement of

these solid particles entrained in fluid causes damage to the component parts leading

to material loss due to the abrasive nature of these slurries and over time failure of

these components. The study of wear in the field and experimentally is typically

expensive, time consuming and limited to a small range of physical parameters,

therefore the ability to computationally model and simulate these systems would

provide a great advantage to the industry and their processes. Furthermore, having

the ability to computationally model wear and its subsequent effect on the system

will not only support the potential to design components to minimise the wear

experienced but also supports the optimisation of operating parameters in existing

designs. Application of this model in industries can result in longer service life

of components, improved performance and reliability, leading to increased profit

margins in a highly competitive market such as minerals processing.

Existing ways of modelling wear are based on empirical correlations that relates

particle impact trajectory and velocity with target material loss rate which are

experimentally expensive, time consuming and restrictive to specific test scenarios

[Parsi et al., 2014]. However, a more complete approach to modelling and simulation

of wear is a complex problem and would require the understanding of:

• Multiphase flow modelling - describing the motion of the solid within the fluid

and the coupled interactions between them.

• Wear modelling - describing the wear of materials due to solid particle im-

pingement and it’s subsequent effect on the motion of the particle.

• Moving Geometries - describing the movement of the surface deformation in

response to wear. This can also be extended to the modelling of systems with

moving and rotating components that are of direct industrial relevance such

as that of the centrifugal pump.

Therefore, a comprehensive modelling framework incorporating these considerations
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1.2. Modelling multiphase flows 23

in a single model has yet been achieved in literature [Vieira and Shirazi, 2021].

This thesis will focus on the computational modelling of multiphase flows in the

form of a slurry with the addition of particle-laden wear against moving boundaries

deforming in response to wear. The following sections within this chapter describes

the background related to each of the components within this modelling framework.

1.2 Modelling multiphase flows

The study of multiphase flow is a challenging area in fluid dynamics It describes

how two or more states of matter interact with each other as well as with the overall

system when subjected to various conditions and forces. The study of multiphase

flow has many applications in industry such as a nuclear reactors [Colombo and

Fairweather, 2015], flow of oil and gas [Pedersen et al., 2017], and flows in minerals

processing [Neethling and Barker, 2016]. It is also important in geophysical flows

such as sediment transport [Ouda and Toorman, 2019], landslides [Cuomo, 2020]

and pyroclastic flows [Jacobs et al., 2013].

Slurry flows is described as a suspension of solid particles in a carrier fluid and is

widespread in minerals, chemical and food industries. Unlike the modelling of single

phase fluids, slurry transportation is highly complex due to the interactions between

the phases as well as the interactions between the various phases and the walls. A

wide range of variables can influence the behaviour of slurry flows, these include

particle properties such as size, distribution and shape as well as the fluid-particle

interface. In addition to the wide range of variables influencing the behaviour of

slurry flows, the flow regime is also subject to variation with respect to the properties

of the solid relative to the liquid. Initially, Durand and Condolios [1952] developed a

flow regime classification based on average particle size which has then been further

refined over the years and has now been widely accepted that slurry flows can be

classified into four main regimes as shown in Figure 1.1 [Crowe, 2005]. Homogeneous

flow is characterized by a uniform distribution of particles throughout the liquid,

whereas heterogeneous flow is one which solid particles are sufficiently large and

settling occurs such that the particles are no longer uniformly distributed across the
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1.2. Modelling multiphase flows 24

fluid. Flows with a moving or stationary bed are subsets of homogeneous flows. In a

moving bed, large particles will settle and slide along the base of the system, whereas

in a stationary bed, the flow velocity has become too low to allow for the motion of

all particles in the fluid. In most practical situations this last classification of slurry

regime is to be avoided. In this thesis, the study focuses on the implementation of

models for heterogeneous slurry flows and the subsequent wear this causes on the

system walls.

Figure 1.1: Illustration of particle distribution and concentration profile for different

slurry flow regimes in a pipe. Figure taken from Crowe [2005].

There are three main methods for modeling and predicting the detailed behaviour

of these multiphase flows: experimentally through laboratory scaled equipment and

instrumentation [Carey et al., 1988], theoretically using mathematical equations and

models for the flow [Kartashev et al., 2017] or computationally where the system

is modelled numerically and simulated using high performance computers [Jacobs

et al., 2013, Parsi et al., 2019]. Laboratory experiments and theoretical models alone

can be limited in accurately capturing the full dynamics of the system, whereas

taking a computational approach through the use of a numerical model may be the

only viable way to model large scale dynamics [Brennen, 2005]. Another advantage

of numerical models is the ability to explore a wide variety of parameters that may

be infeasible or expensive to replicate in a laboratory setting.
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Figure 1.2: Illustrations of a rapidly varying field represented on different meshes

and the corresponding solution field. Figure taken from Wilson [2009].
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Numerical models describe fluid flow dynamics as a set of continuous equations

over a domain or system. These equations in general do not have analytical solutions

so therefore will involve the discretisation of the domain forming a mesh where the

properties of the flow are approximated on each of the solution nodes in the mesh.

A higher resolution of the mesh equates to better accuracy of the solution but

at the cost of increased computational footprint and longer simulation time. The

computational mesh can take many forms, structured or unstructured, isotropic or

anisotropic and fixed or adaptive. Structured meshes are the easiest to implement

with each node connected to another using a simple formula which determines the

shape of the cell, this means that variations in resolution is difficult to support and

increasing resolution in one area would require increasing resolution in areas where

it may not be required (see Figure 1.2(a)). As a result, structured meshes are not

suitable for complex geometries and becomes inefficient where the same resolution is

not required throughout the domain [Pain et al., 2005]. With unstructured meshes,

the constraint where nodes are defined by a simple formula is removed and nodes

can be arbitrarily connected with one another providing the freedom to provide

resolution where required [Piggott et al., 2005]. The rate of which the resolution

of the unstructured mesh can vary depends on its isotropy, isotropic and near-

isotropic meshes enforces approximately the same node spacing in all directions (see

Figure 1.2(b)), whereas an anisotropic mesh allows the resolution to vary across the

different directions (see Figure 1.2(c)). An anisotropic unstructured mesh allows for

the best use of computational resources in the three examples as it can represent

distinct fields with the minimum number of nodes whilst retaining the same degree

of accuracy as structured meshes [Wilson, 2009].

Finally, fixed structured or unstructured meshes remain the same throughout a

simulation, therefore if the area of interest moves during the simulation, the solu-

tion will no longer be optimally represented based on the fixed mesh as the mesh

was designed based on the initial conditions. To mitigate this limitation, the use

of an adaptive, unstructured, anisotropic mesh can offer the ability to refine the

original mesh as the simulation progresses, adapting accordingly and providing res-

olution where required. Other benefits include faster runtimes as well as reduced
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computational costs whilst producing equally accuracy results when compared with

a uniform mesh [Piggott et al., 2009]. For example, when studying the effect of

wear in slurry flow where resolution is needed along system boundaries experiencing

wear whilst reducing computational cost when simulating large scale domains such

as that of an entire centrifugal pump. Xie et al. [2014] was able to show an adap-

tive, anisotropic unstructured mesh was able to yield a more accurate result than a

fixed mesh whilst using only 10% of the nodes compared to that of a fixed mesh as

seen in Figure 1.3 where the interface of the rising bubble is clearly captured as the

simulation progresses compared to the fixed mesh.

Figure 1.3: Numerical simulation of bubble rising with a comparison with structured

and unstructured solution fields on the left and middle columns of panels (b)-(e) with

the corresponding adaptive, unstructured, anisotropic mesh on the respective right

columns. Panel (a) denotes the same mesh used to initialise the simulations. Figure

taken from Xie et al. [2014].
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The work in this thesis takes advantage of the adaptive, unstructured anisotropic

mesh approach to allow for the flow to be resolved with the minimum number of

nodes whilst able to dynamically respond to the flow and the surfaces.

1.3 Wear modelling

Wear of materials due to solid particle impingement places the integrity of many

industrial processes at risk when considering the transport of slurries in pipes or in

more complex geometries such as that of a centrifugal pump. Transport of solids

as a slurry mixture has been used as an effective and economic form of transport of

solids over short and medium distances, however, given then abrasive nature of the

slurries, it is subject to a large amount of wear. Figure 1.4 displays the effect of wear

in a worn centrifugal pump subject, it can be observed that the wear profile is not

evenly distributed across the pump with some areas that are subject to substantially

more wear than others.

Wear occurs when a particle impacts a surface creating a scar. The shape and size

of this scar caused by a single impact depends on many parameters such as surface

material properties and particle size, velocity and impact angle. Wear mechanisms

are generally considered to be based on the ductility of the surface material, whether

it is ductile or brittle. Finnie [1960] first proposed a model for erosion in ductile ma-

terials where he suggested it was the result of micro-cutting caused when a particle

impacts the surface at a low angle creating a crater. Erosion in brittle materials is

due to crack formation, this occurs when a particle hits the brittle surface, creating

lateral and radial cracks. Further impacts causes these cracks to grow until these

cracks divide the surface into smaller pieces which are then removed by subsequent

particles impacting the surface [Parsi, 2015].

Wear in the form of erosion has been studied extensively when applied to simple,

stationary geometries such as that of a pipe or elbows (pipe bends), yet according

to Meng and Ludema [1995], who surveyed over 5000 papers across two journals, no

single predictive equation or group of equations could be found for general use. Wear

models can generally be divided into three main categories and are derived either
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(a) Volute

(b) Impeller (c) Impeller from the side

Figure 1.4: Photos illustrating the affect of wear on centrifugal pumps with typical

wear patterns. Photos provided by Weir Minerals.

29



1.3. Wear modelling 30

empirically, mechanistically or CFD-based [Parsi et al., 2014]. Wear models based

on empirical erosion equations are constructed from data obtained experimentally,

Zhang et al. [2007] derived an empirical erosion equation obtained from gas testing

and Haugen et al. [1995] derived the coefficients of the general correlation of erosion

empirically through the examination of 28 different material types for which they

varied particle impact speed and angle.

Empirical equations are simple to implement but uncertainties arise when trying

to apply these equations outside of the parameter space used to determine them. As

such, they can only be valid for a small use case of scenarios. As a result, mechanistic

models based on the physics and mechanisms of erosion were developed for both

single phase and multiphase flows. Shirazi et al. [1995] created a mechanistic single

phase model where particles decelerate when entering a ”stagnation” region close to

the wall prior to impact and accounted for many key flow properties such as fluid

density, particle velocity, shape, size and density. The model proposed by Shirazi

et al. [1995] suffers from two drawbacks; firstly, it assumes that erosion is caused

by direct impingement where particle trajectory is a straight line and secondly, this

model also does not account for the effect of turbulence on the particle trajectory

[Parsi et al., 2014]. In multiphase flow, McLaury and Shirazi [2000] developed a

model based on the single phase model by Shirazi et al. [1995], however rather

than the characteristic velocity being set to be equal the average flow velocity, it is

formed as a mixture of the velocity of the two phases. Parsi et al. [2014] reviewed

and categorised multiphase erosion models based on the flow pattern, all of which are

based on the model proposed by McLaury and Shirazi [2000] with the exception of

Chen et al. [2006]. Chen et al. [2006]’s model estimates erosion for gas/liquid/sand

flows by assuming the gas/liquid droplets can be treated as a homogeneous flow and

erosion caused by particles in the liquid film is negligible, thus the core gas region

can be treated as a single phase model.

Finally, the third type of wear model is that of the CFD-based erosion model.

Leveraging a CFD-based model provides the ability to study the effect of different

parameters and its interaction with each other in the study of erosion. Clark [2002]

summarises the main parameters that can influence erosion to be solid concentration,
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particle impact speed, impact angle, size, shape, effects of turbulence and nature of

the material properties. This method is particularly useful when exploring complex

geometries where it is difficult to set up experimental studies. In general, CFD-based

erosion modelling consists of three steps:

• Flow modelling

• Particle tracking

• Application of particle trajectory information to erosion equation

There has been many researchers studying erosion in elbow bends with the use of

CFD (Zhang et al. [2007], Chen et al. [2004, 2006], Fan et al. [2001]), and Gandhi

et al. [2012], Ferng [2008] and Atkinson et al. [2007] studied erosion in complex

geometries. However, with these CFD based models they fail to take into account the

effect of surface profile changes on subsequent erosion events. Nguyen et al. [2014]

identified that surface profile changes has a significant impact on wear mechanisms.

Despite Nguyen et al. [2014]’s investigation, Messa and Malavasi [2018] reported

few attempts made to take into account geometry changes in response to wear

prediction models. Parsi et al. [2019] and Agrawal et al. [2019] took into account

surface deformation on erosion prediction by leveraging the Moving Deforming Mesh

(MDM) approach within ANSYS 19.1, however, the limitation in both these studies

is the flow is assumed to be steady, dilute and one-way coupled. This thesis aims

to address the gap by presenting a fully coupled multiphase wear prediction models

with the use of moving geometries discussed in Section 1.4 and details of the coupling

strategy in Section 2.4.

1.4 Moving Geometries

Moving geometries have many important industrial and geophysical applications,

such as in the study of land slides [Wilson, 2009, Nian et al., 2021], modelling of

turbomachinery [Tyacke et al., 2019, Odier et al., 2021] and rotating geometries

such as tidal turbines [Mcnaughton et al., 2014] and the study of erosion [Agrawal

et al., 2019, Parsi et al., 2019]. It is a difficult problem to solve when simulating flow
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problems as the domain cannot be easily represented using a single structured or

unstructured mesh. In many cases, these geometries needs to be broken down and

represented by different mesh types. There are four main approaches when dealing

with moving geometries in terms of mesh approaches. These are:

• Multiple reference frame (MRF)

• Sliding mesh method

• Chimera method

• Dynamic mesh method

The multiple reference frame approach, also known as the frozen rotor approach

is the simplest approach where geometries are represented either as a stationary zone

or moving reference frame zone as depicted in Figure 1.5. The flow properties are

translated across the interface between the static and the moving reference frames

with steady state flow conditions assumed at the interface between the two refer-

ence frames. This method provides a fast approximation for use in turbomachinery

modelling. Although simple to implement, the meshes remain fixed and do not take

into account the relative motion of the moving zone [Luo and Gosman, 1994]. As a

result, this method cannot be used where the motion of the moving zone is required

to calculate the effect of wear and particle collisions with the moving geometry.

Another method for modelling rotating geometries or geometries where there

exists a zone between a moving and stationary domain is with the use of the sliding

mesh. This approach uses two or more regions joined via an overlapping interface

region where the flow properties are interpolated between the stationary and moving

regions as seen in Figure 1.6. Unlike the MRF approach, the moving frame or region

represents genuine motion, however the interpolation between the regions over the

interface is often expensive and can be non conservative resulting in the generation

of artifacts. [Mcnaughton et al., 2014].

When complex geometries need to be modelled as a complete system, the Chimera

or overset approach can be adopted. This approach takes a complex geometry and
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Figure 1.5: Illustration of a geometry using MRF approach with one rotating im-

peller modelled using a single moving reference frame zone, the dotted line represents

the interface where flow properties are translated between the two reference frames.

Figure taken from ANSYS Inc. [2009].

Figure 1.6: Illustration of a geometry using sliding mesh approach, consists of an

external static region in red, yellow rotating region and an overlapping interfaces

represented in the region between turquoise and purple.
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decomposes it into smaller systems, typically made up of unstructured meshes over-

lapping an overall background grid made up of a simple structured mesh. Flow

properties between the background and the decomposed components are the inter-

polated across the interface with the boundary condition at the interface taken as

that of the overset component [Meakin, 1999]. Figure 1.7 represents the grid gener-

ation of a wind turbine consisting of 13 decomposed components made up of blades,

tower, floor and hub Li et al. [2012]. This is a very powerful technique and can

be used in the modelling of overlapping boundaries or geometries with shared wall

boundaries, however, it comes at a high computational cost.

Figure 1.7: Example of the Chimera approach in grid design for a complex system.

Figure taken from Li et al. [2012].

Finally, there is the dynamic mesh movement method where the shape of the

system changes over time in response to motion along the boundaries of the domain.

For example, in the modelling of the rotating centrifugal pump, the motion must

describe the rotating impeller and when modelling wear, this should describe the

wear velocity experienced along the boundary due to the impact of solid particles.

Mesh movement methods that describe the deformation and movement of the mesh
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include Laplacian smoothing, the spring-based smoothing method and elasticity

based methods and is summarised in Mcmanus et al. [2017]. Figure 1.4 illustrates

a 2D adaptation of a centrifugal pump with a rotating impeller modelled using the

dynamic mesh movement method available within Fluidity, a finite element/control

volume based CFD framework described in detail in Section 1.5. Dynamic mesh

movement methods provide the ability to solve complex geometries without the need

for the computational overhead of interpolation and the risk of generating artifacts

as interpolation is non conservative, however, it does come with an overhead when

performing the mesh movement. For the purpose of surface deformation in response

to wear both Agrawal et al. [2019] and Parsi et al. [2019] deployed their model using

the dynamic mesh movement method and for the purpose of this thesis, the mesh

movement and adaptivity methods available within Fluidity will be leveraged.

(a) Timestep = 1 (b) Timestep = 5 (c) Timestep = 10

Figure 1.8: Close up of 2D representation of centrifugal pump over 10 timesteps

with remeshing of the cells as the impeller rotates. The simulation is set to remesh

every 2 time steps to account for the rotating impeller ensuring the cells remains

well formed.

1.5 Fluidity - an anisotropic unstructured adap-

tive mesh framework

Fluidity is a flexible, massively parallel finite element/control volume based CFD

framework developed at Imperial College London [Piggott et al., 2008, Imperial
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College London, 2014]. It contains the capability to produce adaptive, anisotropic,

unstructured meshes and is also capable of executing parallel workloads with the use

of an Message Passing Interface (MPI) library making the study of many multiphase

problems with complex geometries feasible [Imperial College London, 2014, Pain

et al., 2001, Piggott et al., 2009]. Fluidity is also well tested throughout its continued

development, test cases are created ranging from unit tests of individual subroutines

to full simulations of an analytical cases to maintain its validity as it continues to be

developed. Automated testing of builds occur before its release through Jenkins, an

open source continuous integration/continuous development automation server, has

been implemented thus ensuring software development best practices are followed

and the results of simulations conducted using this framework can be trusted Farrell

et al. [2010].

Fluidity has proven to be a powerful tool in the modelling of complex domains

through its use of the adaptive, anisotropic, unstructured mesh. Jacobs et al. [2013]

simulated the transport of volcanic ash plumes, Wilson [2009] developed a novel

mutliphase approach for simulating landslide generated tsunamis and Bhutani [2016]

modelled the polydispersity of the gas bubbles in froth flotation. The adaptive

anisotropic unstructured mesh technology and multiphase capabilities along with the

framework’s robustness and flexibility for continued development makes Fluidity the

ideal framework to develop a new multiphase wear model with moving geometries.

1.6 Statement of Novel Contribution and Struc-

ture of Thesis

In this thesis, the aim is to create a single modelling framework that is capable of

• Modelling a fully coupled multiphase flow

• Track particle trajectories

• Calculate wear on target material

• Dynamically deform surface in response to wear
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This would create the first known approach of modelling wear in a fully coupled

multiphase flow with dynamically deforming boundaries within a single modelling

framework. The new wear modelling framework leverages Fluidity’s adaptive un-

structured mesh technology, for the study of wear due to solid particle impingement.

The application of this model concerns the simulation of complex fully coupled mul-

tiphase flows with surfaces of the system that can dynamically deform in response

to wear applicable to many industrially relevant processes.

The model builds upon an existing Lagrangian particle model that is coupled

to the well developed Fluidity framework. The new modelling framework is imple-

mented across the Lagrangian particle model as well as modifications made within

Fluidity to allow for coupling between the two frameworks. Existing wear prediction

in literature is mainly conducted empirically with limited models that fully couple

fluid flow and consider particle motion and wear within a single model. No mod-

els exists before this thesis that combines all the elements together in addition to

boundary deformation in response to wear [Parsi et al., 2014, Vieira and Shirazi,

2021, Meng and Ludema, 1995, Messa and Malavasi, 2018].

Chapter 2 reviews the fundamentals aspects of multiphase flow modelling and

wear modelling. It starts with the introduction of basic concepts and definitions

taken from literature. Different multiphase modelling approaches are discussed and

the governing equations describing the motion of multiphase flows are given. In-

teraction terms used to fully couple the phases are presented. Chapter 3 discusses

the discretisation of the model equations. The Galerkin finite element method is

used to discretise the momentum and continuity equations while the control volume

method is used for the discretisation of the particle volume fraction within Fluidity.

The chapter ends with an overview of Fluidity’s adaptive mesh approaches.

In Chapter 4, I introduce the new wear modelling framework. It starts with the

adaptations of the governing equations presented in Chapter 2 and a description of

how it is adapted and applied within the model along with the associated initial

conditions and boundary conditions. The solution method is presented highlighting

the main algorithm with which the wear model is coupled with the particle and

fluid models. Discretisation of the Lagrangian particles is provided here as well as
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methods to smooth out the wear across the control volume. Scaling parameters that

accelerate the effect of wear and the number of particles are provided here. Model

verification in the form of mesh and time convergence is conducted. Validation test

in the form of a 3D sedimentation simulation confirms the behaviour of the solid-

fluid coupling when compared with analytical results. A jet impingement simulation

conducted with surface deformation in response to wear confirms the importance

that changes to the surface can have on future wear behaviour.

In Chapter 5, I bring all the individual components of the wear modelling frame-

work together to conduct a thorough investigation into the modelling of multiphase

flow with boundary movement in response to wear. The simulation setup is pro-

vided in the form of a 3D backward facing step along with the surface material

and particle properties considered as part of this investigation. Validation of the

simulations is compared with experimental data and results discussed. I show that

the wear modelling framework simulations agree well with experimental data and

observations. In Chapter 6, the sensitivity of modelling parameters and the effects

of varying physical parameters are studied.

Finally in Chapter 7, I summarise the main developments of the thesis along with

the main findings and conclusions of the simulations conducted. I discuss possible

future developments and industrial applications of the model. This includes the

extension of the work to more complicated and industrially relevant geometries,

such as wear within a centrifugal slurry pump.
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2.1 Overview

This chapter provides an overview of the fundamentals of multiphase flow and wear

modelling. It describes general definitions for multiphase flow, the frames of refer-

ence used in the modelling of these flows before focusing on the solid fluid coupling

of dispersed multiphase flow and the integration of impingement wear models used

within this thesis. The set of equations governing the motion of multiphase flow, the

interaction terms coupling phases through the use of inter-phase drag and kinetic

theory of granular flow as well as the semi-empirical impingement wear model are

discussed and introduced in Sections 2.3 and 2.4 with a summary of all equations

used in Section 2.5.

2.2 Fundamental Definitions

2.2.1 Multiphase Flow

Multiphase flow is defined as the flow of a mixture of two or more phases (gas, liquid,

solid etc.). Each phase can be considered as dispersed or continuous. Disperse

phase flows are ones in which individual or discrete elements, generally referred to

as particles, are finite and not connected. The continuous or carrier phase is a

connected liquid or gas in which the dispersed phase is transported and immersed

[Crowe, 2005]. Examples of multiphase flows is summarised in Table 2.1.

Disperse flows can be further separated into dense and dilute flows where each

type of flow can require different approaches to model their behaviour. They are

mainly classed by the dominating interactions that occurs within the system. A

dilute flow is one where the particle motion is dominated by the fluid forces such

as drag and lift which can be considered as fluid-particle interactions. Whereas

a dense flow is one where the particle motion is controlled by collisions within or

between dispersed phases. These are considered as particle-particle interactions

when it is within the same disperse phase or inter-particle interactions when it is

between different dispersed phases. It is said that particle-particle and inter-particle

interactions becomes important enough to be considered when the particle volume
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Continuous-dispersed

phase

Industrial and technical application

Gas-solid flows Pneumatic conveying, particle separation in

cyclones and filters, fluidised beds

Liquid-solid flows Hydraulic conveying, liquid-solid separation,

particle dispersion in stirred vessels

Gas-droplet flows Spray drying, spray cooling, spray painting,

spray scrubbers

Liquid-droplet flows Mixing of immiscible liquids, liquid-liquid ex-

traction

Liquid-gas flows Bubble columns, aeration of sewage water,

flotation

Table 2.1: Summary of two-phase flow systems and important industrial and tech-

nical processes. Table from Sommerfeld [2017].

fraction exceeds 10-3 [Elghobashi, 1994].

In real life applications, dispersed phases can contain a wide range of physical

particle properties, such as a variety of material properties or particle sizes within

the continuous fluid phase. This can be simplified and taken to be an average of

the particle properties, such as taking a mean particle diameter. However, if these

properties are too wide ranging, it can affect the dynamics and accuracy of the

model when modelled as a single collection of particles. Thus, it can be necessary

to consider particle properties and group each collection of particles into separate

dispersed phases. Similarly, extensions can be made to consider three phase flows,

for example bubbles forming in a slurry mixture [Crowe, 2005].

The work presented in this thesis focuses on dispersed multiphase flow consisting

of a single liquid continuous phase and a single dispersed phase made up of particles

of the same size and material.

42



2.2. Fundamental Definitions 43

2.2.2 Coupling

When considering dispersed multiphase flows, the transport of the particles by the

continuous fluid phase and their interactions are important considerations. These

inter-phase interactions can be characterised depending on the concentration of the

particles as the concentration of particles will affect the fluid dynamic interactions,

collisions and cohesions within the carrier fluid as depicted in Figure 2.1 [Sommer-

feld, 2017].

The types of coupling between the phases is illustrated in Figure 2.2 and sum-

marised in Table 2.2. Three-way coupling can be considered as a special case of

two-way coupling where particle disturbances of the local fluid can affect other par-

ticles locally, for example drafting of a trailing particle Crowe [2005].

Figure 2.1: Two phase flow regimes and coupling as a function of particle volume

fraction. [Sommerfeld, 2017].

For this thesis, a four-way coupling modelling approach is adopted. This four-

way coupling takes into account particle-fluid, fluid-particle interactions modelled

through the use of drag terms, and particle-particle interactions through the use of

solid pressure controlled by granular temperature. Details of the drag and granular
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Coupling level Description

One-way Flow of the continuous phase affecting the only the dis-

persed phase with no reverse effect. This type of coupling

is suitable for very dilute flows where the particles in the

dispersed phase has negligible influence on the flow in the

continuous phase.

Two-way There exists a mutual effect between the flows in the con-

tinuous and disperse phase, where in addition to one-way

coupling, the particles in the disperse phase can influence

the fluid flow and the effects needs to be accounted for.

Four-way Occurs when particle-particle interactions also affects the

multiphase motion in addition to two-way particle-fluid

coupling. For example, particle collisions affecting the mo-

tion of both particles.

Table 2.2: Summary of the different levels of coupling describing the interactions

between the disperse and continuous phases [Crowe, 2005, Sommerfeld, 2017, El-

ghobashi, 1994, Loth, 2000].
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Figure 2.2: Illustration of inter-phase interactions through coupling. [Crowe, 2005]

temperature interactions are discussed in Section 2.4.

2.2.3 Particle Laden Wear

Particles in a fluid can also interact with the walls of the domain. These interactions

can not only influence the particle motion but can also result in wear and deformation

of the walls themselves. Particle-laden wear of materials is a complex problem

involving the modelling of flow, tracking of particles and adopting an appropriate

wear prediction. There are no universally accepted models for particle-laden wear

prediction and most models are derived from experimental data [Meng and Ludema,

1995]. Wear rate prediction is dependent on a number of factors including particle

impact angle, impact velocity, surface material properties and particle properties

such as size, shape and hardness [Oka and Yoshida, 2005, Oka et al., 2005].

Meng and Ludema [1995] conducted an analysis into wear models, with the mod-

els being categorised by the methods of wear into mechanical, chemical or thermal

which is summarised in Table 2.3. The cutting mechanism is caused by an oblique

impact where a particle impacts the surface material at shallow, grazing angles.
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Deformation is caused by head on collisions of particles normal to the surface of

the material [Arabnejad et al., 2015b, Meng and Ludema, 1995]. For the purpose

of this thesis, chemical and thermal wear actions are out of scope and the choice

of mechanistic wear model will be ones based on material loss due to cutting and

deformation. Details of the selected wear model and its associated equations are

discussed in Section 2.4.3.

Wear mechanism Description

Chemical Loss of material through chemical dissolution or reaction

with the surface materials causing formation of a new sub-

stance that is more readily removed.

Thermal Loss of material due to melting or change in material prop-

erties increasing the rate of wear.

Mechanical Loss of material due to cutting, deformation and fatigue of

the material.

Table 2.3: Summary of the different methods of wear mechanisms adapted

from[Meng and Ludema, 1995].

2.3 Governing Equations

The governing equations describing multiphase flow are presented here. The stan-

dard equations, such as the Navier-Stokes equation for single phase flows needs to

be adapted to account for the presence of a second phase. Parameters such as ve-

locity and density associated with a particular phase is identified with a subscript.

For example, ρp will denote the density of the particles in the dispersed phase and

ρf the fluid density of the continuous phase. It is important to note that although

the governing equations described below are written for 2 phases (solid and fluid),

general multiphase flow models such as that implemented in Fluidity are valid for

an arbitrary number of dispersed phases and thus each phase can be identified using

an index i = 1, 2, 3...n, where n is the total number of phases modelled in the flow.
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Additional interaction and parameterisation terms that makes up the complete wear

model are provided in Section 2.4.

2.3.1 Reference Frames

The frames of reference determines the method with which the motion for the par-

ticle or fluid phase is described through space and time. The choice of appropriate

reference frames is an important consideration as it can have implications on the

information available to the system when combined as well as having an impact

when solving the equations numerically.

The Eulerian reference frame determines flow properties by looking at the flow

at fixed points in the domain [Batchelor, 1967]. The Eulerian frame of reference

considers the phase as a continuum, which allows a small volume of the domain

known as a control volume to be considered and averaging applied to flow properties.

This can be seen with the introduction of volume fractions αf or αp, denoting the

fraction or concentration of the fluid or particle where αf + αp = 1 Crowe [2005].

The Lagrangian reference frame considers the flow properties by observing an

individual particle as it moves through time and space and is able to track the

trajectory of the particle [Batchelor, 1967].When a Lagrangian frame of reference

is applied to the dispersed phase, the coupling with the fluid usually relates to

the density of the number of particles. This can be used to obtain local particle

concentration within the fluid phase such that αp = npVp, where np is the particle

number density and Vp the average particle volume [Crowe, 2005].

Two approaches are generally used when modelling two-phase flow problems.

These are the Eulerian-Eulerian and the Eulerian-Lagrangian model. The Eulerian-

Eulerian model is also known as the two-fluid model (TFM) and treats both the fluid

and particle phases as continuums. The TFM normally requires fewer computational

resources compared to Eulerian-Lagrangian models, however, modelling the particle

phase as a continuum loses important particle information such as particle trajec-

tory. To overcome this limitation, three main Eulerian-Lagrangian methods can be

adopted. These are the discrete element method (DEM), the multiphase particle-

in-cell (MP-PIC) method and the dense discrete phase model (DDPM) [Chen and
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Wang, 2014]. DEM tracks solid particles individually and is able to obtain detailed

particle-particle interactions and particle-wall collisions. However, this comes with a

high computational demand and is limited to small scale simulations [Nguyen et al.,

2014, Xu et al., 2012]. MP-PIC method groups particles into parcel representing a

collection of real particles with identical properties and particle-particle interactions

are modelled through a solid stress tensor [Andrews and O’Rourke, 1996, Adnan

et al., 2020]. DDPM is a new hybrid Eulerian-Lagrangian approach which models

particle-particle interactions statistically in the averaged sense instead of tracking

individual particles through the use of the kinetic theory of granular flow (KTGF)

with the probability of a particle being present at a given location equal to the local

particle volume fraction within the cell [Chen and Wang, 2014]. This is achieved

in DDPM by solving the fluid phase in the Eulerian frame of reference while the

motion of solid phase is solved on the Lagrangian frame of reference with the use

of Newton’s second law of motion. DDPM incorporates the effects of the particle

phase with the fluid by sharing the pressure term, while particle-particle interac-

tions are handled through the use of a solid pressure modelled by the KTGF using

expressions defined by Lun et al. [1984]. Similar to the MI-PIC method, DDPM

tracks representative Lagrangian particles instead of individual particles [Arabnejad

et al., 2017, Adnan et al., 2020].

The work presented in this thesis adopts the hybrid Eulerian-Lagrangian DDPM

as the Lagrangian frame of reference in the particle phase is essential in obtaining

the trajectory information required for the wear model and this is still modelled

directly. Tracking the particle-particle interactions statistically through the use of

KTGF allows for simulations of large domains whilst remaining computationally

feasible [Chen and Wang, 2014, Cloete et al., 2012].

2.3.2 Averaging (Control Volume for Particles)

When describing the dispersed particle phase using DDPM, a hybrid Eulerian-

Lagrangian approach, the Eulerian frame of reference is used to obtain averaged

values for the representative particles through the use of control volumes. The con-

trol volume requires the length scale of the particles when compared to the control
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volume to be carefully considered. The control volume should be at the mesoscale,

set as the size of a collection of particles which is much smaller than whole domain

which is at the macroscale but larger than that of the individual particles. The

particles should then be at a microscale (molecular level), so that a representative

amount of particles can be considered within each control volume [Michaelides et al.,

2017].

There are three methods of averaging the Eulerian phase equations, namely time,

volume and ensemble averaging. Time averaging averages the flow properties over

time at a specific point in the flow, this is constrained by the property that the

averaged time T must be at a larger scale when compared to the local fluctuating

time t′, yet smaller than the time associated with the whole system T ′ [Ishii, 1975].

Volume averaging averages the flow properties at a point in time over a volume,

then assigning the averaged value back to a point in the flow. This is constrained

with similar length scale properties as with time averaging where the averaging

volume L3 must be larger than the characteristic distance between particles [Soo,

1990]. Figure 2.3 illustrates the requirements of the control volume where Lp−p is

the length scale of the characteristic distance between particles and ∆x the length

scale of the control volume. Finally ensemble averaging avoids the constraints of

time and volume averaging and is based on the probability of the flow field being in

a specific configuration at a given time [Drew and Passman, 1999]. The governing

equations presented in this thesis follow the volume averaging approach.

2.3.3 Conservation of mass

As mass of a fluid must be conserved, this fundamental principal can be expressed

in the form of the conservation of mass, also known as the continuity equation. For

a multiphase system using the DDPM approach, the conservation of mass for the

fluid phase is [Chen and Wang, 2014].

∂(αfρf )

∂t
+∇ · (αfρfuf ) = 0. (2.1)

The term αi is the volume fraction of the fluid phase i and is introduced by the

averaging process when working with control volumes in order to define what fraction
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Figure 2.3: Two-dimensional representation of discrete particles in adjoining com-

putational cells where >> Lp−p [Crowe, 2005].

of the entire volume is occupied by phase i The volume fraction can be expressed as

αi =
Vi
V

(2.2)

where Vi is the volume of phase i and V is the total volume of the control volume,

the volume fraction of the phases is subject to the constraint

Nphases∑
i=1

αi = 1. (2.3)

The work in this thesis is limited to a fluid phase and a particle phase with volume

fractions denoted as αf and αp respectively and thus has the constraint

αf + αp = 1. (2.4)

Furthermore, the fluid is assumed to be incompressible, thus the conservation of

mass takes the form

∇ · (αfuf ) +∇ · (αpup) = 0. (2.5)
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2.3.4 Conservation of momentum

The equations describing the conservation of momentum for the fluid phase is given

by [Chen and Wang, 2014]

∂(αfρfuf )

∂t
+ αfρfuf ·∇uf = −αf∇p+∇ · τ f + αfρfg +K(up − uf ) (2.6)

where p is the pressure shared by both fluid and particle phases, τ f is the vis-

cous stress tensor, g the gravitational acceleration and K(up − uf ) the drag force

describing the momentum exchange between the two phases.

To consider the effect of viscosity on the fluid, the viscous stress tensor for the a

Newtonian fluid such as water is defined as

τ f = µf (∇uf +∇(uf )
T )− 2

3
µf (∇ · uf )I, (2.7)

where µf is the dynamic viscosity and I the identity matrix. Taking the assump-

tion that the viscosity is constant and the flow is incompressible, the stress tensor

becomes

∇ · τ f = µf∇2uf . (2.8)

Substitution Equation 2.8 into Equation 2.6 gives the incompressible Navier-Stokes

equation

∂(αfρfuf )

∂t
+∇· (αfρfuf ⊗uf ) = −αf∇p+µf∇2uf +αfρfg+K(up−uf ). (2.9)

The inter-phase drag in the momentum equation is obtained from summing up the

drag forces acting on all the particles within a control volume. This is defined by

K(up − uf ) =
N∑
i=1

miβ
(upi − uf )

V
, (2.10)

where N is the total number of particles in a control volume V , mi the mass of the

particle, upi the velocity of particle i and finally the drag coefficient β is described

in Section 2.4.1.

2.3.5 Representative particles

The representative particle phase satisfies an additional set of equations described by

Newton’s second equation of motion for each representative particle in the system.
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Trajectory of the particle required for the calculation for particle wall collisions is

calculated by a force balance given by [Chen and Wang, 2014]

ρp
dup

dt
= g(ρp − ρf ) + β(uf − up) + FKTGF , (2.11)

where the terms on the right hand side represents the force contributions due to grav-

ity, inter-phase drag and inter-particle interactions respectively. The inter-particle

interactions in DDPM, FKTGF , is derived from solid particle pressure using the kinetic

theory of granular flow defined in Section 2.4.2 and is of the form:

FKTGF = ∇τ p, (2.12)

where τ p is the particle phase stress tensor. Finally the position of representative

particle position xp is tracked by integrating the particle equation of motion (2.11):

dxp

dt
= up. (2.13)

2.4 Interaction Terms

2.4.1 Drag model

The primary method of coupling fluid and particle interactions is through the use

of drag terms. This models the transfer of momentum between the continuous fluid

phase with the averaged particle flow. There are many drag laws existing in the

literature that can be employed as part of the model. Stokes [1851] drag correlation

provides sufficient accuracy for gravity driven particle settling and when dealing

with particle Reynolds number < 1. Wen and Yu [1966] drag correlation uses the

experimental data from Richardson and Zaki and is valid when the flow is out of

the Stokes regime and viscous forces dominate the flow behaviour [Lundberg and

Halvorsen, 2008]. The Ergun [1952] drag model can be used for dense beds where

particle volume fractions within the fluid raises above αp ≥ 0.2. This is valid when

the drag coefficient drops in dense beds as observed in Figure 2.4. There are also

drag correlations derived from Lattice-Boltzmann numerical simulations by Hill et al.

[2001] known for showing good agreement in the transition between low and high

particle Reynolds number flow at moderate particle volume fractions.
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Figure 2.4: The standard drag coefficient curve for a spherical particle in steady

flow [Crowe, 2005].

For the simulations performed in Chapter 5, a transitional drag model by Gi-

daspow [1994] is used which contains a combination of the Wen and Yu and Ergun

drag correlations and switches between the two based on the particle volume fraction

Lundberg and Halvorsen [2008]. The simulations mainly deals with dilute disperse

flows leveraging the Wen and Yu model across the majority of the system. The Er-

gun drag model will only come into effect towards the boundary where the majority

of the particle-wall collisions occur as the particles are more densely packed in this

region.

Drag force used within the momentum equations to couple the fluid-solid interac-

tions is defined by β(up−uf ). The drag coefficient cd requires the particle Reynolds

number Rep defined by

Rep =
αfρf |up − uf |dp

µf

, (2.14)

where |up − uf | is the mean relative velocity between the particle and the fluid, dp

the particle diameter, ρf the fluid density, αf the fluid volume fraction and µf the

fluid viscosity.

For fluid volume fractions of αf ≤ 0.8, the Ergun drag law is used and the drag
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coefficient β is defined as

β = 150
α2
pµf

αfd2p
+ 1.75

ρfαp|up − uf |
dp

. (2.15)

The empirical Wen and Yu drag correlation is used for αf > 0.8 with the drag

coefficient defined as

β =
3

4
Cd
αfαpρf |up − uf |

dp
α−2.65
f , (2.16)

where

Cd =


24
Re
[1 + 0.15Re0.687] Re < 1000,

0.44 Re ≥ 1000.

(2.17)

2.4.2 The Kinetic Theory of Granular Flow

In order to account for the the particle-particle interactions experienced in the 4-

way coupling of this model. The concept of the kinetic theory approach of granular

flow is adopted in this thesis. It is based on the kinetic theory of dense gases

defined by Chapman [1970], where the approach is to model and describe densely

packed macroscopic particles as microscopic molecules that are in constant random

motion. Using this approach, the thermal temperature is replaced by a granular

flow temperature and the temperature term is used to express the energy contained

in the random motion of the particles [Cloete et al., 2012]. The theory assumes

particles in a high particle volume fraction will exert a solid pressure which will

prevent these particles becoming too densely packed together [Gidaspow, 1994].

Using the DDPM approach, the hybrid Eulerian-Lagrangian model uses the con-

cept of KTGF to model particles as averaged quantities acting as a middle ground

between the two fluid Eulerian-Eulerian model and DEM. This approach has the

fluid solved on the fixed Eulerian grid and representative particles are tracked us-

ing the Lagrangian framework maintaining the discrete particle information whilst

also being represented on the Eulerian grid as averaged quantities. The mapping of

representative particles onto the Eulerian grid groups together a collection particles

and models them as point particles travelling through the domain and cannot inter-

act directly with each other as in DEM simulations. Therefore, the volume fraction
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of particle phase is captured through the interpolation of the volume fraction that

would be occupied by all the particles within the cell and mapped onto the Eulerian

grid and particle particle interactions are modelled through the use of KTGF. This

approach maintains the discrete particle information in an averaged sense, incorpo-

rates particle-particle interactions parameterisations using solid pressure, but also

reduces computational cost compared to when achieving the same goal using DEM

[Chen and Wang, 2014].

The sub-grid scale fluctuating of particle velocities around the mean particle

velocity is based on Maxwell’s velocity distribution function [Jenkins, 1992, Ding

and Gidaspow, 1990]:

f (c− up) ∝
(

1

2πΘ

) 3
2

exp

(
−(c− up) · (c− up)

2Θ

)
, (2.18)

where c is the mean particle velocity from the Eulerian frame of reference and Θ

the granular temperature analogous to the kinetic theory of gases defined by

Θ =

〈
∥c− up∥2

〉
3

. (2.19)

From Equation 2.12, the solid stress tensor τ p is modelled from the expression

from Lun et al. [1984]

τ p = −ppI+ αpµp∇2up + αp

(
λp −

2

3
µp

)
∇ · upI, (2.20)

where µp is the shear viscosity, λp the bulk viscosity and up the average velocity

vector.

The solid pressure, shear and bulk viscosity making up the solid stress tensor in

Equation 2.20 are all calculated from the KTGF, and depends on the conservation of

kinetic energy contained within these particles. This conservation of kinetic energy

is known as the granular temperature provided in Equation 2.19

up in Equation 2.19 is the individual particle velocity, not averaged in the case

of Eulerian-Eulerian simulations as we are not solving particles as a continuum. c,

the mean particle velocity is calculated as the average velocity.

The shear and bulk viscosity arises from the momentum exchange due to trans-

lation and collision between particles. The shear viscosity contains the kinetic and
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collision part of the particle-particle momentum exchange, whereas the bulk vis-

cosity accounts for the resistance of these particles to compression and expansion.

The shear viscosity, µp, is composed of collisional and kinetic parts modelled using

expressions from [Gidaspow, 1994]

µp = µcol + µkin (2.21)

The collisional part of the shear viscosity, µcol, is modelled as

µcol =
4

5
αpdg0(1 + e)

(
Θ

π

) 1
2

. (2.22)

The kinetic part of the shear viscosity, µkin, is modelled as

µkin =
10ρpd

√
Θπ

96αp(1 + e)g0

[
1 +

4

.
5g0αp(1 + e)

]2
(2.23)

The bulk viscosity accounts for the resistance of the particles to compression and

expansion has the below form from Lun et al. [1984]

λp =
4

3
α2
pρpdg0(1 + e)

(
Θ

π

) 1
2

, (2.24)

where d is the particle diameter, e is the coefficient of restitution for particle collision.

The solid pressure, pp, modelled using expressions from Lun et al. [1984], Ding and

Gidaspow [1990] is given as:

pp = αpρpΘ+ 2ρp(1 + e)α2
pg0Θ, (2.25)

where g0 is the radial distribution function given by

g0 =

[
1−

(
αp

αmax

) 1
3

]−1

. (2.26)

The radial distribution function models the probability of collisions between

particles at a given packing ratio and acts to resist the particles from becoming

very densely packed. It is controlled by a maximum packing fraction αmax and is

designed to grow large asymptotically as the solid volume fraction approaches this

maximum packing fraction. This value is taken to be 0.6 from studies conducted by

Ding and Gidaspow [1990].
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For this thesis, the solid stress tensor given in Equation 2.20 has been simplified

to only include the solid pressure term. It does not consider the resistance of parti-

cles to compression and expression, shear components of particle-particle collision or

how they are moving relative to one another. Implementing the shear components

requires the added complexity of calculating the local average strain rate for par-

ticles. The effects of these components are negligible as the vast proportion of the

fluid considered in this thesis is dilute and shear stress is negligible when compared

to the viscous drag associated with the particle-fluid interactions provided in Sec-

tion 2.4.1. Particle-particle shear stress becomes significant at high particle volume

fractions near the walls, however, the particle-particle behaviour of importance in

this thesis is the ability to describe the behaviour of the particles slowing down as it

approaches the wall due to the solid pressure mimicking the effect of particle-particle

collisions close to the wall reducing the effects of particle-wall collisions.

2.4.3 Wear model

Introduced in Section 2.2.3 wear models consists of wear mechanisms composed

of chemical, thermal and mechanical wear. For the scope of this thesis, a semi-

mechanistic wear model based on contributions from cutting and deformation is

selected and incorporated in the CFD-based wear modelling framework. Many dif-

ferent forms of wear equations exist in literature as discussed by Meng and Ludema

[1995], these consists of empirical models based on experimental data and mecha-

nistic models based on the physics and mechanisms of wear.

Other CFD-based wear prediction models include Chen et al. [2004], Zhang et al.

[2007] and Agrawal et al. [2019]. Chen et al. [2004]’s model is based on a one-way

coupled approach over a fixed computation mesh and the erosion ratio defined as

the mass loss of the material divided by the mass of the particles impacting the wall

is given by

ER = AFsV
nf(θ) (2.27)

where A is an empirical constant derived for specific materials, V the particle impact

velocity, n an empirical coefficient, Fs the particle sharpness factor and f(θ) the
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function of impact angle derived from empirical constants based on the material

being eroded. The particle rebound model used to describe particle-wall collision

includes impact angle dependent coefficient of restitution based on empirical data,

an example of this is that of Grant and Tabakoff [1975] and Forder et al. [1997].

Zhang et al. [2007] compared various CFD- based wear models against exper-

imental data, the model is one-way coupled and no particle-particle interactions

were considered. Through the results Zhang et al. [2007] showed that two empiri-

cally derived wear models had the best correlation with experimental data. These

are give by the E/CRC erosion model and the erosion model of Oka and Yoshida

[2005]. Furthermore, Zhang et al. [2007] stated that simulation results showed that

the choice of rebound model and namely the treatment of the coefficient of resti-

tution had little or no influence on particle trajectory and wear, thus contradicting

the work of Chen et al. [2004].

Agrawal et al. [2019] created a one-way coupled wear model that is capable of

mesh deformation based on the erosion rate calculated for each node. The same

E/CRC erosion model as that of Zhang et al. [2007] was used and is given by

ER = C(BH)−0.59FsV
n
p F (α) (2.28)

where C is an empirical constant, BH the Brinell Hardness of the target material

and α is the particle impact angle with function F (α) defined as

F (α) = 5.4α− 10.11α2 + 10.93α3 − 6.33α4 + 1.42α5. (2.29)

One of the draw backs of the above CFD-based wear models is the choice of

empirically derived wear equations, while it is easy to use, there are uncertainties in

extrapolating these correlations for different material properties.

A semi-mechanistic impingement wear model by Arabnejad et al. [2015b] was de-

termined to be the most suitable for use in this for the wear modelling framework.

Arabnejad et al. [2015b]’s model is developed through a combination of mechanistic

and empirical methods and considers mechanical wear for ductile materials from

both cutting and deformation mechanisms. Target materials were selected based on

the distribution density, hardness and their prevalence in the oil and gas industries.
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Arabnejad et al. [2015b] was able to show the ratio of contact increased from 0.4 for

sand particles to 1 for rounded glass beads, which in turn altered the angle depen-

dency leading to higher impact angles for maximum wear. The particle sharpness

factor alters the effectiveness of overall wear. Bahadur and Badruddin [1990] and

Liebhard and Levy [1991] demonstrated that angular particles can cause up to an

order of magnitude more wear than spherical particles.

Figure 2.5: Force balance of a particle with an arbitrary shape cutting into a surface

[Arabnejad et al., 2015b].

In addition, this model implements a novel approach where the particle shape

has an influence on the ratio of contact parameter used to determine the critical

impact angle. The ratio of contact (K) is obtained experimentally for each specific

material with Figure 2.5 illustrating the forces that resists the particles as it cuts

into the surface where K is the empirically defined ratio of vertical to horizontal

contact area between the particle and the surface given by Ay and Ax respectively.

This differs from Finnie and McFadden [1978]’s mechanistic model where ratio of

contact is an assigned constant. Fy and Fx are the forces resisting the motion of

particle with the equations of motion of the particle in the vertical and horizontal

directions defined by Finnie and McFadden [1978] as:

m
d2y

dt2
= PnRy = 0 (2.30)
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m
d2x

dt2
+
PnRy

K
= 0 (2.31)

where m is the mass of the particle, P the flow pressure of the material assumed

to be the square root of the Vickers hardness of the material (P =
√
Hv), n the

ratio of contact area to the removed area and R the particle size so that according

to Hertz contact stress Andrews [1930]

Ay = 2πRy. (2.32)

Integrating both Equations 2.30 and 2.31 and using the inbound velocity and particle

position gives

y =
U sin(θ)

β
sin(βt) (2.33)

x = tU cos(θ)− U sin(θ)[tβ − sin(βt)]

Kβ
, (2.34)

where θ is the impact angle, U the inbound velocity and β =
√

PnR
m

.

Volumetric loss for wear observed from cutting is therefore

V olC =

∫
Axdx =

mFsCU
2.41f(θ)

2
√
Hv

, (2.35)

where C is the cutting coefficient, Fs the particle sharpness factor and the angle

function f(θ) is given by Equation 2.36 and through experimentation V olC ∝ U2.41.

f(θ) =


1

2K2 (K sin(2θ)− sin2(θ)) θ ≤ tan−1K

cos(θ)2 θ ≥ tan−1K.

(2.36)

The volumetric loss due to deformation is obtained from Bitter [1963] and is given

as

V olD =
1

2

mFsg(θ)

ϵ
, (2.37)

where ϵ is the deformation coefficient and the angle function for deformation erosion

g(θ) defined as

g(θ) = max(0, (U sin(θ)− Utsh)
2). (2.38)

Utsh is the threshold velocity determined from experimental data below which de-

formation erosion is considered negligible.
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Total volume loss term for a given impact event when considering erosion from

both cutting and deformation mechanisms is summarised as a combination of Equa-

tions 2.35 and 2.37. The equation can be written as

Wi =
mFs

2

[
U2.41f(θ)√

Hv
+
g(θ)

ϵ

]
. (2.39)

The value of K is obtained through experimentation in this model is 0.4 for

materials eroded with sand. The sharpness of the particle changes the effectiveness

of the particle at causing volume loss at when colliding with the wall, therefore

the sharpness factor Fs ranges from 0.25 for rounded particles to 1 for fully sharp

particles.

For this thesis, it is important to note that mass transport due to wear has not

been accounted for as including the material lost through wear would add significant

computational cost and increases the complexity of the wear modelling framework

with little gain as the magnitude of wear due to the amount of solids from the

scoured surface is significantly lower than the magnitude of wear introduced by the

flow. In addition, there would always be the limitation of the use of empirical data

in the model equations as this would generate uncertainty in the results when trying

to extrapolate the model to other material properties, while the wear equation used

is based on a semi-mechanistic model, there still exist the need to rely on empirical

data for certain material properties.

2.5 Summary of Equations

A summary of the equations used in this thesis is given below. Implementation

of these equations as well as the assumptions made in creating the set of model

equations, initial and boundary conditions are presented in Chapter 4.

1. Conservation of mass (E.q 2.5)

∇ · (αfuf )(αpup) = 0.

2. Conservation of momentum (Eq.2.9)

∂(αfρfuf )

∂t
+∇· (αfρfuf ⊗uf ) = −αf∇p+ µf∇2uf +αfρfg+K(up −uf ).
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3. Particle equation of motion (Eq. 2.11)

ρp
dup

dt
= g(ρp − ρf ) + β(uf − up) + FKTGF ,

where

FKTGF = ∇pp.

4. Particle position (Eq. 2.13)
dxp

dt
= up.

5. Fluid phase drag force (Eq. 2.10)

K(up − uf ) =
N∑
i=1

miβ
(up,i − uf )

V
.

6. Particle Reynolds number (Eq. 2.14)

Rep =
αfρf |up − uf |dp

µf

.

7. Drag coefficient for αf ≤ 0.8 (Eq. 2.15)

β = 150
α2
pµf

αfd2p
+ 1.75

ρfαp|up − uf |
dp

.

8. Drag coefficient for αf > 0.8 (Eq. 2.16)

β =
3

4
Cd
αfαpρf |up − uf |

dp
α−2.65
f ,

where

Cd =


24
Re
[1 + 0.15Re0.687] Re < 1000,

0.44 Re ≥ 1000.

9. Solid pressure (Eq. 2.25)

pp = αpρpΘ+ 2ρp(1 + e)α2
pg0Θ,

where

g0 =

[
1−

(
αp

αmax

) 1
3

]−1

,

Θ =

〈
∥c− up∥2

〉
3

.
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10. Wear equation (Eq. 2.39)

Wi =
ρpFs

2

[
U2.41f(θ)√

Hv
+
g(θ)

ϵ

]
,

where

f(θ) =


1

2K2 (K sin(2θ)− sin2(θ)) θ ≤ tan−1K

cos(θ)2 θ ≥ tan−1K.

g(θ) = max(0, U sin(θ)− Utsh).
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3.1 Overview

This chapter covers the numerical methods required in the computational aspects

of multiphase flow modelling. As the governing equations described in section 2.3

cannot typically be solved analytically, a numerical method is required to form an

approximation of the exact solution. This chapter begins with the discussion of the

discretisation methods used within this work to convert PDEs into discrete equations

that are solvable computationally. In section 3.2 the numerical discretisation meth-

ods using the continuous Galerkin (CG), the discontinuous Galerkin (DG) and the

control volume (CV) finite element methods for spatial discretisation are discussed

using the advection-diffusion equation as a representative equation. Temporal dis-

cretisation using the theta-scheme is then described in section 3.3. An outline of

the linear solvers used to obtain the solution to the discretised equations are pre-

sented in section 3.4. Finally, the process of mesh adaptivity used within Fluidity

is described in section 3.5 as the application of mesh adaptivity is crucial to this

thesis.

3.2 Spatial Discretisation

In order to demonstrate the Galerkin finite element and control volume discretisa-

tions, the standard advection-diffusion in its conservative form will be used as a rep-

resentative equation in this chapter. The governing equations used within this thesis

can be applied using the same principles as described for advection-diffusion. The

discretisation to the Navier-Stokes equation is very similar to that of the advection-

diffusion equation represented below as the key terms in the Navier-Stokes equation

represents the advection and diffusion of momentum, the description of which will

be provided at the end of the section.

The advection-diffusion equation can be written as [Elman, 2014]:

∂c

∂t
+∇ · uc−∇ · (k∇c) = 0 (3.1)

where c is the unknown scalar, u is the velocity vector and k is the diffusivity tensor.
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3.2.1 Galerkin Finite Element method

The aim of the Galerkin finite element method is to take differential equations where

solutions exists in an infinitely large problem space and transform them into discrete

linear equations where the solution can be approximated by a computer over a finite

subspace defined by a mesh. This choice of method for solving multiphase flows

is preferred over the finite difference method as it makes few assumptions over the

the structure of the underlying mesh, making it more suitable for problems with

unstructured meshes [Zienkiewicz, 2014].

The first step in the finite element method is to write Equation 3.1 in its weak

form. This is achieved by first multiplying both sides with a test function w before

integrating over the space domain Ω [Zienkiewicz, 2013].

∫
Ω

w

(
∂c

∂t
+∇ · uc−∇ · (k∇c)

)
= 0 (3.2)

Integrating 3.2 by parts and using the divergence theorem gives

∫
Ω

w
∂c

∂t
−∇w · uc+∇w · k ·∇c+

∫
δΩ

w(n · uc− n · k ·∇c) = 0 (3.3)

where n is the outward facing unit normal vector to δΩ. Asw ∈ H1(Ω) whereH1(Ω)

is the first-order Sobolev space and the highest (weak) derivative of the scalar field

c in equation 3.3 is first order, it justifies the search of a solution to the field c to be

within the same Sobolev space [Elman, 2014].

Rather than searching the entire Sobolev space for a solution to the weak form.

Finite element discretisation restricts the space of the solution to a finite-dimensional

subspace where the test function w and the field c can be written as a linear com-

bination of basis functions such that

w =
N∑
i=1

ϕiwi, (3.4)

c =
N∑
j=1

ϕjcj, (3.5)
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where N is the total number of solution nodes and wi and cj are values of the test

function and solution for field c at nodes i and j respectively. In addition, basis

functions are defined such that ϕk has a value of one at node k and zero at all other

nodes giving ci = c(xi) [Elman, 2014]. As the test function and solution are chosen

to use the same basis functions from the same Sobolev space, this results in the

so-called Galerkin finite element method.

The basis functions used within Fluidity are taken as piecewise continuous and

piecewise discontinuous polynomial functions and have a narrow support which al-

lows them to act as interpolating functions [Imperial College London, 2014].

Substituting equations 3.4 and 3.5 into 3.3, and using the fact thatwi is arbitrary

[Zienkiewicz, 2013] gives the discretised version of the advection-diffusion equation

in the weak form.

3.2.2 Continuous Galerkin discretisation

In the case of continuous Galerkin discretisation, continuous basis functions are

chosen. Figure 3.1 shows the piecewise-linear (P1) and piecewise-quadratic (P2)

basis functions along with the support nodes for one and two dimensional meshes.

If the solution to 3.3 is satisfied for all basis functions ϕi then the discretised version

of the weak form advection-diffusion equation becomes

Nnodes∑
j

{∫
Ω

ϕiϕj
∂cj
∂t

−∇ϕi · uϕjcj +∇ϕi · k ·∇ϕjcj

}
+

Nnodes∑
j

{∫
δΩ

ϕi(n · uϕjcj − n · k ·∇ϕjcj)

}
= 0, for all ϕi.

(3.6)

This discretised advection-diffusion equation gives a systems of linear equations that

can be solved once appropriate time discretisation has been applied. For simplicity,

assuming the boundaries are closed and applying Neumann boundary conditions

such that u · n = 0 and ∂c
∂n

= 0. We obtain the following written in matrix form

M
∂c

∂t
+ A(u)c+Kc = 0, (3.7)

where M, A and K are matrices
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Mij =

∫
Ω

ϕiϕj, Aij = −
∫
Ω

∇ϕi · uϕj, Kij =

∫
Ω

∇ϕi · k ·∇ϕj. (3.8)

Figure 3.1: One-dimensional (a,b) and two-dimensional (c,d) schematics of piece-

wise linear (a,c) and piecewise quadratic (b,d) continuous basis functions and their

support, s, which extends to all elements surrounding node A. The basis function

has a value of 1 at node A and 0 at all surrounding nodes with the number of nodes

per element Ωe depends on the polynomial order. [Wilson, 2009]

Stabilisation

It is known that a continuous Galerkin discretisation of an advection-diffusion equa-

tion can result in truncation errors in the form of a diffusion operator when dealing

with flows dominated with high advection. The truncation error in the advection

term can lead to a negative diffusivity term. This results in the grid Péclet number

becoming greater than one making the discretisation unstable. In order to achieve

stability, stabilisation methods can be applied or model resolution increased to re-

duce the grid Péclet number.

An example of the stabilisation method Fluidity implements is the streamline-

upwind Petrov-Galerkin (SUPG) method. The SUPG method is a consistent scheme
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which introduces stabilisation in the form of a weighed residual which is equivalent

to replacing test function w with ŵ = w + τP (w) where τ is some stabilisation

parameter and P (w) some operator [Donea and Huerta, 2003, Imperial College

London, 2014].

3.2.3 Discontinuous Galerkin discretisation

The discontinuous Galerkin discretisation shares a similar approach to the contin-

uous discretisation method, however, the solution nodes are not shared across the

element boundaries resulting in each element being its own isolated problem. Thus,

the surface integral needs to be evaluated across all elements and not just those

along the mesh boundary. As a result, solutions does not have to be continuous

across all the edges, it has the property of being locally mass conservative offering

more flexibility allowing for higher order local approximations. Figure 3.2 shows the

piecewise-linear (P1DG) and piecewise-quadratic (P2DG) basis functions along with

the support nodes for one and two dimensional meshes.

Within an arbitrary individual element, the weak form of the advection-diffusion

equation using the discontinuous Galerkin discretisation becomes:

∫
Ωei

w
∂c

∂t
−∇w · uc+∇w · k ·∇c+

∫
δΩei

w(n̂ · uc− ̂
n · k ·∇c) = 0,

for i = 1, ..., Ne,

(3.9)

where Ωei is the element volume, Ne is the total number of elements and the hatted

terms represents the advection and diffusion flux terms.

As communication between elements occur through the flux terms, these needs

to be well defined along each element face. In this work, Fluidity supports the use

of a upwinding scheme to define the advective flux. The average value for velocity

is used between each side of the face and the value of c is taken to be the upwinded

value [Wilson, 2009]. For the diffusive flux, the Bassi-Rebay scheme is used [Bassi

and Rebay, 1997].

The choice of the order of basis functions determines the velocity and pressure

element pairs. An example is the P1DG-P2 element pair used in this thesis due to its
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Figure 3.2: One-dimensional (a,b) and two-dimensional (c,d) schematics of piecewise

linear (a,c) and piecewise quadratic (b,d) discontinuous basis functions and their

support, s, which extends to all elements surrounding node A. The basis function

has a value of 1 at node A and 0 at all surrounding nodes with the number of nodes

per element Ωe depends on the polynomial order. [Wilson, 2009]

numerical stability properties [Cotter et al., 2009]. P1DG denotes that piecewise dis-

continuous linear polynomial basis functions are used to represent the velocity field

while P2 denotes that piecewise continuous quadratic polynomial basis functions are

used to represent the pressure field.

3.2.4 Control volume

In addition to CG and DG discretisation methods, Fluidity also supports the use of

control volume discretisation with the advection-diffusion equation and scalar fields.

This method is used to discretise the particle volume fraction within this thesis as

control volume methods can guarantee a bounded, explicitly conservative solution

[Wilson, 2009]. This property is important for fields like the particle volume fraction

where a positive solution is required.

As per the Galerkin finite element method, the advection-diffusion equation is
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first transformed from the strong form (3.1)into its weak form (3.3). A dual mesh

is constructed from the original mesh to define the control volumes centered around

the parent node in the original finite element mesh as seen in Figure 3.3. Across

each control volume, the test and field solution are chosen to be piecewise constant.

The basis function in the control volume discretisation has a value of 1 inside the

control volume and zero elsewhere.

Figure 3.3: A two-dimensional control volume (shaded grey). Back lines denotes

the original finite element mesh with nodes represented by black circles. Dashed

lines denote the dual control volume mesh with the shaded grey area denoting the

control volume for central node A. [Hiester, 2012]

Similar to DG discretisation, the weak form of the CV discretisation can be

written as

∫
Ωvi

w
∂c

∂t
−∇w · uc+∇w · k ·∇c+

∫
δΩvi

w(n̂ · uc− ̂
n · k ·∇c) = 0,

for i = 1, ..., Nv,

(3.10)

where Nv is the total number of control volumes (equal to the number of parent

FE nodes) and the hatted terms represents the advection and diffusion flux terms

across the volume boundaries.

Using the properties of the CV basis functions and the fact that the test function

w is arbitrary [Jacobs, 2013], equation 3.10 can be simplified down to
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∂cv
∂t

∫
Ωv

1dV +

∫
δΩv

n̂ · ucv −
̂

n · k ·∇cvdS = 0. (3.11)

Like the DG method, advection and diffusion terms needs to be well defined along

the control volume boundary. Unlike DG, the velocity u is continuous on the control

volume boundary and this boundary lies within the original finite element mesh,

therefore, it is only necessary to describe how the face value of c is defined. Within

Fludity, many different methods for advective flux discretisation are supported for

CV methods. An indepth discussion of these methods can be found in Imperial

College London [2014].

Two diffusive flux discretisations are supported within Fluidity; an element gra-

dient approach and the Bassi-Rebay method. The element gradient method esti-

mates the gradient of c on the CV boundary using the fact that the CV boundary

intersects the parent elements where the parent FE basis functions are continuous.

The Bassi-Rebay method is similar to that of the one used for DG discretisation.

3.2.5 Discretisation of the Navier-Stokes equation

The discretisation of the incompressible Navier-Stokes equation used in this thesis is

similar to that of the advection-diffusion equation used as a representative example.

The description of the discretised Navier-Stokes equation is provided as follows

Muf +Auf −Kuf −Cp = b+ F (3.12)

where matrices M , A, K, C and F are the mass, advection, stress, gradient and

drag force matrices and vector b represents the gravitational force. Their compo-

nents are defined as

Mij =

∫
Ω

ϕiρfϕj, (3.13)

Aij =

∫
Ω

∇ϕi · ρfufϕj, (3.14)

Kij =

∫
Ω

∇ϕi · µ∇ϕj, (3.15)

Cij =

∫
Ω

ϕiαf∇ψj, (3.16)
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Fij =

∫
Ω

ϕiβϕj, (3.17)

b =

∫
Ω

ϕiαfρfg. (3.18)

3.3 Temporal Discretisation

A θ timestepping scheme is used to discretise all model equations within Fluidity.

For this thesis, an implicit, first order accurate time discretisation is performed

(θt = 1). Taking an example equation for some field c and function f , an equation

of the form
∂c

∂t
= f(c, t) (3.19)

is discretised as
cn+1 − cn

∆t
= f(cn+θt , tn+θt) (3.20)

where cn+θt is defined as cn+θt
=θtcn+1+(1−θt)cn with θt ∈ [0, 1], n denotes the current

time step and ∆t denotes the time-step size [Ferziger, 2002].

3.4 Linear Solvers

Discretised equations, such as equation 3.7, form a system of linear equations that

can be written in the form Ax = b, which can then be solved for an unknown x.

There are two methods of solving these linear systems, using either direct methods

or iterative methods. Direct methods are typically more computationally expen-

sive for large systems when compared to iterative methods. In addition, matrices

corresponding to finite element systems are generally sparse, resulting in a dense in-

verse matrix requiring more storage in memory [Zienkiewicz, 2013]. Thus, iterative

methods are chosen to solve such system of equations.

Iterative methods solve a linear system using a sequence of approximations xk

such that it converges to the exact solution x. The iterations are repeated until the

residual | xk − x | is within the user specified tolerance.

Within Fluidity, an external open-sourced library, PETSc, is used to solve these

linear systems. PETSc consists of a range of parallelised iterative methods and pre-
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conditioners which aims to make the matrix A easier to solve [Balay et al., 2016].

Throughout this thesis, a generalised minimal residual method (GMRES) [Saad

and Schultz, 1986] solver with a successive over-relaxation (SOR) preconditioner are

used for both the velocity and wear fields and a conjugate gradient [Hestenes and

Stiefel, 1952] solver with a multigrid preconditioner [Kramer et al., 2010] are used

for the pressure field. User specified relative tolerance is set to 10−7 with number of

maximum iterations set to 1000.

3.5 Mesh Adaptivity

Mesh adaptivity or adaptive mesh refinement is a technique to find an accurate and

computationally effective way to represent the flow dynamics as time progresses by

optimising the mesh at given intervals such that resolution is placed where necessary.

This will provide good accuracy of small-scale flow dynamics without the need for

a high mesh resolution throughout the domain.

Fluidity carries out mesh adaptivity to specific solution fields achieved through

the use of an interpolation-based method that creates a metric which guides the

mesh adapt via the Hessian. The metric is then adapted and the mesh modified

until a specified tolerance is reached.

The process of mesh adaptivity can be divided into three main operations [Im-

perial College London, 2014]:

• Metric formation - defining the mesh required and criteria on adaptivity.

• Mesh optimisation - optimising the mesh for the current state based on the

metric.

• Interpolation - transferring all fields from the old to the new mesh.

Each of these steps will be described in the subsections that follow.

For this thesis, mesh adaptivity was utilised to allow surface mesh movement

and to describe boundary deformation in response to wear in 2D and 3D. Boundary

deformation using mesh adaptivity is based on the grid velocity for the wear velocity

field. The libmba2d library was used for 2D [Vasilevskii and Lipnikov, 1999] and the
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libadaptivity library used in 3D [Pain et al., 2001]. The adaptive mesh functionality

was taken fully from the Fluidity framework with no new functionality regarding

mesh adaptivity developed within as part of this thesis. Full description of a typical

adaptive time loop through the use of the lock-exchange example is provided within

the Fluidity manual [Imperial College London, 2014]

3.5.1 Metric formation

The first step in mesh adaptivity within Fluidity is the construction of a metric,

M , which controls the interpolation error of the field being adapted. This metric

contains information of the system that defines the criteria for the generation of a

new mesh. Within Fluidity, mesh optimisation method is used and the aim of mesh

optimisation is to form a mesh M with edges v such that

∥v∥M =
√
vTMv = 1, for all v ∈ M. (3.21)

Therefore, all edges in the mesh will have unit length when measured against the

metric, thus the metric is crucial in how the mesh adapts and where resolution

placed [Hiester, 2012].

The metrics can be divided into three categories based on their choice of norms,

these are referred to as the absolute metric based on the L∞ norm, the relative

metric based on a relative user defined interpolation error of the L∞ norm, and

the p-metric based on the Lp norm. In Fluidity, functionality for all 3 choices of

metrics are available, however, only the absolute metric was implemented within

this thesis and will be described below, all other metric formulations can be found

in the Fluidity manual [Imperial College London, 2014].

The absolute metric is based on a modified Hessian and takes the form

M =
|H|
ε

(3.22)

where ϵ is the user defined target interpolation error and the modified Hessian |H|

is defined as

|H| = QT |Λ|Q, |Λ|ij =

|λi| i = j

0 i ̸= j

(3.23)
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with {λi} the eigenvalues of HessianH andQ the corresponding matrix of normalised

eigenvectors [Pain et al., 2001]. When using the absolute metric for mesh adaptivity,

maximum and minimum edge lengths needs to be specified in order to place a

restriction on {λi}. This restriction mitigates the risk of infeasible values of edge

lengths [Hiester, 2012].

3.5.2 Mesh optimisation

For a given metric from Section 3.5.1, there are then 3 main methods to generate

a mesh that could satisfy this metric. These methods are global remeshing, local

remeshing and mesh optimisation. Global remeshing creates an entirely new mesh

on the same domain that satisfies the sizing requirements using an automatic mesh

generator. Local remeshing is a method where cavities of elements are removed and

then the whole is remeshed, the cavities are identified by measuring their confor-

mance to the sizing requirements. Finally, there is mesh optimisation which deforms

the previous mesh to the new mesh through a sequence of local operations defined

by the functional (determining the quality of the element) and the set of operators

the algorithm can perform. Detailed discussion of these approaches can be found in

Farrell [2009].

Within Fluidity, mesh optimisation is used to generate a new mesh to satisfy the

metric. The goal of mesh optimisation for the current state is to optimise the mesh

based on the criteria given in 3.21. The mesh is optimised through a series of local

topological operations, each type of operation is described below and illustrated in

figures 3.4 and 3.5.

• Node insertion - also known as edge splitting where an additional node is

inserted at the midpoint of an edge. This creates new elements and increases

numerical resolution.

• Node deletion - also known as edge collapsing where a node is removed from

an element, merging the elements and decreasing numerical resolution of the

mesh.
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• Edge swapping - the number of nodes are preserved in this operation, but

an edge is connected to a different pair of nodes, changing the edge lengths

and element shape. Can be conducted in 2D when performed on two elements

and in 3D when performed on four elements.

• Node movement - the number of nodes are preserved but the position of the

node is moved such that the quality of the surrounding elements are improved.

• Face to edge swapping - only available for 3D elements where a face can

be converted to an edge (and vice versa) on a tetrahedron.

Figure 3.4: Topological operations used to optimise the mesh in two dimensions. (a)

node insertion, (b) node deletion, (c) edge swap and (d) node movement. [Piggott

et al., 2009]

3.5.3 Interpolation

Once the mesh adaptivity step has occurred, the solution field will need to be interpo-

lated between the pre and post adapt meshes. Within Fluidity, many interpolation

scheme can be used and can be referenced in the Fluidity manual [Imperial Col-

lege London, 2014]. The work presented in this thesis adopts the use of consistent

interpolation, a linear interpolation scheme.
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Figure 3.5: Diagram depicting (a) face to edge and edge to face swapping and (b)

edge to edge swapping of 4 elements in three dimensions. [Pain et al., 2001]

Consistent interpolation transfers the data between mesh I and mesh II by us-

ing the solution nodes from the post adapt mesh as interpolation points and the

underlying basis functions of each fields as the interpolants as described in figure

3.6. Mesh I was designed to be the optimal mesh when the last mesh optimisation

was performed but still contains the up to date information of the fields at the cur-

rent time and mesh II is the newly created mesh designed to be optimal for current

condition of the fields. This scheme was chosen due to its simplicity to implement

whilst producing fast and bounded results with low computational cost when com-

pared to other methods available within Fluidity, however interpolating between the

two meshes creates the disadvantage that the scheme is not explicitly conservative

[Wilson, 2009].

3.6 Conclusion

In this chapter, the discretisation methods used to convert PDEs into discrete equa-

tions that can be solved computationally was presented. The continuous Galerkin,

the discontinuous Galerkin and the control volume finite element methods were pre-

sented using the advection-diffusion equation as a representative example. These

methods were used to discretise the fluid velocity and pressure field in the form of

the P1DG-P2 element pair with the control volume method used to calculate the
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Figure 3.6: Consistent interpolation of a piecewise linear continuous field. Field

data are interpolated from mesh I onto the nodal points of mesh II. [Wilson, 2009]

particle volume fraction. The discontinuous Galerkin method is computationally

more expensive as the surface integral needs to be evaluated across all elements

since the solution does not have to be continuous across the edges. However, this

provides more flexibility and allows for higher order approximations locally. Tempo-

ral discretisation in the form of the implicit backward Euler (θ = 1) used within this

thesis was introduced. Finally the steps involved in mesh adaptivity used within

this thesis to both optimise the mesh as well as deform the surface mesh in response

to wear was presented.
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4.1 Overview

This chapter describes the particle laden wear modelling framework developed within

Fluidity coupled with a Python based Lagrangian particle module. The model equa-

tions described in Chapter 2 are modified where necessary based on the assumptions

within the wear modelling framework. Additional equations for the interpolation of

wear rates for a given impact event, particle rebound velocity and particle scaling

factor are introduced. The solution method and the discretisation of the particle

module are described. Verification of the model was conducted in the form of a

mesh and time convergence study on a static domain. The model was validated

against two test cases, the first being particle settling under gravity validating the

particle-fluid coupling against analytical solutions and the second being a jet im-

pingement simulation confirming the qualitative verification that all the components

of the framework combined shows the expected behaviour of boundary deformation

in response to wear.

4.2 Model Equations

The governing equations describing the motion of the fluid, particles and their inter-

action terms used within the wear model are summarised in Section 2.5. Additional

equations specific to the development of the wear model are provided here along

with the assumptions made based on the problems considered within this thesis and

described in each of the sections below.

4.2.1 Wear smoothing

The model uses a representative particles approach where only a representative

portion of the actual number of particles are present in each control volume within

the domain. In each wear impact event derived from Section 2.4.3 would therefore

need to be smoothed out in time and space as there are far fewer particles than

there are in the real system. This is achieved through the use of a damped diffusive
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equation for the wear defined by Equation 2.39.

The damped diffusive equation for the wear experienced at the boundary is

∂w

∂t
+∇ · κwear∇w = −λ

[
w +

Ncollisions∑
i=1

Wiδ(t− ti)δ(x− xi)

]
, (4.1)

where κwear is the pseudo-diffusivity for the volume loss for the wear experienced,

λ is the damping frequency and Wi’s are impulsive wear source terms derived from

the wear equation. κwear and λ are used to spread the point-wise wear source terms

out in time and space respectively.

Integration of 4.1 gives the analytical solution of the wear profile of a single

collision (n = 1)

w(x, t) =
λWi

4πκ(t− ti)
exp

(
− |x− xi|2

4κ(t− ti)
− λ(t− ti)

)
. (4.2)

An illustrative example of a normalised wear profile following a Gaussian dis-

tribution for a selection of κ
λ
values can be observed in Figure 4.1. The larger the

choice of κ, the smoother the wear profile. This smoothness is reduces the effect

of under sampling the total number of particles in the system due to the use of

representative particles. However, this also reduces the sensitivity of the model to

genuine variance predicted using the wear model.

4.2.2 Particle collision and rebound

When tracking particle trajectory for the simulation of wear, the framework needs

to understand when a collision event has occurred between a particle and the system

boundary and calculate the rebound trajectory needed for the wear equation. In

order to verify when a collision event between a particle and the system boundary

has occurred, a linearised search path is used to test for the intersection between

the position of the particle and the boundary. This is denoted by the definition of

particle position as a line segment

r = (1− s)rn + srn+1, s ∈ [0, 1], (4.3)

where n and n + 1 are the time steps immediately before and after the collision

event and s the parametric distance between 0 and 1 along the line representing the
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Figure 4.1: Wear profiles from a single impact event for different choices of parameter

κ
λ
.

intersection point. Should a collision event occur, the appropriate particle rebound

velocity and trajectory needs to be accurately updated in order to account for future

particle-fluid and particle-wall interactions. To achieve this, particle collisions with

the boundary of the domain are assumed to be near elastic, such that the velocity

of a particle immediately after a collision is given by

vout = vin − (1 + e)(vin · n)n, (4.4)

where n is the unit vector normal to the boundary and e the coefficient of restitution.

vin is the particle velocity immediately before a collision event which is given by

vin = (1− s)vn + svn+1, s ∈ [0, 1]. (4.5)

Figure 4.2 shows an illustrative example of the particle rebounding off a domain

boundary after approaching at an angle of θ.

For simplicity, and through the investigation performed by Zhang et al. [2007],

the coefficient of restitution that accounts for the changes of the particle’s mo-

mentum following particle-wall impact is kept as a constant and not based on a
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Figure 4.2: Rebound of particle approaching at an angle of θ with velocity vin.

stochastic rebound model based on the particle impact angle given by Grant and

Tabakoff [1975]. This is due to the negligible loss of momentum of the particle

from particle-wall collisions along with the dominating drag term describing the

momentum exchange between the particle and the fluid [Zhang et al., 2007].

4.2.3 Scaling Factors

When simulating wear using representative Lagrangian particles, two scaling factors

needs to be considered. The first is the appropriate scaling of particles as only a

representative number are simulated within the domain, therefore particle numbers

needs to be artificially scaled using by a modifier to account for the actual number

of particles within the system. The second scaling factor is an acceleration factor

used to increase the rate of wear and thus decreasing the time taken to study the

effect of wear numerically when compared to physical scenario. This acceleration

factor is required as wear is a comparatively slow process

The modifier to account for particle scaling is calculated by finding the rate

of actual number of particles flowing through the system through the following

relationship

Qp = Qfϕp, (4.6)

where Qp is the particle flow rate, Qf the fluid flow rate and ϕp the particle volume

fraction. The number of actual particles flowing through the system can therefore
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be denoted by

Np =
Qp

V
, (4.7)

where Np is the number of actual particles and V the volume of a single particle.

The particle volume fraction ϕp can be found using the relationship of particle

concentration by weight within the system

ϕpρp + (1− ϕp)ρf = ρm =
1

Cw

ρp
+ 1−Cw

ρf

, (4.8)

where ρm is the density of the slurry mixture and Cw the concentration of the

particles by weight in the slurry. The modifier defining particle scaling is then

obtained through

Modifier =
Np

Insertion rate
. (4.9)

A high modifier is obtained where there are lower insertion rates of simulated par-

ticles compared to actual number of particles in the system, therefore each repre-

sentative particle in the simulation accounts for a greater number of real particles

in the actual system. Simulations with a high modifier will be computationally less

expensive but at a cost to sensitivities to individual particle’s contribution to wear.

The acceleration factor used to increase the rate of wear must be derived from

the time scale with which the surface erodes in real time versus the time scale at

which the boundary is set to erode in the numerical simulation. The acceleration

factor can be expressed as

Acceleration =
Simulation time scale

Actual time scale
. (4.10)

The acceleration factor needs to be carefully adjusted so a balance is reached in

obtaining simulation wear profiles over a feasible time frame yet not too large where

the wear affects the overall multiphase flow. This sensitivity of the acceleration

factor is analysed and discussed in Section 6.2.2.

4.2.4 Model assumptions

Throughout the application of the wear model used within this thesis, the following

assumptions have been made to the model equations. Whilst the wear model have

85



4.3. Solution Method 86

the capability of adopting different values of the assumptions given below, the se-

lected values are generally accepted within the industry and literature and the study

of the effect of these parameters remains out of scope of this thesis.

• Fluid is incompressible.

• Gravity is assumed to be near the Earth’s surface, g = 9.8ms−2.

• In the Kinetic Theory of Granular Flow, the radial distribution function con-

trolled by the maximum packing fraction takes the value αmax = 0.6 [Ding

and Gidaspow, 1990].

• The solid stress tensor for KTGF is simplifed to only include the solid pressure

term defined in Equation 2.25.

• Particles are defined as point particles.

• Particles are assumed to be spherical within the wear equation, thus the par-

ticle sharpness factor can be taken as Fs = 0.5 [Arabnejad et al., 2015b].

• Particle wall collisions are near elastic, e = 0.99.

4.3 Solution Method

Within Fluidity, the solution method considers the momentum equation that has

been discretised in space using the Galerkin finite element method and in time

using the implicit backward Euler scheme with θ = 1 (see Section 3.3) such that the

momentum equation becomes

M (αn+1
f )

un+1
f − un

f

∆t
+A(αn+1

f ,un+1
f )un+1 −K(αn+1

f )un+1
f

−C(αn+1
f )pn+1 = b(αn+1

f ) + F (αn+1
f ,un+1

f ,un+1
p ),

(4.11)

where matrices M , A, K, C and F are the mass, advection, stress, gradient and

drag force matrices and vector b represents the gravitational force. Their compo-

nents are defined as

Mij =

∫
Ω

ϕiα
n+1
f ρϕj, (4.12)
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Aij =

∫
Ω

∇ϕi · αn+1
f ρfu

n+1
f ϕj, (4.13)

Kij =

∫
Ω

∇ϕi · αn+1
f µ∇ϕj, (4.14)

Cij =

∫
Ω

ϕiα
n+1
f ∇ψj, (4.15)

Fij =

∫
Ω

ϕiβϕj, (4.16)

b =

∫
Ω

ϕiα
n+1
f ρfg. (4.17)

Particle motion equations are discretised using an operator splitting method,

where the drag term is solved semi-implicitly and all other terms calculated explicitly

using an arbitrary second order Adams-Bashforth scheme [MacNamara and Strang,

2016] An exception is the first timestep following a particle insertion or following a

particle-wall collision when the explicit forward Euler scheme. For particle position,

Equation 2.13 becomes

xn+1
p = xp +

(tn+1 − tn)

2(tn − tn−1)
(un

p (tn+1 + tn − 2tn−1)− un−1
p (tn+1 − tn)), (4.18)

and when using the forward Euler scheme, particle position is defined as

xn+1
p = xn

p + (tn+1 − tn)u
n
p . (4.19)

The force balance equation (Equation 2.11) becomes(
1 +

ρf
2ρp

+ β∗∆t

)
un+1

p = un
p +

ρf
2ρp

(un+1
f − un

f )

+
(tn+1 − tn)

2(tn − tn−1)
(fn(tn+1 + tn − 2tn−1)− fn−1(tn+1 − tn) + 2β∗un+1

f ),

(4.20)

where β∗ = β(uf ,up) is the drag coefficient at the last timestep for which velocity

data is available and

fn = −∇pn − g (4.21)

are the remaining body forces. This splitting of the drag term is chosen so that the

drag from the fluid cannot artificially accelerate the particle above its own velocity

whilst preserving the drag term at the same time level. This is an important factor

as the particle impact velocity is crucial in predicting the wear rate.
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To allow for the ability to fully couple the fluid and particle phases, velocities

and pressures need to be calculated simultaneously between the phases. There is

explicit coupling between the two phases based on the previous timesteps. Fluid

velocity, pressure and domain boundary locations are used by the particle module

for the Lagrangian particle tracking. Body forces consisting of gravity, solid pressure

(Section 2.4.2) and drag forces (Section 2.4.1) are calculated along with collision

events described in Section 4.2.2. Mesh movement on the boundary is calculated

based on the wear velocity and the new boundary location along with the fluid

velocity and pressure is then used for the next solid phase timestep. Mesh adaptivity

is performed at specified timesteps on fluid phase fields enabled with the adaptivity

option. The general process for the modelling framework is illustrated in Figure 4.3

and descriptions of the main elements provided in the steps below.

• Simulation initiated within Fluidity.

• Fluidity initialises fluid phase.

• Fluidity solves for fluid phase.

• Fluidity initialises the Particle Model through the use of a scalar python diag-

nostic algorithm by allowing direct access to the internal Fluidity data struc-

tures in the computation of a diagnostic field [Imperial College London, 2014].

• The particle module is initialised with fluid velocity, fluid pressure, timestep

information and surface boundary information. Particle parameters are also

obtained from the Fluidity options files, these include particle diameter, den-

sity, particle velocity at inlet, insertion rate, inlet and outlet surface IDs.

For subsequent timesteps, no initialisation occurs and Fluidity passes through

fluid velocity, pressure, timestep, time and boundary information. Particle

information will already be available within the particle bucket after the first

timestep.

• A particle bucket is created with the initial particle positions and velocities.

For subsequent timesteps, the particle bucket contains the particles from the

previous timestep.
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• For each particle within the particle bucket, the state of the particle is updated

to the next timestep using an arbitrary second order Adams-Bashforth scheme.

During this update step, the model calculates the particle volume fraction,

drag force (Equations 2.15, 2.16), solid pressure (Equation 2.25) and checks

for collision against the deforming wall (see Section 4.2.2). After the first

timestep, particles are also inserted from the inlet at the specified insertion

rate. Checks are performed to remove any particles that is now outside the

system boundary as a result of boundary deformation or exiting the defined

outlet, these particles are then recycled to be reinserted at the inlet to reduce

any additional computation cost.

• Particle volume fraction, wear rate and drag force is then passed back into

fluidity and stored in relevant scalar and vector fields using the scalar python

diagnostic algorithm field.

• The particle module ends its time loop by writing the output to a VTP file

and advancing a timestep.

• Fluidity calculates the wear velocity based on the wear rate smoothed out

using a damped diffusive equation described in Section 4.2.1.

• Fluidity checks if mesh adaptivity should occur on the wear velocity based on

the parameters set within the options file.

• Fluidity writes the output to a VTU file and advances a timestep ending the

time loop for the fluid phase.

4.4 Model Verification

In order to verify the accuracy and correctness of the wear modelling framework,

a convergence analysis was conducted on a small scale numerical simulation on a

simple static geometry. Convergence analysis checks that the errors in the numerical

89



4.4. Model Verification 90

Figure 4.3: Process diagram describing the implementation of the fully coupled

wear modelling framework. Boxes in blue denotes simulations conducted in Fluidity,

boxes in green are calculations performed in the particle module.
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solution decreases at the expected as the mesh resolution increases or as the time

step sizes decreases [Ferziger, 2002].

The test case was created to verify the order of convergence of the spatial dis-

cretisation when using the P1DG-P2 element pair in the fluid phase as well as the

convergence of the discretisation performed on the particle phase. Time discretisa-

tion in the fluid phase was performed using a second order θ scheme with θ = 0.5

also known as the Crank-Nicolson method. Particles were discretised using an arbi-

trary second order Adams-Bashforth scheme with a first order forward Euler scheme

at first insertion or after a particle-wall collision event.

The domain, initial conditions, boundary conditions and physical parameters

used in this case is similar to that of the jet impingement validation case in Section

4.5.2. However, the verification tests were performed on fixed structured meshes

across the whole domain with fixed decreasing time step sizes and no mesh movement

methods in order to accurately measure the correctness of the errors in the numerical

solution.

The dimensions of the domain were 0 ≤ x ≤ 1 and 0 ≤ y ≤ 1 with initial fluid

velocity and boundary condition along x = 0 as

uf =
[
2π cos

(π
2
x
)
sin(πy),−π cos

(π
2
x
)
sin(πy)

]T
. (4.22)

No normal flow was imposed along x = 1 with no slip boundary conditions and

zero pressure along y = 0 and y = 1. Boundary condition for fluid velocity along

x = 0 was the same as that of the initial condition across the whole field. Particles

were inserted between [0, 1
3
] and [0, 2

3
] at a rate of 1x105 particles per second with

velocity matching that of the fluid. Physical parameters for the fluid and particles

were chosen arbitrarily with erosion factors based on experimental values obtained

for Carbon Steel 1018 from Arabnejad et al. [2015b], these are summarised in Table

4.1.

For the mesh convergence study, 5 fixed structured meshes composed of trian-

gular elements were produced with Gmsh [Geuzaine and Remacle, 2009] using ele-

ment lengths of l = 0.1, 0.05, 0.025, 0.0125 and 0.001 with decreasing time step size

of t = 0.05, 0.025, 0.01250.00625 and 0.005 to maintain a constant Courant num-
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Parameter Name Value

D Particle diameter 0.0004 m

ρp Particle density 2500 kgm−3

ρf Fluid density 1000 kgm−3

µf Fluid viscosity 0.001 Pas

C Cutting erosion factor 0.01

H Vickers hardness coefficient 131 GPa

FS Particle sharpness factor 0.5

K Ratio of contact 0.4

ϵ Deformation erosion factor 4.2x1011

U0 Threshold velocity 0.5ms−1

Table 4.1: Physical parameters of particle and fluid properties used within the jet

impingement verification and validation case.
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ber of 0.5. Time convergence was studied at fixed decreasing time step sizes of

∆t = 0.1, 0.05, 0.025, 0.0125 and 0.001 over a fixed structured mesh with element

length l = 0.025m. Simulations for all convergence studies ran for a total time of

t = 1s. Error in L2 norms were calculated against the finest resolution mesh of

l = 0.001m for mesh convergence and smallest time step size of t = 0.001s for time

convergence.

Plots of the error in the velocity fields in Figures 4.4(a) and 4.4(b) shows the

successful convergence at second order as expected when using the P1DG-P2 element

pair [Cotter and Ham, 2011]. The pressure field shows the same second order con-

vergence. Convergence of the particle volume fraction calculated within the particle

module coupled to Fluidity shows a convergence rate between first and second order

as seen in Figures 4.4(c) and 4.4(d). Figures 4.5(a) and 4.5(b) shows the success-

ful time convergence at second order for fluid velocity and pressure fields using the

Crank-Nicholson method (θ = 0.5) and Figures 4.5(c) and 4.5(d) shows the con-

vergence of the particle volume fraction to be between first and second order. The

derivation from the second order convergence can be explained by the use of the

first order explicit forward Euler scheme following a particle insertion or following a

particle-wall collision.

4.5 Model Validation

Small scale numerical simulations were performed to validate the components of the

wear model. This was to ensure that the model equations being solved accurately

predicted the behaviour of the physical systems it was modelling. Two validation

simulations were conducted within this thesis, each validating a different aspect

of the overall particle wear model. First, the behaviour of particles settling in a

fluid was numerically simulated. This validation case confirmed the accuracy of the

particle-fluid coupling and time integration scheme. The second case considered

an impingement jet simulation in 2 dimensions. The impingement jet simulation

confirmed the wear model selected and showed the importance of coupling wear

with boundary movement when considering surface wear profiles.
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(a) Error in velocity field (b) Error in pressure field

(c) Error in particle volume fraction at 1st

order

(d) Error in particle volume fraction at 2nd

order

Figure 4.4: Mesh convergence plots for the jet impingement verification case. The

velocity and pressure fields converged at second order as expected with P1DG-P2

element pair. Particle volume fraction solved within the Python particle module

and coupled in Fluidity converged between first and second order.
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(a) Error in velocity field (b) Error in pressure field

(c) Error in particle volume fraction at 1st

order

(d) Error in particle volume fraction at 2nd

order

Figure 4.5: Time convergence plots for the jet impingement verification case. The

velocity and pressure fields solved within Fluidity converged at second order as

expected. Particle volume fraction solved within the Python particle module and

coupled in Fluidity converged between first and second order.
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4.5.1 Particle settling in fluid

Numerical simulation of gravity driven settling in a steady fluid provided the ability

to validate the accuracy of the particle fluid coupling where an analytical solution

exists through the application of Stokes’ law. For spherical particles, this occurred

when the particle Reynolds number < 1 [Crowe, 2005]. The simulation consisted of

a spherical particle falling under the influence of gravity in a stationary fluid so the

terminal velocity can be calculated.

While this test case focuses on low particle Reynolds number in order to verify

the validity of particle-fluid coupling and time integration through an analytical

solution, the particle model within this thesis is able to accommodate a range of

particle Reynolds number and will choose an appropriate scheme as described in

Equations 2.16 and 2.17.

The Stokes drag force was given by

Fd = 6πµRv, (4.23)

where Fd is the drag force coupling the fluid and the particle, viscosity µ, particle

radius r and v the relative velocity between the particle and the fluid [Stokes, 1851].

Net force acting on the particle is

Fnet = Fg − Fd, (4.24)

which can be written as

m
dv

dt
= mg − 6πµRv. (4.25)

Substituting m = (ρp − ρf )
4
3
πR3 and integrating with conditions v = 0 at t = 0

gives the velocity profile of the falling particle under gravity as

v =
2

9

(ρp − ρf )

µ
R2g

(
1− exp

(
− 9µt

2R2(ρp − ρf )

))
. (4.26)

Terminal velocity of the particle was calculated when the gravitational force

equals that of the drag force Fg = Fd, solving for velocity v gives a terminal velocity

of

v =
2

9

(ρp − ρf )

µ
gR2, (4.27)
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with the gravitational force defined by [Richardson, 2002]

Fg =
4

3
πR3(ρp − ρf )g. (4.28)

The numerical simulation took place in a fixed, structured, two dimensional

square domain defined by 0.0 ≤ x ≤ 1.0 and 0.0 ≤ y ≤ 1.0 with the initial particle

position at the centre of the domain. A zero velocity and pressure field was imposed

at t = 0s for both the particle and the fluid. Fixed time step size of dt = 0.005s with

an overall time of t = 0.25s. The physical parameters used are defined by Table 4.2.

Parameter Value

R 200 x 10−6m

ρp 2500 kgm−3

ρf 1000 kgm−3

µ 0.001 Pas

g [0,-9.8]Tms−1

Table 4.2: Physical parameters of particle and fluid properties used within the

particle settling in fluid under gravity validation case.

Numerical simulation results showed that the particle reached terminal velocity

of v = [0,−0.1307]Tms−1 at t = 0.14s. This corresponds well with the analytical

solution. The velocity profile of the particle settling over time is presented in Figure

4.6. The maximum error between the analytical and numerical solution occurred at

t = 0.015s with an absolute error of |error| = 0.00784ms−1.

Investigation of the numerical solution with varying particle sizes also showed

good correlation with the analytical solution. It can be observed in Figure 4.7 that

larger particle sizes had higher terminal velocities, time to reach terminal velocity

converged at second order as seen in Figure 4.8. Finally, the error in the L2 norm

for the particle velocity can be observed to converge between first and second order
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Figure 4.6: Velocity profile of a particle settling under gravity within the Stokes’

regime for particle radius of R = 0.0002m.

when compared with the analytical result as shown in Figure 4.9. The derivation

from second order can be explained by the explicit coupling at the previous time

step.

4.5.2 Jet impingement

The numerical simulation of the 2 dimensional jet impingement is a test case that

combines all the components of the wear model which then couples to boundary

deformation. This test case brings together all the components of the wear mod-

elling framework to show the expected behaviour is plausible using a simple, but

industrially relevant geometry. The test will highlight the importance of surface de-

formation when considering wear in response to particle impingement through the

coupling of the wear rate to moving geometries by considering the full coupling of

particle-fluid interactions, a wear model and moving geometries in the form of mesh

movement in response to wear velocity.
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Figure 4.7: Velocity profile of varying particle sizes settling under gravity within the

Stokes’ regime.

99



4.5. Model Validation 100

Figure 4.8: Time to reach terminal velocity with as particle sizes vary converges

at second order for varying particle sizes settling under gravity within the Stoke’s

regime.
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(a) First order convergence

(b) Second order convergence

Figure 4.9: Error in L2 norm of particle velocity at varying particle size converges

between first and second order for gravity driven settling under the Stokes’ regime.
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The jet impingement case is a simplification of the abrasive slurry jet micro-

machining (ASJM) process that uses a pressurised abrasive slurry to erode features

with a high resolution on a variety of materials [Nouraei et al., 2014, Ghobeity

et al., 2008, Matsumura et al., 2011, Nguyen et al., 2014]. An example of the ASJM

apparatus with corresponding sample profiles created using ASJM is provided in

Figure 4.10

Figure 4.10: Abrasive slurry jet micro-machining apparatus with sample profiles of

channels created by the abrasive jet. Figure obtained from Nouraei et al. [2014].

This test case takes a simplified version of the ASJM by considering a 2 dimen-

sional model of the slurry jet in order to validate the expected behaviour of boundary

deformation in response to wear.

Domain, Initial Conditions and Boundary Conditions

The numerical simulation takes place in the same domain as the jet impingement case

defined in Section 4.5. The initial conditions and boundary conditions also matches

that of the validation case with no-normal flow boundary conditions, uf · n = 0
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exists along the deforming boundary along x = 1, with no slip boundary conditions

along y = 0 and y = 1. Fluid velocity, uf , along the inlet (x = 0) was set to equal

the initial condition defined in Equation 4.22, pressure was configured to be zero

along y = 0 and y = 1. Figure 4.11 depicts the initial conditions of the fluid phase

for the pressure and velocity fields.

Figure 4.11: Initial conditions of the fluid phase for jet impingement study. Pressure

field is illustrated on the left and the velocity field shown on the right.

Particles were inserted at the inlet (x = 0) at a rate of 1x105 particles per second,

the particle velocity at the inlet was defined as

up =
[
2π cos

(π
2
x
)
sin(πy),−π cos

(π
2
x
)
sin(πy)

]T
. (4.29)

matching that of the fluid velocity at the inlet. To give the shape of the impingement

jet, particles were only inserted along the inlet between 1
3
≤ y ≤ 2

3
, this can be

observed in Figure 4.12. Particles were configured to impact and rebound from the

surface along x = 1 with the remaining boundaries (x = 0, y = 0 and y = 1) set

as a possible outlet for particles to exit the domain. Interaction terms between the

particle and the fluid exist through the use of the a transitional drag model as defined

in Section 2.4.1 with particle particle interactions modelled using a solid pressure
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taken from KTGF defined in Section 2.4.2. The pseudo-diffusivity parameter to

smooth out wear was set to 0.001 with the wear rate artificially accelerated by a

factor of 1000.

Figure 4.12: Particle profile for the impingement jet.

Physical Parameters

Physical parameters of the particle, fluid and surface material are defined in Table

4.1. Carbon Steel 1018 was selected as the reference surface material as it is widely

used many industries. Its material properties and the empirical values used within

the wear model were taken from Arabnejad et al. [2015b].

Spatial and Temporal Discretisation

For the fluid phase, the continuity and momentum equations were discretised in

space using the Galerkin finite element method with the P1DG-P2 element pair.

The 2nd order Crank-Nicholson method (θ = 0.5) was used to step the discretised

equations forward in time with time step size of t = 0.001s.

As described in Section 4.3 the equations of motion for the particles follows

the solution method for the Lagrangian particle modelling and discretised using an
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operator splitting method and a second order Adams-Bashforth scheme was used

to step the equations forward in time, unless at the first time step after particle

insertion or after particle wall collision when a forward Euler scheme was used.

Mesh generation and movement

Gmsh [Geuzaine and Remacle, 2009] was used to generate the initial mesh of the do-

main composed of triangular elements with varying a characteristic element length.

The characteristic element length, l, along the x = 0 boundary was set to be

l = 0.025m, whereas a finer resolution was defined along the x = 1 boundary with

l = 0.001m. The initial mesh of the domain can be observed in Figure 4.13. Mesh

movement methods using the wear velocity as the chosen grid velocity were enabled

to allow for the movement of the boundary in response to wear. No mesh adaptiv-

ity was enabled for this numerical simulation as the simulation took place over a

simple 2D domain where the initial mesh provided sufficient resolution to conduct

a short running validation case where the additional time taken in performing mesh

adaptivity would out weigh the benefits in reducing computational cost.

A comparison numerical simulation with a static boundary was conducted using

the same initial mesh without mesh movement and the results discussed in Section

4.5.2.

Results

The wear modelling framework with boundary movement in response to wear was

able to confirm the importance of considering boundary deformation in response

to wear over time and not just the initial wear. Figures 4.14 shows the simulated

boundary deformation over time in response to wear and 4.15 shows the normalised

surface wear profile over time. Initial wear when the particles first experienced

particle-wall collisions occurred at t = 0.2s highlights the static boundary with no

deformation. As time progressed, maximum wear was observed to be off centre from

the jet axis at y = 0.5m on the domain, most evident at t = 0.28s. This could be

due non-uniform particle insertion as the particles were inserted into the domain at
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Figure 4.13: Initial mesh for jet impingement simulation.

random points following a specified velocity profile and insertion rate as defined by

Equation 4.29. Along with Figure 4.16, wear velocity reduces as time progressed and

becomes more evenly distributed along the deforming boundary. The shape of the

wear profile also became less distinct, especially around a distance of 0.2m above the

jet axis where the gradient of the wear profile starts to decrease as time progressed.

This suggests that after the initial wear and boundary deformation, particles be-

haviour and trajectory changes and begins to smooth out the deforming boundary.

However, the maximum wear over time remained unsymmetrical concentrated to

the top of the jet axis.

Results of the deforming boundary were compared to that of a static boundary

numerically simulated under the same simulation set configuration without mesh

movement enabled. Figure 4.17 illustrates the difference between wear velocities

when simulated under static and deforming boundaries. At first particle-wall col-

lision (t = 0.2s) (Figure 4.17), both wear velocities between static and deforming

simulations achieved the same wear velocity profile and magnitude as expected.

At t = 0.24s, the wear velocities were still comparable in profile and magnitude

between the two scenarios as the boundary begins to deform. As the boundary de-

formation continues, the wear velocity decreases and slowly becomes even as time

106



4.5. Model Validation 107

(a)

t=0.20s

(b)

t=0.24s

(c)

t=0.28s

(d)

t=0.32s

(e)

t=0.36s

(f)

t=0.40s

Figure 4.14: Images of wear velocity field with boundary deformation in the jet

impingement validation case taken at specified time periods corresponding to the

normalised surface wear profile in Figure 4.15. A section of the full domain was

taken at x = 0.9m.
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reaches t = 0.4s, this is due to the particles impacting across the entire length of

the boundary by t=0.28s and smoothed out over time. The increase in distance

of the deforming boundary from the initial jet due to wear also contributed to the

decrease in particle velocity. However, static boundary wear velocities remains at

a similar magnitude and profile as time progressed, this is as expected as there are

no changes within the domain. This result highlights the significance of considering

boundary movement within a wear modelling framework.

Figure 4.15: Normalised surface wear profile for jet impingement experiment at

varying times with mesh movement enabled. Increase wear was observed off centre

from the mid point increasing further with maximum wear to one side of the jet axis.

Normalisation of surface wear profile is based on min-max normalisation across all

time points.

The results shown for the 2 dimensional jet impingement case agrees with Nguyen

et al. [2014]’s work in confirming wear and subsequent wear events is sensitive to

changes to the surface profile of the target material, thus highlighting the need to
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Figure 4.16: Normalised wear velocities at specified times measured at the bound-

ary surface. Wear velocity begins evenly distributed at the jet axis of y = 0.5m.

Maximum wear velocity becomes off centre to the axis before settling evenly across

the boundary surface at t=0.4s. Normalisation of wear velocity is based on min-max

normalisation across all time points.
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(a) t=0.2s (b) t=0.24s

(c) t=0.28s (d) t=0.32s

(e) t=0.36s (f) t=0.4s

Figure 4.17: Comparison of normalised wear velocities measured at specified times

between static and deforming boundaries. At first impact (t=0.2s), wear velocities

between both static and deforming boundaries are equal (shown in green). Normal-

isation of wear velocity is based on min-max normalisation across all time points

and boundary types. 110
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consider surface deformation in response to wear. Whilst it was not possible to

directly compare simulation results with that of other models due to the differences

in material, particle and fluid properties, this test case was able to confirm the

expected behaviour of the wear modelling framework as a whole when considering

boundary deformation in response to wear.

4.6 Conclusion

This chapter introduced a wear modelling framework using mesh movement and

mesh adaptivity methods. The fluid phase implemented in Fluidity was coupled

with a Python based particle module. In addition to the governing equations sum-

marised in 2.5, a series of additional equations for the interpolation of wear rates,

particle rebound velocity and particle scaling factors were introduced. The model’s

correctness was verified through a mesh and time convergence study. Mesh conver-

gence showed that velocity and pressure fields converged at second order as expected

from the P1DG-P2 element pair while particle volume fraction converged at a rate

between first and second order. A time convergence study on a fixed mesh with

decreasing time steps was able to verify the temporal discretisation of the θ scheme

at θ = 0.5 (Crank-Nicolson) of the fluid phase to be at second order as expected

with the scheme. Time convergence of the particle volume fraction calculated using

the particle module and coupled with Fluidity displayed a convergence rate between

first and second order.

The validation case of particle settling in fluid under gravity provided the ability

to validate the accuracy of the particle-fluid coupling where an analytical solution

exists through the application of Stokes’ law. The wear modelling framework showed

the numerical solution compared well with that of the analytical solution through a

variety of particle sizes.

The jet impingement case brought together all the particle model components

and coupled it with Fluidity to form a wear modelling framework with the ability

to deform and move its boundaries in response to wear. This test case highlighted

the importance of accounting for surface deformation when modelling wear. Results
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of surface wear profiles and wear velocity between static and deforming boundaries

displayed the evolution of the wear velocity and surface profile for the deforming

boundary whereas the static boundary fields remained at the same magnitude. Both

simulations had the same initial wear velocity profile at t = 0.2s and the deforming

boundary example showed the position of the maximum wear velocity and wear to

occur off centre from the jet axis. Whilst it was not feasible to compare results of

this numerical simulation with experimental data from literature due to the avail-

ability of material properties available for the wear model since it is a semi-empirical

model obtained from literature. The jet impingement test case was still able to pro-

vide qualitative verification of the entire wear modelling framework in showing the

expected behaviour of the wear profile.
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5.1 Overview

This chapter introduces the application of the wear modelling framework as de-

scribed in Chapter 4 validated against the 3 dimensional Coriolis tester arm modelled

in the form of the backward facing step. Simulation parameters are first provided

before non-deforming boundary simulations are conducted and discussed. Deform-

ing boundary simulations are then conducted and compared with that of the non-

deforming boundary case. Finally, the wear modelling framework is then validated

using wear profiles of the Coriolis tester rig obtained from lab-based experiments.

Results of the numerical simulations show they compare well with that of the avail-

able experimental data.

5.2 Simulation Setup

The Coriolis tester arm is chosen to study the effects of the wear modelling frame-

work on a simple but industrially relevant geometry where the geometry and appli-

cation of the Coriolis tester arm can be extended further to that of complex rotating

geometries, such as the centrifugal pump. In addition, the geometry of the tester

arm takes the form of a backward facing step which is a commonly used test case for

validating CFD code [Imperial College London, 2014]. This configuration includes

additional body forces accounting for Coriolis and centrifugal forces experienced

in rotating geometries. The governing equations describing the fluid and particle

motion in a rotating frame with angular velocity Ω is given in the form

• Conservation of mass

∇ · (αfuf ) + (αpup) = 0. (5.1)

• Conservation of momentum

∂(αfρfuf )

∂t
+∇ · (αfρfuf ⊗ uf ) + 2αfρfΩ× u =

−αf∇p− αfρfg +Ω×Ω× x+ µf∇2uf +K(up − uf ),

(5.2)

where x is the position in the rotating frame.
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• Particle equation of motion

ρp
dup

dt
+ 2ρpΩ× up = β(uf − up) + g(ρp − ρf ) +Ω×Ω× r + FKTGF . (5.3)

• Particle position
drp
dt

= up. (5.4)

The Coriolis tester from Weir Minerals consists of a large rotating basin into

which a slurry is pumped as well as four arms through which the slurry mixture flows

under centrifugal forces. Within each arm resides a polyurethane holder formed into

a backward facing step which viewed in the direction of rotation. A sample of the

test material is fitted into this holder below the step. Figure 5.1 shows a photo of

the Coriolis tester from Weir Minerals with the associated CAD model.

For the simulations presented in this chapter and Chapter 6, simulation condi-

tions and parameters are taken from data available from the laboratory based ex-

periments where possible, with material properties obtained from Arabnejad et al.

[2015b]’s wear equation. Experimental results of the Coriolis tester arm are also

available for comparison from Weir Minerals and will be discussed in Section 5.4.

Figure 5.1: Weir Mineral’s Coriolis tester and associated CAD model.

5.2.1 Domain, Initial Conditions and Boundary Conditions

The numerical simulation takes place in a three dimension domain defined by the

schematic in Figure 5.2, with dimensions taken from the experimental Coriolis tester
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arm given in Figure 5.3. Dimensions of the domain based on the schematics are

Lx = 0.092m, Lz = 0.006m, Ly = 0.008m, Li = 0.0103m and h = 0.002m. This

corresponds to dimensions 0.055 ≤ x ≤ 0.147, −0.005 ≤ y ≤ 0.003, −0.003 ≤ z ≤

0.003 with step height −0.005 ≤ y ≤ −0.003 along x = 0.103.

Figure 5.2: Schematic of the domain for the 3-dimensional backward facing step.

Image adapted from Imperial College London [2014].

Initial conditions for the fluid velocity at t = 0s and the boundary condition at

the inlet is the flow rate for specific particle sizes provided Section 5.2.2. With the

velocity profile taking the form ux = (0.003− y)(y + 0.003) between −0.003 ≤ y ≤

0.003. No-normal flow conditions are applied at the step, upper, lower and lateral

boundaries with u = 0 at the step, v = 0 along the upper and lower walls and w = 0

along the vertical walls. The boundary condition for the pressure field is that it is

set to be zero at the outlet. Figure 5.4 illustrates the initial conditions for the fluid

velocity.

The Coriolis force is applied to replicate the rotating Coriolis tester, rotating

from the origin existing outside the domain with coordinates (0,0,0) at a speed

of 50Hz (3000RPM) with the value taken from experimental set up. Particles are

inserted at the inlet in the bottom quarter of the inlet (−0.003 ≤ y ≤ −0.0015) with

particle velocities matching that of the fluid at the inlet. This mimics the location of
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Figure 5.3: Dimensions of the Coriolis tester arm. Image supplied by Weir Minerals.

Figure 5.4: Initial fluid velocity profile for the Coriolis tester arm.
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particles entering the Coriolis arm tester in experimental conditions as the particles

are acting under the Coriolis force. Particles are able to exit the domain either from

the inlet or the outlet. The diffusivity factor to smooth out wear as well as the

acceleration factor to artificially increase the rate of wear take the default values

of 0.001 and 1000 respectively for garnet sized particles. However, analysis of the

effect of varying these parameters are discussed and studied in Section 6.2 with the

varying values provided as part of the discussion.

5.2.2 Physical parameters

Physical parameters for the particle and fluid used within this chapter is given by

Table 5.1 taken from experimental parameters for the Coriolis tester arm. Material

properties and their associated empirical constants are provided in Table 5.2 with

values taken from Arabnejad et al. [2015b]. The values defined in Table 5.1 and

5.2 represents the default values chosen for the standard simulation configuration.

Similarly, the default particle and material for the standard simulation is chosen

as garnet sized particles on Carbon Steel 1018. Analysis into the effect of varying

these parameters will be studied and discussed in Section 6.2 and any changes in the

default values will be provided as part of the study. The particle insertion rate and

particle scaling modifier is calculated from solid concentration by weight and fluid

flow rate with the equations provided in Section 4.2.3. The particle scaling modifier

is required to scale up the number of representative particles in the simulation to

match that of the actual number of particles in the system, and the acceleration

factor increases the rate of wear so that numerical simulations can be completed over

a feasible time frame. The diffusivity factor is required to increase the smoothness

of the wear profile, diffusing out the effects of wear from the use of representative

particles and acceleration factor.
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Parameter Garnet Medium sand Fine sand

Particle diameter, D (m) 1 x 10−3 7 x 10−4 1 x 10−4

Particle density, ρp kgm−3 2500 2500 2500

Solid concentration by

weight, cw %

20 20 20

Fluid flow rate, Qf lmin−1 49.2 34.8 25.2

Fluid density, ρf kgm−3 1000 1000 1000

Fluid viscosity, µ Pas 0.001 0.001 0.001

Rotor speed, RPM 3000 3000 3000

Particle insertion rate, s−1 1.4 x 105 2.9 x 105 7.2 x 105

Particle scaling 1 1 100

Diffusivity factor 0.001 0.001 0.001

Acceleration factor 1000 1000 1000

Table 5.1: Physical parameters of particle and fluid properties used within the exper-

imental Coriolis tester arm simulations. particle scaling of 1 for garnet and medium

size particle in the simulations denotes each simulated particle is representative of

an actual particle.
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Parameter Carbon Steel 1018 Stainless Steel 316

Material density, ρmat kgm
−3 7870 8000

Cutting erosion factor, C 0.01 0.0125

Vickers hardness coefficient, H

GPa

131 224

Particle sharpness factor, Fs 0.5 0.5

Ratio of contact, K 0.4 0.4

Deformation erosion factor, ϵ 4.2 x 1011 1.4 x 1011

Threshold velocity, U0 ms−1 0.5 5.7

Table 5.2: Material properties with associated empirical constants for wear equation

used within the Coriolis tester arm simulations.

5.2.3 Spatial and Temporal Discretisation

For the fluid phase, the continuity and momentum equations are discretised in space

using the Galerkin finite element method with the P1DG-P2 element pair. The first

order backward Euler method (θ = 1) was used to step the discretised equations

forward in time while Fluidity’s adaptive time-stepping method was enabled to allow

for appropriately sized time steps to be taken after the initial time step of t = 0.001s

with a final time step of t = 0.025s. A Courant number of 1.5 was selected to enforce

the size of the time steps to be taken and within each time step, a maximum of two

non-linear time loops was chosen to resolve the non-linearity in the system [Imperial

College London, 2014].

For the particle phase, the equations of motion are discretised using an operator

splitting method and a second order Adams-Bashforth scheme was used to step for-

ward the equations in time, except for the first time step following particle insertion

or particle-wall collision when the explicit forward Euler scheme is used.
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5.2.4 Mesh generation and movement

Gmsh [Geuzaine and Remacle, 2009] is used to generate the initial unstructured

mesh of the domain composed with a characteristic element length of l = 0.001m as

shown in Figure 5.5.

Figure 5.5: Initial mesh for the Coriolis tester arm.

Mesh movement methods using wear velocity as the chosen grid velocity are

enabled to allow for the movement of the specified surface in response to wear. The

initial surface where boundary deformation can occur along the lower boundary is

defined by 0.103m ≤ x ≤ 0.147m −0.003m ≤ z ≤ 0.003m and y = −0.005m.

The mesh is set to adapt every 5 time steps to ensure that the mesh remains well

formed when deforming in response to wear. The lower and upper bounds on the

element size is given as lmin = 0.001m and lmax = 0.012m respectively. The mesh

is set to adapt on wear velocity and continuous fluid velocity to ensure resolution

to these fields are adequate where required. Resolution is required for the wear

velocity field as this is the solution field defining the rate of boundary deformation.

Continuous velocity also benefits from the use of mesh adaptivity to capture the

effect of boundary movement and particle interactions.

5.3 Coriolis Tester Arm Simulations

In this section, numerical simulations of 1mm garnet particles with Carbon Steel

1018 over a simulation time of t=0.025s is conducted on both non-deforming bound-

ary and boundaries that deform in response to wear.
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5.3.1 Non-deforming boundary

Numerical simulations with non-deforming boundaries are quick to conduct is able

to show instantaneous particle-wall impact events which could be used to predict

initial areas of interest for wear. The simulation parameters remain the same as

that of the deforming boundary, however, the key difference being mesh movement

of the boundary is disabled and mesh adaptivity occurs only within the boundary

specified at the start. Figure 5.6 shows the impact events for garnet sized particles

against the target material of Carbon Steel 1018 at a time of t=0.025s. The profile

indicates two main regions of impact. The two regions of impact indicates that

the larger garnet sized particles possesses sufficient inertia to move away from the

wall post collision in order to make further impacts with the wall. The first region

occurs over a smaller surface area at approximately 0.01m from the step, with the

second region towards the end of the sample holder covering a wider surface area.

The smaller first region can be due to the particles making its initial impact after

falling from the step. The wider second region of impact events can be explained by

the greater variance of particle velocities and trajectories following its initial impact

as particles experience a reduction of momentum following the initial particle-wall

collision.

Figure 5.6: Particle-wall impact events for garnet sized particles with target surface

material Carbon Steel 1018. The profile is taken along slice z=0 with presence of

representative particles at t=0.025s.

Mesh adaptivity can be observed to adapt to the simulation providing the level

of resolution required to obtain level of accuracy specified. The number of elements

and nodes rapidly decreased from 4494 elements and 17686 nodes converging to 1729

elements and 6665 nodes by t=0.003s as the level of resolution was not required to

obtain the results at the specified accuracy (see Figure 5.7). This results in fast
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simulations that can be conducted with low computation cost.

Figure 5.7: Number of elements and nodes within the non-deforming domain with

only mesh adaptivity adaptive mesh for garnet particles with target material Carbon

Steel 1018.

Whilst non-deforming boundary simulations are quick to conduct and is able to

show initial positions of wear based on particle-wall collision events, there is the

limitation that it does not take into account the effect of surface profile changes on

subsequent particle-wall collision events identified as having a significant impact on

wear mechanisms by Nguyen et al. [2014].

5.3.2 Deforming boundary in response to wear

To address the limitations with non-deforming boundaries when considering wear

modelling, mesh movement is enabled along the deforming surface. Wear velocity

calculated along the deforming boundary surface is chosen as the grid velocity to

allow for the movement of the surface in response to wear. The surface wear profile

for the default numerical simulation comprising of 1mm garnet particles with Car-
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bon Steel 1018 over a simulation time of t=0.025s is given in Figure 5.8. The wear

profile is taken as a slice along the midpoint of the domain at z=0, adaptive mesh

was enabled with upper and lower bounds defined in Section 5.2.4 on continuous

velocity and wear velocity fields. The wear profile shows the maximum wear occur-

ring at around 0.01m from the step with a further region of wear towards the end

of the sample holder at approximately half the magnitude as the initial maximum

wear. The two regions of wear with differing magnitudes is due to the large garnet

particle size possessing greater inertia compared to the drag felt from the fluid. This

means that garnet particles are more weakly dampened by the fluid following its first

collision after the step observed at x=0.01m from the step and retains sufficient in-

ertia to leave the wall for further collisions with the wall at lower magnitudes before

leaving the domain at the outlet. The shallower second region of impact indicates a

reduction of momentum post the initial particle-wall collision.

The evolution of the surface deformation is shown in Figure 5.9. Deformation

first occurs at first impact after the step from particles falling off the step. At

t=0.01s, a second region of wear appears towards the end of the Coriolis tester arm

due to subsequent collision with the wall from particles rebounding off the wall after

first collision. Two regions of wear increases in depth as time proceeds

The trajectory of garnet sized particles is shown in Figure 5.10. Particle can be

observed to rebound off the deforming surface after falling off the step subsequent

collision event towards the outlet of the Coriolis tester arm. Figure 5.11 illustrates

the behaviour of garnet particles remaining close to the Coriolis tester arm wall

before falling off the step, colliding with the deforming surface and rebounding from

the surface.

Mesh adaptivity can be observed to provide higher resolutions towards the inlet

where particles are first inserted as well as after the step in order to resolve wear

and continuous velocities where required. The number of mesh nodes at the start of

the is 17686 ending with 22029 nodes and there were 4494 elements at the start and

ending with 4944 elements. Element and node resolution increased at the start of

the simulation to account for the changes in particle insertion and fluid properties

before decreasing to below the initial values as the particles travels along the arm
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(a) Normalised wear profile

(b) Simulation wear profile mesh

(c) Simulation wear profile

Figure 5.8: Wear profiles for garnet sized particles with target surface material

Carbon Steel 1018. (a) shows the normalised wear profile based on distance after the

step at x=0.103m. Normalisation of wear depth is based on min-max normalisation.

(b) is the 3-dimensional domain with visible adaptive mesh and (c) is the wear profile

along slice z=0 with presence of representative particles at t=0.025s.
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(a) t=0s

(b) t=0.005s

(c) t=0.01s

Figure 5.9: 3 dimensional simulation wear profiles for garnet particles with target

surface material Carbon Steel 1018. Time steps of the profiles are taken every

t=0.005s.
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(d) t=0.015s

(e) t=0.02s

(f) t=0.025s

Figure 5.9: 3 dimensional simulation wear profiles for garnet particles with target

surface material Carbon Steel 1018. Time steps of the profiles are taken every

t=0.005s.
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Figure 5.10: A sample of particle trajectory of garnet particles with target surface

material Carbon Steel 1018.

Figure 5.11: A close up cross section of garnet particle behaviour as particles falls

of the step making initial impact at approximately 0.01m after the step.

129



5.3. Coriolis Tester Arm Simulations 130

before finally increasing again before t=0.005s as particles begin to fall off the step

and initial particle-wall collisions are observed. Both number of nodes and elements

are then observed to increase to account for boundary deformation remaining within

the region of 20000 nodes and 5000 elements (see Figure 5.12).

Figure 5.12: Number of elements and nodes within the domain with mesh movement

and adaptive mesh for garnet particles with target material Carbon Steel 1018.

5.3.3 Comparison between non-deforming and deforming

boundaries

Comparing simulations conducted between non-deforming and deforming bound-

aries with garnet sized particles on Carbon Steel 1018 revealed that non-deforming

boundary simulations are able to accurately predict the initial particle-wall impact

events whilst maintaining low computation cost with the use of mesh adaptivity,

identifying the correct regions of interest, especially with the location of the first

impact from the step.

However, non-deforming boundaries does come with limitations that it does not
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take into account the effect of surface profile changes on subsequent impact events.

This can be observed when deforming boundary simulations were conducted using

the same simulation parameters. At the same simulation time point of t=0.025s.

Whilst the point of first impact occurs at the same distance, roughly 0.01m away

from the step, the width of this first impact region in the deforming boundary

case is greater than that of the non-deforming boundary. This can be due to the

particles smoothing our the deforming surface as it rebounds out of the initial region

of impact. The comparison between non-deforming and deforming boundaries in

response to wear confirms that changes to surface profiles does have an impact on

subsequent wear events, therefore initial wear events is not representative of long-

term wear profiles. Limitations around element sizes exist for numerical simulations

of the non-deforming and deforming boundaries in Sections 5.3.1 and 5.3.2 involving

garnet sized particles defined in Table 5.1 using the unstructured mesh provided in

Section 5.2.4. It is important to note that the assumption the particle is smaller

than the element could be violated as the minimum element size is the same size as

that of the garnet sized particle. While this could be problematic and is pushing the

limits of the modelling framework, the model is also limited with options to mitigate

this issue. Options are to either make the mesh coarser, restricting the model to

limited particle sizes based on the mesh or explicitly simulating each of the large

particles by resolving the flow around the particle. If the mesh was made coarser,

this would sacrifice on the needed resolution of the model to accurately simulate the

wear behaviour. Restricting the sizes of the particles is not feasible when applying

the model to real-world parameters and requirements. Finally, explicitly simulating

each of the particles by resolving the flow around them becomes computationally

infeasible. When creating computational models, there will always be a range of

sizes where limitations are pushed and restricted, for this case, the limit only is only

violated if the mesh adapts to use the minimum grid size.

131



5.4. Validation with experimental wear scars 132

5.4 Validation with experimental wear scars

Access to experimental wear scars was obtained from Weir Minerals for target mate-

rial A05HT with density of 7528kgm−3. This section aims to compare the numerical

simulation of the Coriolis tester arm against the wear scar obtained from experimen-

tation. As empirical values for the target material A05HT were not available for the

wear equation, the results are compared with both Carbon Steel 1018 with a density

of 7870kgm−3 and Stainless Steel 316 with a density of 8000kgm−3. Slices along the

z-axis were taken at regular intervals between z=-0.015m, z=0m and z=0.015m. A

particle size of 1mm, a fluid flow rate of 49.2lmin−1, a 20% solid concentration by

weight with a Coriolis force rotating at a speed of 3000RPM matches that of the

experimental conditions.

Figure 5.13 illustrates the wear profile scars from experimental data which was

scanned and processed with wear depth measured along the sample. Figure 5.14

illustrates the equivalent numerical simulation wear profile in the shape of the 3d

backward facing step with dimensions of the domain matching that of the experi-

mental Coriolis tester arm.

Figure 5.13: Wear profile of experimental Coriolis tester arm for garnet particles

with material A05HT

The results and comparison of the normalised wear profile between experimental

A05HT and numerically simulated Carbon Steel 1018 is presented in Figure 5.15.

Three slices are taken, each represented by its individual plot within the figure. The
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Figure 5.14: Simulation wear profile of 3d backward facing step for garnet particles

with Carbon Steel 1018

maximum normalised wear depth for the first wear region contributed by the first

impact after the step is represented well in magnitude between experimental and

simulated results, however there is a slight offset in the location of maximum wear

across slices z=0 and z=-0.015. In simulations across all 3 slices, a second wear

region of approximately half the magnitude of the first is present towards the end of

the Coriolis tester arm which tracks well with experimental data in both magnitude

and position along z=-0.015 and z=0. Along z=0.015 in the experimental data,

there fails to be a second region of wear, this can be seen in Figure 5.13 where there

is a distinct off set towards the left of the wear profile possibly due to the presence

of additional body forces experienced during the experimental run or by the wear

modelling framework assumed to have point particles while the real particles are of

finite size and so less able to counter the Coriolis of the system.

The effects of finite sized particles on wear profile is shown in Figure 5.16 wear

a birds eye view of the experimental wear profile for target material A05HT shows

a boundary around the sample holder wear no wear occurs. Furthermore, the two

distinct regions of wear exhibits a curved wear pattern towards the end explained

by finite sized particles rebounding off the lateral walls towards the centre of the

Coriolis tester arm. As seen in Figure 5.17, these effects are not present in the wear
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(a) z=-0.015m

(b) z = 0.0m

Figure 5.15: Comparison of wear profiles between simulation target material Carbon

Steel 1018 and experimental target material A05HT. Wear profiles taken at regular

slices at z = -0.015m, z=0m and z=0.015m. Normalisation of wear depth is based

on min-max normalisation across experimental data and numerical simulation nor-

malised for each slice.
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(c) z=0.015m

Figure 5.15: Comparison of wear profiles between simulation target material Carbon

Steel 1018 and experimental target material A05HT. Wear profiles taken at regular

slices at z = -0.015m, z=0m and z=0.015m.
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modelling framework and could be due to both non uniform inlet flows and the finite

size of the particles compared to the assumed point particles in the simulations.

Figure 5.16: Birds eye view of wear profile scan for experimental target material

A05HT with garnet particles. Each of the two wear regions is seen to curve and

taper towards the end due to particles in experimentation to be of a finite size

rebounding of the lateral walls. A boundary around the edges of the surface where

no wear is present can be seen.

Figure 5.17: Numerically simulated 3D wear profile for Carbon Steel 1018 with

garnet particles. Wear profile is evenly distributed across the channel of the Coriolis

tester arm with wear occurring to the edges of the surface material.

Comparison with different material properties with the experimental wear data,

Figure 5.18 shows both materials identified two distinct regions of wear predicting

the rebounding of particles post particle-wall collision for further impacts with the

surface. Similar position of maximum first impact is visible between simulated

and experimental data. Stainless Steel 316 displays a smaller magnitude of wear

compared to that of Carbon Steel 1018 and A05HT. This is due to the Vickers

hardness of Stainless Steel as the cutting erosion factor within the wear equation

is a function of hardness Hv (Equation 2.35) as the hardness of Carbon Steel 1018
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and Stainless Steel 316 is differs by nearly a factor of 2 [Arabnejad et al., 2015b].

As well as the larger Vickers hardness for Stainless Steel 316, it also has an higher

threshold velocity for deformation erosion factor by a factor of 10 when compared

to that of Carbon Steel 1018. Discussion of the effect of material properties can be

found in Section 6.2, however from the wear profile comparison presented in Figure

5.18, target material A05HT can be said to have more similar material properties

with Carbon Steel 1018

Figure 5.18: Comparison of wear profiles between Carbon Steel 1018, Stainless Steel

316 and experimental target material A05HT for garnet particles. Profile taken

along z = 0. Normalisation of wear depth is based on min-max normalisation across

all wear profiles at z=0.
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5.5 Conclusion

In this chapter, all individual components of the wear modelling framework were

combined and applied in an in depth study of wear in the form of the Coriolis

tester arm. This study involved a fully coupled multiphase model with the use of

representative Lagrangian particles to provide particle trajectory information, wear

erosion modelling and the use of mesh movement and adaptive mesh technology

from Fluidity for the movement of boundary in response to wear. Limitations of

the model involving the choice of element size for the larger particles was discussed.

The Coriolis tester arm took the form of a 3 dimensional backward facing step, a

common geometry used in the validation of CFD code and the behaviour of garnet

sized particles against Carbon Steel 1018 was studied and compared to that of

experimental results.

Simulations involving non-deforming boundaries were able to accurately show the

initial areas of wear based on particle-wall collisions, it does not take into considera-

tion the effect of surface profile changes on subsequent wear events when considering

long term wear profiles. This was evident when comparing against the deforming

boundary simulation under the same simulation conditions, where position of the

first impact after the step was well predicted, however, the evolution of the surface

profile as it begins to spread and over a wider region as time progressed failed to

be captured in that of the non-deforming boundary case. Therefore, initial wear

impact events is not representative or suitable for the prediction of long term wear.

This result agrees with the findings of Nguyen et al. [2014] and demonstrates the

importance of considering the evolution of the surface profile as behaviour of the

particles and its subsequent wear is sensitive to its change.

Numerical simulations of Carbon Steel 1018 were able to leverage the particle and

flow conditions as that of the experimental data for A05HT when conducting wear

profile comparisons between experimental data and numerical simulations. However,

there was a challenge between the material properties available for the experimental

results and material properties available for the wear model since the wear model is a

semi-empirical model obtained literature. Best efforts has been made to match that

138



5.5. Conclusion 139

as closely as possible and the behaviour of different material properties are discussed

in Chapter 6. Nevertheless comparison of wear profile against experimental data for

A05HT showed good agreement with magnitude of maximum wear after first impact

along z=0 and z=0.015.Position of maximum wear was also good along z=0.015 but

off set for z=0 and z=-0.015. The second region of wear was well predicted in

both depth and position along z=0 however, no second area of wear was present

in experimental data at z=0.015 as the experimental wear profile exhibited a bias

towards the left of the sample material.
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Chapter 6

Studying the effect of varying

model and physical parameters
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6.1 Overview

This chapter continues the work presented in Chapter 5, where the numerical simu-

lations of the Coriolis tester arm is expanded to include the study and exploration

of simulation parameters. It begins with a sensitivity analysis of the wear mod-

elling parameters involving critical impact angle, acceleration factor and diffusivity

factor. Simulations involving the study of the behaviour of physical parameters

such as particle size, solid concentration and material properties is presented in this

chapter.

6.2 Sensitivity analysis of modelling parameters

This section studies the sensitivity of modelling parameters that forms the wear

modelling framework. These parameters include the critical impact angle, K, which

determines the impact angle where maximum wear occurs, the acceleration factor

which artificially scales up the rate of wear and the diffusivity factor which deter-

mines the spread at which each wear event is smoothed out in time and space when

working with representative particles.

6.2.1 Critical impact angle

The ratio of contact (K) is the ratio of vertical to horizontal contact area of the

particle as it impacts the material surface with the maximum wear occurring at

the critical angle of tan−1K. If the impact angle is greater than this critical angle,

then the first equation of Equation 2.36 applies and the particle will have a velocity

component in the horizontal direction. Otherwise, the horizontal component of the

velocity will decrease to zero earlier with the application of the second equation in

Equation 2.36 [Arabnejad et al., 2015b]. K is obtained experimentally and takes a

value of 0.4 for most materials eroded with sand. Varying the value of K allows for

the study of the critical impact angle and its affect on the erosion equation.

Figure 6.1 illustrates the L2 norm of the erosion factor composed of cutting
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erosion factor and deformation erosion factor across the simulation domain given by

Equation 2.39. It can be observed that the maximum erosion factor occurs at K=0.4

equivalent to impact angle tan−1(0.4) = 21.8o. Although direct comparison with the

experimental data presented in literature from [Arabnejad et al., 2015b] cannot be

made due to varying experimental parameters with differing flow conditions, particle

size and impact velocities, there is fair agreement in the profile of the erosion factor

provided in Figure 6.2.

The erosion factor compared to the Arabnejad et al. [2015b]’s data for Carbon

Steel 1018 with particle impact velocity of 28ms−1 and sand particles of size 150µm

has a maximum erosion factor of 3.8 x 10−5. This is an order of magnitude smaller

than the erosion factor of 4.5 x 10−4 obtained in this thesis for Carbon Steel 1018

with garnet particles of size 1mm. The difference in erosion factor can be explained

by the order of magnitude increase in size between the particle sizes in those experi-

ments compared to the particles in these simulations. Whilst there is fair agreement

between the relationship between ratio of contact and erosion factor between 6.1

and 6.2, it is important to remember that these values are obtained empirically and

would generate uncertainty when extrapolating the data for other test cases.

6.2.2 Acceleration scaling

Acceleration scaling artificially scales up the rate of wear thus reducing the time

taken to study wear profiles when compared to the study of wear in the field or

experimentally. Four acceleration factors were chosen comprising of acceleration

factors of 100, 500, 1000 and 2000 where the factor of 1000 is the default value used

elsewhere in this thesis.

Figure 6.3 shows the normalised wear profiles at increasing acceleration factors

taken at t=0.025s. The overall wear profile with two distinct regions of wear is not

affected at acceleration factors of 100, 500, and 1000, however, it is impacted at the

highest simulated acceleration factor of 2000. This shows that acceleration factor

does have an impact, as increasing the acceleration scaling of each representative

particle increases the significance of the coupling between the local fluid and wear. At
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Figure 6.1: L2 norm of erosion factor at varying ratios of contact. Maximum erosion

factor is observed at K=0.4 which is equivalent to impact angle tan−1(0.4).

Figure 6.2: Erosion ratio of Carbon Steel 1018 at different impact velocities and

angles. Image taken from Arabnejad et al. [2015b].

143



6.2. Sensitivity analysis of modelling parameters 144

an acceleration factor of 2000, the increased wear depth observed furthest away from

the step can be explained by the fact that each wear event experienced by a single

representative particle is removing material 2000 times faster, thus causing an effect

on the coupling between the short term fluid flow and drag. As a result one local eddy

experienced upstream can create a greater influence of other’s downstream. This

indicates that the chosen acceleration factor of 1000 is within the right time scale and

did not affect the behaviour of the particle-fluid and particle-particle interactions.

The maximum wear depth observed at first impact shows a good correlation with

the increase in acceleration factor as doubling the acceleration factor doubled the

wear depth.

Figure 6.4 confirms the similar behaviour when considering overall volume loss

within the domain, however it trends at a rate below first order with volume loss

increasing at a factor of 1.5 as acceleration factor doubles. Similar behaviour is also

observed when comparing between acceleration factors of 100 and 1000 as volume

loss increased at a factor of 6.7 as acceleration factor increased by an order of mag-

nitude. This is due to the fact that particles are also subject Coriolis forces, gravity

and inter phase interactions affecting the particle trajectory and the subsequent

wear relationships. An offset in time can be observed in Figure 6.4 associated with

the time taken for first impacts to occur resulting in volume loss, it is important to

note that this time is independent of the acceleration factor.

Verifying the time taken to reach a specified wear depth Figure 6.5 confirms a

similar relationship between acceleration factor and time taken to reach a specified

wear depth measured at set points in the domain as with acceleration factor and

volume loss where the time taken to reach a specified depth decrease by a factor of 2
3

as acceleration factor doubles at x = 0.007m from the step. At x = 0.01m from the

step, the change in time taken at acceleration factor of 2000 can be explained by the

fact that the acceleration factor is now causing an effect on the coupling between

the particle and the fluid where local changes upstream can have a greater influence

on wear downstream and results are no longer independent of acceleration factor.
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(a) Acceleration factor = 100 (b) Acceleration factor = 500

(c) Acceleration factor = 1000 (d) Acceleration factor = 2000

Figure 6.3: Normalised wear profiles at varying acceleration factor for Carbon Steel

1018. Wear profiles taken at t=0.025s. Normalisation of wear depth is based on

min-max normalisation across all acceleration factors.
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Figure 6.4: Total volume loss at with varying acceleration factors using garnet

particles on Carbon Steel 1018 over time.

Figure 6.5: Time taken to achieve a wear depth of 0.0005m at varying acceleration

factors with wear depth measured at x=0.007m and x=0.01m from the step.
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6.2.3 Diffusivity factor

The diffusivity factor determines the the spread with which each wear event is

smoothed out in time and space. It is used to smooth out the time scaling as well

as particle scaling driving the wear rate as outlined in Section 4.2.3. A study of

varying factors consisting of 0.0005, 0.001, 0.002 and 0.004 with the default values

used in the simulations being 0.001. Lower values of diffusivity factor would result

in less smoothing of each wear event through time and space.

Figure 6.6 shows the normalised wear depth for varying diffusivity factors for

garnet particles. For garnet sized particles, while each simulated particle is repre-

sentative of an actual particle (Table 5.1), there is still an acceleration factor which

would need to be smoothed out in time and space. Lower diffusivity factors has the

sharpest and greatest wear profile compared to the smoother wear profiles that are

lower in magnitude at higher diffusivity factors. This is due to the use of represen-

tative particles, where each particle in the simulation is representative of a larger

number of particles in the actual system. Therefore each wear impact from a sim-

ulated particle is equivalent to the wear impact for a larger number of particles in

the actual system and would need to be spread out in time and space accordingly.

A lower diffusivity factor would spread the impact of wear across a smaller dis-

tance and time than a larger diffusivity factor resulting in the behaviour observed.

However, while large values of the diffusivity factor may increase the smoothness of

the wear profile, reducing the impact of a single wear event, it comes at the cost of

sensitivity to the genuine variation within the wear profile. This effect is evident

from Figure 6.6, the diffusivity factor of 0.004 has a smooth wear profile through-

out the domain, however, it has lost its distinct second region of wear created by

subsequent particle-wall collisions. Appropriate diffusivity factor should be chosen

based on the combination of acceleration factor and particle scaling used within the

simulation and ideally verified against available experimental data.
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(a) Diffusivity factor=0.0005 (b) Diffusivity factor=0.001

(c) Diffusivity factor=0.002 (d) Diffusivity factor=0.004

Figure 6.6: Normalised wear profiles at varying diffusivity factor for Carbon Steel

1018 with garnet particles. Wear profiles of the slice is taken from the midpoint

z=0m at a time point of t=0.025s. Normalisation of wear depth is based on min-

max normalisation across all diffusivity factors.
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6.3 The effect of varying physical parameters

The section studies the effect of varying physical parameters and its effect on the

subsequent wear profile. The physical parameters include particle sizes, target mate-

rial properties and solid concentration. Two additional particle sizes are introduced

and compared to that of the garnet particle presented in Section 5.3.2, target mate-

rial properties looks at the wear profile of Stainless Steel 316 and compared to that

of Carbon Steel 1018, both these material properties are obtained through empirical

data from literature [Arabnejad et al., 2015a]. Finally, a range of solid concentration

and its behaviour on the wear profile surface is conducted for garnet particles on

Carbon Steel 1018.

6.3.1 Particle size

Variations in particle sizes are studied and compared with that of the standard

garnet particle simulations. Particle sizes consists of fine sand, medium sand and

garnet particles with sizes and parameters provided in Table 5.1. Particle insertion

rate was calculated using fluid flow rate and solid concentration, particle scaling of

100 is applied to fine sand particles in order to artificially scale up to account for

the total number of actual particles in the system due to the use of representative

particles.

In Figure 6.7, medium sand particles exhibits a similar wear profile to that of

garnet particles where two distinct regions of wear can be observed due to the

ability of these larger sized particles to retain sufficient inertia to leave the wall

for further particle-wall collisions. The adaptive mesh generated displays a similar

pattern where greater resolution is present towards the inlet and then again from

the step onwards as the mesh is providing greater resolution for wear velocity field

and the deforming boundary. The position of maximum wear corresponds with the

location of first impact as the particles fall off the backward facing step. Figures

6.8 shows the evolution of the surface wear profiles at t=0.005s increments. First

impacts with visible wear after falling off the step is visible from t=0.01s. This is

off a smaller magnitude to the wear observed for garnet particles in Figure 5.9. Two
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distinct regions of wear is still observed by time t=0.025s for medium particles. The

trajectory of medium sand particles is shown in Figure 6.9, some erratic particle

rebounds are still observed similar to that for garnet particles in Figure 5.11 along

with the second impact from the rebounding particles. However, the trajectory of

medium sand particles remained closer to the wall as the smaller sized particles are

less able to oppose the Coriolis force imposed on the particles.

Fine sand particles are an order of magnitude smaller in diameter than that of

the garnet particles simulated in the thesis and displays a different set of wear profile

and particle behaviour than that of the larger garnet and medium sand particles.

Figure 6.10 displays the 3 dimensional wear profile over time. As expected, first

surface deformation is observed at first impact after the step at a smaller magnitude

compared to medium sand and garnet particles. However, no two distinct regions

of wear appear over the same time frame that was observed with the larger particle

sizes discussed above. Figure 6.11 displays a slowly decreasing wear depth after first

impact from the step with maximum wear at about 0.03m from the step compared

to garnet and medium sand particles with maximum wear at about 0.01m from the

step. This is because small particles exhibits an almost dependence on the Coriolis

force due to its size, with their momentum dampened by drag forces immediately

after initial particle-wall collision, they do not possess sufficient inertia from the wall

for further impacts. Thus, they remain closer to the wall for the remainder of the

time producing wear through a sliding motion against the wall. This behaviour can

be observed in the trajectory of fine sand particles in Figure 6.12.

Equivalent figures and discussions presented for medium and fine sand particles

is available for the garnet sized particle in Section 5.3.2, specifically Figures 5.9, 5.8

and 5.11.

Figure 6.13 compares the normalised wear profile of fine sand, medium sand and

garnet particles for Carbon Steel at t=0.025s. Garnet particles can be observed to

have the greatest maximum wear and subsequent wear profile post initial collision

as expected for larger particles. Medium sand has similar wear profiles with two

regions of impact like that of garnet particles. For both garnet and medium sand

particles the second region of impact closer to the outlet of the domain is around
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(a) Normalised wear profile

(b) Simulation wear profile mesh

(c) Simulation wear profile

Figure 6.7: Wear profiles for medium sand particles with target surface material

Carbon Steel 1018. (a) shows the normalised wear profile based on distance after the

step at x=0.103m. Normalisation of wear depth is based on min-max normalisation.

(b) is the 3-dimensional domain with visible adaptive mesh and (c) is the wear profile

along slice z=0 with presence of representative particles at t=0.025s.
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(a) t=0s

(b) t=0.005s

(c) t=0.01s

Figure 6.8: 3 dimensional simulation wear profiles for medium sand particles with

target surface material Carbon Steel 1018. Time steps of the profiles are taken every

t=0.005s.
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(d) t=0.015s

(e) t=0.02s

(f) t=0.025s

Figure 6.8: 3 dimensional simulation wear profiles for medium sand particles with

target surface material Carbon Steel 1018. Time steps of the profiles are taken every

t=0.005s.
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Figure 6.9: A close up cross section of medium particle rebounding off the deforming

material surface after falling off the step.

(a) t=0s

(b) t=0.005s

(c) t=0.01s

Figure 6.10: 3 dimensional simulation wear profiles for fine sand particles with

target surface material Carbon Steel 1018. Time steps of the profiles are taken

every t=0.005s.
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(d) t=0.015s

(e) t=0.02s

(f) t=0.025s

Figure 6.10: 3 dimensional simulation wear profiles for fine sand particles with

target surface material Carbon Steel 1018. Time steps of the profiles are taken

every t=0.005s.
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(a) Normalised wear profile

(b) Simulation wear profile mesh

(c) Simulation wear profile

Figure 6.11: Wear profiles for fine sand particles with target surface material Carbon

Steel 1018. (a) shows the normalised wear profile based on distance after the step

at x=0.103m. Normalisation of wear depth is based on min-max normalisation. (b)

is the 3-dimensional domain with visible adaptive mesh and (c) is the wear profile

along slice z=0 with presence of representative particles at t=0.025s.
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Figure 6.12: A close up cross section of fine sand particle behaviour remaining close

to the deforming boundary after falling off the step.

2
3
of the magnitude of the first impact. The overall magnitude of wear for medium

sand particles is half that of garnet particles. Fine sand particles displays a different

wear profile resembling a sliding motion as they do not possess sufficient inertial

post initial particle-wall collision.

Figure 6.14 displays the behaviour of adaptivity as time progressed for the vary-

ing particle sizes. All three particle sizes had the same initial number of elements

and nodes, however there is a trend that the larger the particle size the greater

number of elements and nodes used within the domain, which is representative of

the amount of wear experienced. The increase in the number of nodes and element

present around at t=0.005s corresponds well with the time of first impact with the

deforming boundary surface and is seen to converge towards a constant value as

time progresses. The wide variations in the total number of elements and nodes

at the start of the simulation and the fact that the number towards the end of

the simulation is smaller than the maximum number highlights the significance of

adaptive mesh technology in providing resolution where required, while reducing

computational cost where possible.

Volume loss based on particle sizes is displayed in Figure 6.15. As expected,

garnet particles displayed the greatest volume loss over time, more than double that

of medium sand particles and seven times greater than fine sand particles. Time

taken for wear to produce loss in volume is fastest for garnet at t=0.0026s, with

medium sand particles at t=0.0033s and fine sand taking t=0.0053s. This is due
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Figure 6.13: Normalised wear profile at varying particle sizes for Carbon Steel 1018

at t=0.025s. Wear profile taken from the midpoint of the domain, along z = 0.

Normalisation of wear depth is based on min-max normalisation across all particle

sizes.
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to large garnet sized particles possessing greater momentum compared to that of

smaller particles and as a result produce greater impact velocities with the wall

requiring fewer collision events to achieve the volume loss.

Figure 6.14: Number of nodes and elements within the domain with mesh movement

and adaptive mesh for varying particle sizes for Carbon Steel 1018. Number of

elements and nodes with varying particle sizes are proportional to the amount of

wear experienced.

159



6.3. The effect of varying physical parameters 160

Figure 6.15: Total volume loss at varying particle sizes for Carbon Steel 1018 at

t=0.025s.

6.3.2 Material properties

Effects on wear profile with varying target material properties is studied here with

the use of Stainless Steel 316 as the second target material. Figure 6.16 shows the

normalised wear profile for Stainless Steel 316 again with the two distinct regions of

wear as with Carbon Steel 1018 confirming the behaviour of larger sized particles

possessing sufficient inertial for multiple particle-wall collisions (see Figure 5.8).

Figure 6.17 shows when the wear depth is normalised with that of Carbon Steel

1018, the results show the maximum wear depth occurs at the same distance of

0.01m away from the step. Post particle-wall collision, Carbon Steel 1018 has a

great wear depth before the second region of wear towards the outlet of the domain.

On the other hand, Stainless Steel 316 had minimal wear between the two regions.

When comparing the material properties and the empirical constants derived for

those materials, Stainless Steel 316 possesses greater density and Vickers hardness

with a density of 8000kgm−3 compared to 7870kgm−3 for Carbon Steel 1018. More

significantly, the deformation erosion factor for Stainless Steel 316 is a third of that
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for Carbon Steel 1018 having a value of 1.4 x 1011. Stainless Steel 316 also possesses

a higher threshold velocity by an order of magnitude. The threshold velocity de-

fines the minimum velocity below which the deformation erosion is negligible. This

suggests the area between the two distinct regions (0.0176m ≤ x ≤ 0.0264m has

its main contribution from deformation erosion where Carbon Steel 1018 is more

susceptible when compared to Stainless Steel 316.

Furthermore as the cutting erosion ratio is a function of Vickers hardnessHv with

ERC ∝ 1√
Hv

(see Equation 2.35) and Stainless Steel 316 has a greater value by almost

a factor of 2 when compared to Carbon Steel 1018 resulting in a smaller contribution

to cutting erosion factor when presented with the same particle trajectory. As the

total wear experienced is made up of the cutting erosion factor and the deformation

erosion factor, a smaller contribution from the cutting erosion for Stainless Steel 316

results in a smaller overall total wear experienced as observed with the difference in

magnitude in normalised wear depth.

6.3.3 Solid concentration

The study of the effect solid concentration by weight on the wear profile is conducted

in this section with the use of garnet particles and target material of Carbon Steel

1018. The default concentration of 20% was selected due to the availability of

experimental data. Solid concentrations of 10% and 30% are numerically simulated

in this thesis with the particle insertion rate configured to 0.7 x 105s−1 and 2.1 x

105s−1 respectively. All other physical parameters of the system remains the same as

that of the default simulation at 20% concentration. The result of normalised wear

depth across the varying concentrations is presented in Figure 6.18. As with 20%

solid concentration, two distinct regions of wear exists and occurs at approximately

0.01m and 0.03m from the step, which is similar for all concentrations. However, the

overall shape of the wear profile differs between the concentrations, the wear profile

for 30% solid concentration is the most erratic given the particle-fluid and particle-

particle interactions with a greater number of particles present in the system. This

behaviour is not expected as more particles in the systems should produce a smoother
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(a) Normalised wear profile

(b) Simulation wear profile mesh

Figure 6.16: Comparison of wear profiles between normalised wear depth against

distance from step and its corresponding simulation profile for garnet sized particles

and Stainless Steel 316 at t = 0.025s. Normalisation of wear depth is based on

min-max normalisation.
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Figure 6.17: Normalised wear profile for garnet particles with Carbon Steel 1018 and

Stainless Steel 316 at t =0.025s. Wear profile taken from the midpoint of the domain,

along z = 0. Normalisation of wear depth is based on min-max normalisation across

both material properties.
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wear profile due to the increase in particle collisions. This could be due to the

acceleration factor remaining the same as that of 20% solid concentration case and

should be reduced so that it does not dominate the overall multiphase flow. When

considering maximum wear depth taken at the initial collision after the step, a

linear relationship can be observed in Figure 6.19 with maximum normalised depth

of 0.29, 0.61 and 1 for solid concentrations of 10%, 20% and 30% respectively.

Overall volume loss at varying solid concentrations in Figure 6.20 where volume loss

increases a rate below first order to solid concentration with values summarised in

Table 6.1. The increase in number of particles as solid concentration increase will

increase the wear rate as there will be more particle-wall collisions, however at high

concentrations particle-particle interactions, in the form of granular pressure, will

reduce the proportion of the particles that collide with the wall reducing the amount

of total wear and volume loss. Conversely, there is a competing effect from the fluid,

as the solid concentration increases, the fluid will move more strongly towards the

wall off the step as the drag from the particles pulls the fluid towards that direction

resulting in more wear. These competing effect explains the behaviour of volume

loss increase at a rate below first order against solid concentration. It is worth noting

that at a solid concentration by mass of 30% equates to a particle volume fraction

of around 15%. Therefore the effects of particle-particle interactions via granular

pressure are minimal when compared to the effects of the increase in number of

collisions and particle-fluid interactions.

6.4 Conclusion

In this section, the effects of varying modelling, particle and material parameters

are studied. Variation of the critical impact angle was able to reproduce the profile

of the erosion factor against impact angle when compared to the literature, however,

it was not able to reproduce the magnitude of the erosion factor. This is due to the

fact that the critical impact angle is obtained empirically and thus restricted to the

test cases and conditions under which it was created. Results should be treated with

a level of uncertainty when trying to extrapolate the model for other test conditions.
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(a) 10% solid concentration (b) 20% solid concentration

(c) 30% solid concentration

Figure 6.18: Normalised wear profiles at varying solid concentration by weight for

Carbon Steel 1018. Wear profiles taken at t=0.025s along z=0. Normalisation of

wear depth is based on min-max normalisation across all solid concentrations.
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Solid concentra-

tion

Max normalised

wear depth

Total volume loss

x 10−6

10 %, 0.29 0.20

20%, 0.61 0.35

30 % 1 0.48

Table 6.1: Maximium normalised wear depth and total volume loss at varying solid

concentrations for garnet particles at time t=0.025s. Normalisation of wear depth

is based on min-max normalisation across all solid concentrations.

Figure 6.19: Maximum normalised wear depth is proportional to the solid concen-

tration for garnet particles with Carbon Steel 1018 at t=0.025s.
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Figure 6.20: Total volume loss with varying solid concentrations using garnet par-

ticles with Carbon Steel 1018 at t=0.025s.

The artificial scaling of acceleration factor to speed up the effect of wear was

able to increase the rate of wear without impacting on the behaviour of the particle-

fluid and particle-wall interactions up to an acceleration factor of 1000. However,

at an acceleration factor of 2000, it is evident that acceleration factor does have an

impact on the wear profile with additional wear experienced towards the end of the

Coriolis tester arm. Increasing the acceleration factor increases the significance of

the coupling between the local fluid and wear. The wear experienced by a single

representative particle is removing materials disproportionately faster than the time

scale allows, thus causing an effect on the coupling between the local fluid flow and

drag, therefore one local eddy experienced upstream can in turn create a greater

influence downstream. As such, this indicates that the default acceleration factor

of 1000 for the simulations as defined in Table 5.1 is within the correct time scale

and did not adversely influence the behaviour of the multiphase flow. Results from

Figure 6.4 show that the relationship between acceleration factor and wear depth

and volume loss trends at just under first order where doubling the acceleration
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factor will only increase its effect on wear profile by a factor of 1.5, this is due to

the particles subject to Coriolis forces, gravity and interphase interactions affecting

the particle trajectory and the subsequent wear relationships.

The effect of the diffusivity factor shows the importance of this scaling when

modelling with representative particles where each impact event is representative of

a larger number of particles in the actual system. This factor smooths out the wear

experienced by a single representative particle through time and space, not just due

to the particle scaling but also acceleration scaling. A low diffusivity factor will over

exaggerate each wear impact event failing to smooth out its effect through space

and time. Higher values of diffusivity factor may over compensate, increasing the

smoothness of the wear profile at the cost of sensitivity to the genuine variance in

wear.

On the study of particle size on wear profiles, larger particles are seen to possess

sufficient inertia compared to the drag from the fluid post particle-wall collisions

to leave the surface for further particle-wall collisions. As a result, a second region

of wear is observed with a shallower region of impact indicating a reduction of

momentum following the initial particle-wall collision. In comparison, fine sand

particles an order of magnitude smaller in diameter than the large garnet particles

remain close to the surface as it travels through the domain as these fine sand

particles are heavily dominated by the fluid drag and do not possess the required

inertial post particle-wall collision to leave the surface of the wall. Therefore, the

wear observed for fine sand particles is due to the sliding motion of the particles as

they travel through the Coriolis tester arm with no definitive region of wear.

The effect of target material properties was investigated using data presented in

Arabnejad et al. [2015b]’s wear model. Carbon Steel 1018 and Stainless Steel 316

were the chosen target materials due to its density being comparable to the experi-

mental target material A05HT (Section 5.4). When the same simulation parameters

were conducted on Stainless Steel 316, Carbon Steel 1018 was more susceptible to

wear, although the wear profiles for the two materials remain similar. This is due to

the fact that the wear profiles with the distinct regions of wear is primarily driven by

particle size and trajectory whereas the magnitude of wear driven by the cutting and
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deformation erosion factors made up of empirical data. From the wear equation, the

cutting erosion ratio is given as a function of Vickers hardness where ERc ∝ 1√
Hv

.

As Stainless Steel 316 has a Vickers hardness of 224GPa which is almost double

that of Carbon Steel 1018 at 131GPa, this result in a smaller contribution of cutting

erosion factor when presented with the same trajectory parameters. Furthermore,

Stainless Steel has a higher threshold velocity by an order of magnitude at which

deformation erosion factor is relevant which also contributes for the smaller erosion

ratio compared to that of Carbon Steel 1018 despite their similar densities.

Variations of solid concentration of particles was able to show normalised wear

depth and volume loss trends at first order, where doubling the solid concentration

almost doubled the maximum wear depth and volume loss as the rate of wear was

just below first order. The wear profile for garnet particles at varying concentra-

tions maintains the general pattern of two distinct regions of wear but at varying

magnitudes of wear depth. The numerical simulation of the Coriolis tester arm was

able to replicate the profile of the erosion factor at varying ratios of contact and

corresponds well to the data presented in literature.

An understanding of the sensitivity to the modelling parameters as well as the

behaviour of the physical parameters could allow industries to better understand the

wear profile of their equipment under specific operating conditions. This could allow

industries to design components that could help reduce wear through optimising flow

conditions and operating parameters, improve performance and reliability of parts

though better design of these parts and investigating the impact of wear in new

products under development.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

The research presented in this thesis was to develop a new wear modelling framework

capable of modelling multiphase flow with moving boundaries which deforms in

response to wear. The framework provides a comprehensive model incorporating

the modelling of fluid flow, particle motion, wear modelling, boundary movement

and the coupling between these components which has not yet been achieved within

a single model prior to this thesis.Therefore, the ability to computationally model

and simulate these systems would provide a great industrial advantage both from

an economical and safety perspective providing the ability to design systems with

improved performance and reliability.

Existing numerical methods faced limitations in solution accuracy of the model

by failing to take into account the full coupling of the multiphase system, lacking

the ability to dynamically deform boundaries in response to wear or the restrictions

in computational resources when tracking individual particle trajectories in large

domains [Nguyen et al., 2014], In addition, existing wear equations incorporated

for CFD-based wear modelling is empirically based ([Chen et al., 2004], [Agrawal

et al., 2019], [Zhang et al., 2007]), thus restricted to specific test cases and generates

uncertainty when extrapolating to other test conditions [Parsi et al., 2014]. These
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limitations motivated the adoption of the use of adaptive unstructured meshes to

couple the wear equation to boundary movement. A hybrid Eulerian-Lagrangian

multiphase model allowed the use of representative Lagrangian particles retaining

the important particle trajectory information required for accurate wear modelling

whilst parameterised particle-fluid and particle-particle interactions allowed for fast,

fully coupled simulations in large domains. The research in the thesis was able to

demonstrate that such an approach, in this new modelling framework, was able to

predict behaviour of wear profiles and the importance of boundary movement in the

study of wear.

The first use of mesh movement in response to wear presented in this thesis in

Chapter 4, considered the jet impingement simulation in a 2D domain of a jet of

fine particles in water and its effect of wear against a deforming boundary. The

2D test case is a simplified version of the industrially relevant abrasive slurry jet

micro-machining technology. The importance of boundary movement in response

to wear was confirmed as the evolution of the wear profile showed the changes in

particle behaviour and trajectory changes in response to the deforming boundary.

Comparison with a static boundary highlighted the difference in the wear velocity

profile obtained. Both the deforming and static boundaries were observed to have

identical wear velocity along the boundary at first impact before the velocity profile

of the deforming boundary evolved over time decreasing in magnitude over time

while the static case remained at the same magnitude over time. This result agrees

with Nguyen et al. [2014]’s findings that wear is sensitive to the evolution of the sur-

face profile, thus, the importance of including surface deformation when considering

wear modelling.

Following the successful jet impingement test case, the application of boundary

deformation in response to wear was applied to the 3 dimensional geometry of the

Coriolis tester arm in the form of the 3 dimensional backward facing step. The wear

modelling framework was able to successfully simulate the behaviour of differing

particle sizes and its effect on wear. Large 1mm garnet particles created two distinct

wear regions as they possessed sufficient inertia compared to fluid drag forces to

leave the wall surface post particle-wall collision. As a result, further collisions of a
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smaller magnitude created a shallower second region of wear towards the end of the

Coriolis tester arm. In comparison, fine sand particles of 100µm exhibited a different

wear profile under the same simulation conditions as particles remained close to the

surface post particle-wall collision as their behaviour is dominated by Coriolis and

drag forces and they do not possess the required inertia to leave the deforming

surface. Therefore, the wear observed for fine sand particle was representative of

sliding wear with no distinct regions of wear.

Comparison of numerical simulations was made against experimental wear scars

obtained from Weir Minerals for target material A05HT in Chapter 5. The nor-

malised wear profiles between experimental and numerical simulations compared

well and showed good agreement in terms of magnitude and position of first impact

through various slices along the Coriolis tester arm. However, the experimental

wear scar showed a bias towards the left of the sample material with the loss of

the second region of wear in the sample material which was not predicted in the

numerical simulation. This could be due to both non uniform inlet flows and the fi-

nite size of the particles compared to the assumed point particles in the simulations.

Limitation exists for the comparison of numerical simulations against experimental

wear scars due to the fact that the wear model is based on a set of semi-mechanistic

equations, thus still requiring input from empirical parameters (material properties,

critical impact angle) obtained from experimentation conducted from literature. As

such, best attempt was made to match the parameters of numerical simulation as

closely as possible to the experimental data available. Whilst the results shows a

good comparison between simulation and experimental data, it does generate a level

of uncertainty when extrapolating empirically obtained modelling parameters.

The effect of target material properties and critical impact angle was investigated

and the results compared well with that of literature data from [Arabnejad et al.,

2015b]. Simulation of material properties between Carbon Steel 1018 and Stainless

Steel 316 confirmed the relationship of the cutting erosion factor to be a function of

material hardness given by Vickers hardness (ERC ∝ 1√
Hv

). Numerical simulations

involving varying critical impact angle were able to reproduce the a similar erosion

ratio profile for Carbon Steel 1018 for varying impact angles as presented in the
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literature.

The artificial acceleration scaling used to increase the effect of wear experienced

was able to successfully increase the rate of wear without significantly impacting on

the particle-particle and particle-fluid interactions, thus maintaining the expected

two regions of wear for garnet particles with varying magnitudes of wear depth. The

rate of acceleration to wear depth was below a rate of first order.

The application of the pseudo-diffusivity factor used to spread out the effect of

a single wear event in time and space due to the acceleration factor and under-

representation of actual particles through the use of representative particles illus-

trated the importance of this scaling. A low diffusivity factor over exaggerates each

wear event failing to spread out its effect through space and time, however, at larger

diffusivity factors, there may be a risk of over smoothing at the cost of sensitivity to

the genuine variation in wear. This loss of genuine variation in wear was observed

for the case where the diffusivity factor was set to 0.004 for the simulation of garnet

particles on Carbon Steel 1018 where the second region of wear towards the end of

the Coriolis tester arm was smoothed out.

Overall, this research showed the successful implementation of a wear modelling

framework for predicting wear profiles with deforming boundaries. This modelling

framework can now be applied to simulate a variety of wear problem with industrial

relevance, such as the simulation of wear in pipes with elbow bends and plugged

tees common used in industry [Chen et al., 2004]. It has the potential to allow

industries to better understand the wear profile of their equipment under specific

operating conditions Providing industries with the ability to design components that

could help reduce wear through optimising flow conditions and operating parameters,

improve performance and reliability of parts though better design of these parts and

investigating the impact of wear in new products under development. The wear

modelling framework can be further enhanced by adding complexity in the modelling

of particles and in order to improve on this framework, the following next steps are

proposed.
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7.2 Potential Areas for Future Work

The results in this thesis proved the capability of the wear modelling framework

in predicting the behaviour of wear when surface deformation is considered. There

are many more avenues of investigation and features that are beneficial which can

further develop the basis of the wear modelling framework. These are summarised

below:

1. Finite sized particles For larger particles, it is important to capture the effect

on size of the particles during particle-wall collisions as there will be areas into which

the centre of the particles cannot travel. As such, there should exist a region around

the boundaries of the domain where wear and boundary deformation cannot occur.

2. Distribution of particle sizes Although simulations presented in this research

were based on single sized particles, there is the opportunity to extend this research

and enable a distribution of particle sizes within the framework through the coupling

of the fluid to multiple instances of the Lagrangian particle model each consisting

of a single sized particle. This would make the slurry mixture more representative

of real-life scenarios.

3. Distribution of particle shapes This research was limited to the study of

sand particles with a sharpness factor of Fs = 0.5. Similar to the distribution of

particle sizes, the framework would be more industrially relevant should it consider

a distribution of particle shapes with varying sharpness factor. This capability can

be applied in a similar fashion to that for distributing particle sizes through the

initialisation of multiple instances of the particle model coupled to the Fluidity

framework.

4. Implementation of shear and bulk viscosity for KTGFAs stated in Section

2.4.2, the solid stress tensor has been simplified to only include the solid pressure

term excluding shear and bulk viscosity. The shear viscosity contains the kinetic and

collision part of the particle-particle momentum exchange, whereas the bulk viscosity

accounts for the resistance of these particles to compression and expansion. While

the effects of these components are negligible as the fluidity across the domain is
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relatively dilute, implementing the inclusion of these viscosities would broaden the

applicability of this modelling framework to a great range of scenarios.

5. Industrially relevant geometries - centrifugal pump To fully leverage the

potential of this wear modelling framework, numerical simulations of industrially rel-

evant geometries involving large complex domains should be studied. An example of

a relevant system is the centrifugal pump where there complexity exists with the ge-

ometry involving a rotating impeller enclosed within a stationery casing. Challenges

in fluid fields exist as they are difficult to resolve in the narrow throatbush region of

the pump between the impeller and casing as seen in Figure 7.1. Furthermore, the

scale of these simulations is often infeasible with a DEM approach when tracking

particles within the whole domain for the study of wear. There is no literature in-

volving the simulation of fully coupled simulations of pump geometries taking into

account the rotation of the impeller enclosed in a stationary casing with impellers

which also deforms in response to wear. Initial work has been conducted in the

simulation of particle motion within a centrifugal pump with rotating impellers as

seen in Figure 7.2 The ability to numerically simulate wear in the centrifugal pump

will prove invaluable to many industries.

Figure 7.1: Cross-section of centrifugal pump highlighting the narrow throatbush

region between impeller and casing.
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Figure 7.2: Particle flow within a centrifugal pump with rotating impellers. Arrows

depict the particle velocity magnitude and direction.
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