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Abstract 

Flying insects use visual, mechanosensory, and proprioceptive information to control their 

movements, both when on the ground and when airborne. Exploiting visual information for 

motor control is significantly simplified if the eyes remain aligned with the external horizon. 

In fast flying insects, head rotations relative to the body enable gaze stabilisation during high-

speed manoeuvres or externally caused attitude changes due to turbulent air. 

Previous behavioural studies into gaze stabilisation suffered from the dynamic properties 

of the supplying sensor systems and those of the neck motor system being convolved. 

Specifically, stabilisation of the head in Dipteran flies responding to induced thorax roll 

involves feed forward information from the mechanosensory halteres, as well as feedback 

information from the visual systems. To fully understand the functional design of the blowfly 

gaze stabilisation system as a whole, the neck motor system needs to be investigated 

independently. 

Through X-ray micro-computed tomography (µCT), high resolution 3D data has become 

available, and using staining techniques developed in collaboration with the Natural History 

Museum London, detailed anatomical data can be extracted. This resulted in a full 3-

dimensional anatomical representation of the 21 neck muscle pairs and neighbouring cuticula 

structures which comprise the blowfly neck motor system. 

Currently, on the work presented in my PhD thesis, µCT data are being used to infer 

function from structure by creating a biomechanical model of the neck motor system. This 

effort aims to determine the specific function of each muscle individually, and is likely to 

inform the design of artificial gaze stabilisation systems. Any such design would incorporate 

both sensory and motor systems as well as the control architecture converting sensor signals 

into motor commands under the given physical constraints of the system as a whole. 
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1 Introduction 

1.1 Background 

The blowfly, Calliphora vicina, has long been a subject of great interest for researchers 

from many disciplines. There are many good reasons for this, such as remarkable aerial 

manoeuvrability, gust tolerance and overall energy efficiency, as well as the more practical 

considerations such as the ease and speed with which they can be bred under laboratory 

conditions. Blowflies are equipped with a wide range of sensors which they use to achieve 

remarkable feats of aerobatics despite minimal energy consumption and a relatively simple 

nervous system. Current man-made efforts (e.g. Micro air vehicles or MAVs) towards 

autonomous flight on a similar scale are left found wanting by comparison. It is perhaps only 

natural, therefore, that we seek to learn the functional principles underpinning natural flight, 

which have been validated by millions of years of evolution.  

One key aspect of flight control is gaze stabilisation – the reflex which maintains a fixed 

and level eye position in response to external perturbations. In the blowfly, since its eyes are 

fixed in its head, this amounts to stabilising the entire head. The blowfly has been shown to 

stabilise its gaze quickly and effectively, and its status as a model organism (with a 

subsequently large body of research to draw on) makes it an excellent animal in which to 

study this reflex. Furthermore, its relatively simple nervous system (~105 neurons) along with 

well characterised behavioural responses to common stimuli make it suitable for researching 

the neuronal framework for sensorimotor transformations in general. Much work has been 

done to understand how the blowfly senses its surroundings, but comparatively little into 

understanding the motor systems which these sensors inform. This is, perhaps, most true of 

the neck motor system (NMS) which is directly responsible for gaze stabilisation. 

1.1.1 Gaze stabilisation 

Many animals have, through necessity, evolved a gaze stabilisation reflex. In humans, it 

has been known for some time that we analyse our surroundings using a “fixate and saccade” 

process [1]. This is where our eyes, unbeknownst to their owner, make rapid darting 

movements between salient features in the field of view, followed by periods of motionless 

fixation of gaze. Interestingly, this saccadic approach to visual analysis is far from unique to 

humans; in fact it is present even across phyla and where the animal’s eyes are fixed in the 
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head [2], such as in the blowfly. In this case, the neck can provide saccadic motion without 

the need for the eyes to be able to rotate within the head [3]. These saccadic movements are 

used during flight to stabilise gaze during high speed manoeuvres. 

One possible motivation for why any animal would want to stabilise gaze is to reduce 

motion blur. This is caused by either locomotion of the animal in question, or if part of the 

visual scene is moving. Motion blurring is a fundamental constraint of any visual system, as 

there is a finite response time for a photoreceptor to transduce a visual stimulus. Additionally, 

when travelling in a straight line, the radial motion blur and perceived movements of 

surrounding objects provides information about one’s velocity [4]. This aspect of visual 

perception in a moving animal, known as optic flow, has been shown to be used by blowflies 

to estimate their own velocity [5, 6]. Adding a rotational component to this greatly reduces 

the amount of information which can be exploited from optic flow [7]. In this way, using 

visual information to inform motor commands is greatly simplified if the eyes remain aligned 

with the external horizon. 

The blowfly is able to tolerate a high level of visual 

movement before its perception starts to blur 

(approximately 1 order of magnitude greater than 

humans) [3, 8]. This is partly due to a shorter 

photoreceptor response time, but largely down to a 

trade-off of spatial acuity in exchange for wider 

acceptance angles for the photoreceptors in the 

compound eye. This allows the blowfly to tolerate 

angular speeds of up to 200os-1 before motion blur 

occurs [9]. To prevent blur at even higher speeds, the 

fly performs compensatory head movements in 

response to perturbations of their body via the neck 

motor system [10, 11]. An example of these 

compensatory head movements is shown in Figure 

1-1 where the fly’s tethered thorax has been rotated 

about the roll axis (tether indicated by high contrast 

white stripes), but its head remains level. 

Fly gaze stabilisation has been well documented, but we lack a full understanding of the 

sequence of events which take the fly from induced thorax movement to compensatory head 

Figure 1-1. A tethered blowfly making 

compensatory head rotation. This is in 

response to induced thorax rotation (tether 

highlighted with high-contrast white lines). 

The angle of the tether indicates the thorax 

rotation. Note the near 0o angular rotation 

of the head. 
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movement. This must be a multisensory process, and much work has been done towards 

understanding the exact mechanisms behind this multisensory integration [11-14].  

1.1.2 Multisensory integration 

The compound eyes are the primary visual sensors in the blowfly. These give the fly a 

highly panoramic view, where each eye is comprised of thousands of individual facets. With 

around two thirds of the total neurons in the brain dedicated to processing vision [15], the 

compound eyes are clearly an important part of flight control. With other sensors removed, 

they have been shown to provide sufficient information for basic, if highly impaired, flight 

[10]. Strausfeld et al. [15, 16], offer a detailed account of the neuroanatomy and functional 

organisation pertaining to the fly’s visual system. At a basic level, beneath the facets of the 

compound eye lies the retina, followed by three visual neuropils (Figure 1-3). It is within the 

third of these, the lobula plate, where the spatially integrated output from large regions of the 

visual field have been identified [13]. The stimulus response latency for these neurons is in 

the range of 20-30ms [14, 17]. 

A substantial amount of the fly’s mechanosensory information comes from the halteres. 

These are the hindwings of Dipteran flies which have evolved into mechanosensory organs 

which beat in anti-phase with the wings. Coriolis forces induced by movements of the fly’s 

body push the halteres out of their normal rotation plane, deforming strain sensors at the base, 

resulting in signal transduction [18, 19]. This signal encodes angular velocity, and provides 

vital feed-forward information which the fly uses to inform the NMS in order to perform 

compensatory head movements [20, 21]. The latency of this response is approximately 5ms 

[22, 23], and removal of the halteres severely impairs flight [18]. Recently, studies in 

Drosophila have shown that halteres have a secondary function as a metronomic clock, which 

are able to regulate the beating of the forewings [24]. Other studies into cranefly halteres 

using finite element modelling have shown that torsional deformations along their entire 

length (i.e. not solely at the base of the haltere), as well the specific size, shape and 

morphological asymmetries can substantially affect their function [25]. 

We therefore have evidence of neurons receiving inputs from two sensory modalities 

(visual and mechanosensory) which encode the same information: angular velocity. This begs 

the question of how information from these two sensory modalities is combined. It has been 

theorised that, following an induced thorax roll outside the tolerance limit of the compound 

eyes, the fly will initially perform rapid, but crude compensatory head movements as a result 

of sensory input from the halteres [26]. This process, having started before the compound eye 
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has had time to process the optic flow field, reduces the effective angular rotation speed down 

to a range which the compound eye is able to cope with. Visual input from the compound eye 

can then enable the NMS to fine-tune the compensatory head response started by the halteres. 

In this way, multisensory integration combines two sensory modalities to increase the 

dynamic range of the NMS, summarised in the two degree of freedom control diagram, 

suggested by Schwyn et al. [27] (Figure 1-2), and similar to other stabilisation control 

schemes [28]. 

 

Figure 1-2. A proposed controller system for the head of a blowfly in response to induced thorax roll to achieve 

gaze stabilisation. This is a simplified controller incorporating only what are deemed to be the major 

components involved: FH – the transfer function for the feed-forward response of the halteres. FCE – the transfer 

function for the feedback response of the compound eyes. FNM – the transfer function for the neck motor system 

output. 

There is no doubt that many other systems contribute to gaze stabilisation as well, and it is 

important to keep in mind the organic sensory equipment that we are overlooking; below is a 

brief description of some other important sensory organs: 

i) The ocelli, a triad of lenses on the top of the fly’s head form the secondary visual 

system. These rudimentary eyes, which view the upper hemisphere of the fly’s visual 

field, measure basic light intensity over their entire visual field, effectively 

discriminating between land and sky [29]. This provides the fly with a rapid estimate 

of attitude change, much faster than that of the compound eye, with a latency of 

approximately 6ms [30]. 

ii) The prosternal organs, a pair of superficial mechanosensory hair fields in the neck 

region which sense pitch and roll head movements [31]. 

iii) The antennae of winged insects contain mechanoreceptors, thermoreceptors, 

chemoreceptors and hygroreceptors, and have been linked with flight control [32]. 

iv) Wing campaniform sensilla are mechanoreceptors (known as wing load sensors) 

which cover the surface of the wings of the fly; as the wing transforms during flight, 
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these receptors are deformed, transducing the signal, providing feedback crucial for 

flight control [33, 34].  

While it has been shown that (i) and (ii) contribute to gaze stabilisation, it is believed that 

their contributions are smaller than that of the compound eye or haltere [31, 35].  While both 

(iii) and (iv) have a strong involvement in flight control [26], a direct link to gaze 

stabilisation has not yet been identified.  

1.1.3 Neck motor neurons 

Within the neuroanatomy of the blowfly brain (Figure 1-3), the lobula plate has been 

shown to be vital for processing visual information [36]. Within this region, there are 

individually identifiable lobula plate tangential cells (LPTCs), which have been shown to 

have directionally selective receptive 

fields [37]. The receptive field properties 

of a LPTC is determined by the output of 

many elementary motion detectors 

(EMDs) [36]. Depending on the specific 

selection of EMD outputs, each receptive 

field is matched  to a particular optic 

flow field and thus enables the LPTC to 

indicate the presence of a particular self-

motion component [6]. Many of the 

receptive fields of these cells have been 

characterised, specifically vertical (VS) 

or horizontal (HS) cells, according to the 

direction of motion they respond to most 

strongly given a wide-field stimulus (i.e. 

over a large proportion of the visual 

field) [13, 38]. It has also been shown 

that many neck motor neurons (NMNs) 

have receptive fields, which show a high 

degree of similarity to those of the 

synaptically linked LPTCs [39]. The 

sensorimotor transformation in the 

visuomotor pathway is achieved by selectively integrating local motion signals (EMDs) on 

Figure 1-3. µCT scan of the head of a blowfly.  

The regions pertaining to the visual system have been 

magnified: The ommatidia extending from the surface of the 

compound eye to the base of the retina are clearly visible 

(1). The first visual neuropil, the lamina (2), receives 

information from the retina, which, in turn, transmits 

information to second visual neuropil, the medulla (3). The 

inverted retinotopic mapping between (2) and (3) can be 

seen in the region of (5), as the axons cross over one 

another. Lastly, there is another inverted retinotopic 

mapping between (3) and (4), the third neuropil, consisting 

of the anterior lobula (underneath (4), larger and oval 

shaped) and the lobula plate (6) - very thin plate underneath 

anterior lobula). 
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the dendrites of the LPTCs. However, what is missing from this picture are the contributions 

to motor output from other sensory modalities [12, 39]. Pioneering studies into the NMS of 

the fly describe in detail 21 pairs of muscles involved directly and indirectly in moving the 

head [40, 41]. Additionally, it is shown that in almost all cases, one individual NMN 

innervates each of these neck muscles [41]. By determining the exact function or set of 

functions for each muscle, the receptive fields of these NMNs can be matched to a specific 

functional role relating to gaze stabilisation. 

What remains is to understand how the NMS transforms the sensory input into specific 

head rotations to achieve a level gaze. To be able to advance our understanding, the 

functional organisation of the NMS is required, based on its biomechanical properties. One 

way to achieve this objective is the use of imaging methods which enable a structural analysis 

at the micrometer scale resulting in a 3D reconstruction of the system. These data would then 

provide the basis for a better understanding of the system’s properties using a variety of 

approaches, as will be demonstrated in this thesis. Once a 3D model is established and its 

properties, such as the pulling planes of muscles, are understood, the question could be 

addressed: How are the sensor signals converted into a muscle activation pattern that 

generates compensatory head movements? 

Previous studies, [40, 41] in which a 3D picture was built through histological slices are 

not sufficiently accurate due to the inherently destructive nature of histologically slicing a 

specimen. For this, I require a method of acquiring accurate 3D information about the 

functional morphology of the blowfly neck motor system, in such a way that leaves the 

specimen intact: x-ray micro-computed tomography (µCT). 

1.2 X-ray based imaging methods 

1.2.1 µCT 

Reliable knowledge of both internal and external structures in a 3D environment is 

essential to comparative, developmental and functional studies into animal morphology. µCT 

has been shown to be an effective tool in gaining access to this information in a minimally 

destructive way, to the extent that it has been widely used to catalogue valuable museum 

specimen [42-45]. 3D imagery of the neck motor system of the blowfly would enable much 

deeper analysis than was possible through previous histological techniques [41]. It is known 

the fly’s various sensory organs are tuned to measure state changes in highly non-orthogonal 

terms [26, 46]. What is not known is whether the motor systems which receive input from 
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these sensors are also configured in the same way; by analysing the detailed 3D structure of 

the neck and head of the blowfly, we hope to be able to better understand the relationship 

between its sensory and neck motor co-ordinate systems. 

Precise details of the acquisition of the µCT data are documented in Chapter 2. 

Furthermore, the data acquired through µCT will serve as the basis for much of the work that 

is to follow. For this reason, much of Chapter 2 is focused on methods to maximise the utility 

of the µCT data that we acquire, in order to build the foundations for the remainder of this 

thesis. 

1.2.2 Synchrotron 

A further x-ray-based method utilises synchrotron radiation, which has been widely used 

in all areas of natural sciences [47], specifically to gain insight into insect physiology [48-50]. 

In the blowfly, Schwyn et al. uncovered the dynamic characteristics of its flight motor 

system, including length changes in the dorsoventral flight muscles and buckling tendons in 

the steering muscles [27]. Much of this is possible due to the sub-millisecond acquisition 

times made possible by synchrotron imaging, enabling sufficient sampling to investigate 

some natural movements in live animals without aliasing. Combined with a spatial resolution 

in the range of 1µm, synchrotron facilities allow non-invasive imaging of the interior 

architecture of living, moving organisms. Specifics of synchrotron imaging used in this study 

are detailed in Chapter 5. 

1.3 Aims 

Through µCT, I aim to acquire high resolution 3D morphological data of preserved flies 

using customised preparation methods designed to maximum the information that can be 

extracted. These data are then analysed to extract all of the mechanical elements of the neck 

motor system: the neck muscles, tendons and a portion of nearby cuticular elements. This 

provides vital information such as the pulling planes of direct and indirect neck muscles with 

respect to the fly’s head and upper thorax. Guided by the 3D anatomical model of the blowfly 

neck motor system, I perform direct electrical stimulation experiments on accessible neck 

muscles and record the resulting head movements. This allows me to determine the function 

of the muscles within the neck motor system. To quickly and reliably interpret the head 

movements which follow muscle stimulation, I create a detailed surface model of the 

blowfly’s head to serve as a template to match against behavioural video data of the fly. What 



1. Introduction   

 

18 

 

follows is to create software which matches the head movements of the fly to the surface 

model, and automatically extracts the head rotation angles (roll, pitch and yaw) of the fly 

head. Finally, I transform the µCT-derived anatomical model of the blowfly neck motor 

system into a functional biomechanical model using finite element techniques. This model 

will help to understand and characterise the neck motor system’s functional properties. 
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2 µCT preparations and application 

This chapter focuses on the acquisition and analysis of x-ray based micro-computed 

tomography (µCT) data obtained in the blowfly, Calliphora vicina. This 3D morphological 

dataset presented will form the backbone of much of the work described in later chapters. The 

following is an account of how the µCT data was acquired and subsequently, how it will 

inform the development of a biomechanical model of the neck motor system of the blowfly to 

further study the functional morphological properties underlying fly gaze stabilisation. Much 

of this chapter has been adapted for publication and was published by Swart et al. [51]. 

2.1 Introduction 

Detailed knowledge of the shape and arrangement of anatomical structures is crucial in 

research areas ranging from taxonomy and systematics to biomechanics and physiology. 

Ideally, such data should be gathered in structurally intact animals, thereby minimising loss 

or distortion of morphological features. For comparative studies, this would help to identify 

and describe homolog structures, as well as their species-specific morphological adaptations. 

Conventional techniques used for morphological studies, including light or confocal 

microscopy, provide the required spatial resolution and tissue contrast, but the preparation of 

specimens is exceedingly time consuming. It may also lead to partial destruction of the 

specimens, resulting in distortions or loss of morphological information. The excessive 

amount of time spent in preparing microscopy datasets quite often prohibits studying a 

sufficiently large number of specimens required for a thorough statistical analysis. To 

overcome these limitations, novel techniques are needed that provide sufficient resolution 

without loss of information or distortion, enable high throughput by means of computer-aided 

analysis, and preserve the specimens for collection or future comparative studies. Such 

techniques would substantially benefit work in all research areas that rely on functional 

anatomical data. 

µCT, in conjunction with differential contrast enhancement, has been shown to address 

these demands [44, 52-54]. This technique resolves small structural details down to the 

micrometer scale, while enabling high throughput and the possibility for automated image 

analysis of data obtained from structurally intact specimens. Besides dehydration and 

fixation, neither a major dissection nor sectioning of the specimens are required, which 



2. µCT preparations and application   

 

20 

 

minimises the distortions and thus the loss of structural information. The primary drawback 

of the technique is that transmission X-ray imaging provides little native soft-tissue contrast. 

Image formation, in most cases, is simply based on the absorption of X-rays as they pass 

through the tissue. The factor determining contrast is the difference in the linear X-ray 

attenuation coefficient between tissues. This coefficient is large for metal and bone, and small 

for water and soft tissues.  

Recent improvements in µCT imaging quality were made by using different fixatives as 

well as different contrast agents [44, 53-64]. Iodine and phosphotungstic acid (PTA) have 

proven to be potent contrasting agents for µCT imaging of soft tissue in both vertebrate and 

invertebrate specimens[44]. While osmium-tetroxide has also been shown to be an effective 

staining agent[60], the extra difficulty in handling the substance due to its toxicity was a key 

prohibiting factor. Using critical point drying [44] as a preparation method was also 

considered, but preliminary tests performed in collaboration with the Natural History 

Museum showed the staining would provide similar, perhaps slightly inferior stains to that of 

Iodine- and PTA-based scans, and the specimens are considerably more difficult to 

prepare[27, 44]. Quantitative studies revealing the contrast gains with different staining 

regimes are still lacking. To enable the desired analysis level of µCT preparations, I introduce 

a novel method of quantifying tissue contrast. 

The aims of this Chapter are to: 

• Test several specimen preparation methods, all of which allow for increased 

differentiation between soft tissues in a CT scan. 

• Implement a quantitative method for comparing the relative contrast between two 

tissues. Use this method to determine the optimal staining regime for the neck 

motor system of the blowfly to maximise tissue discriminability. 

• Identify and then digitally label and segment all of the separate elements of the 

blowfly neck motor system in 3D. 

2.2 Materials and Methods 

2.2.1 Animals 

Five adult Calliphora vicina were collected from our laboratory colony. The colony was 

maintained at approximately 23˚C with a lighting cycle of 12:12h (light:dark), adults were 
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provided with sugar, water and one protein meal, larvae were fed on pork liver. For the 

experiments, both male and female flies between 2 and 4 days old were selected. 

2.2.2 Preparation of animals 

Adult flies were cold-immobilised, and their legs, wings and abdomen were removed. To 

facilitate easier tissue perfusion with the fixative as well as the staining solution, the distal 

third of the thorax was also removed. The dissections were performed with the specimen 

entirely submerged in 100% ethanol to prevent air bubbles in the specimen. Immediately 

following the dissection, the flies were transferred to vials of 100% ethanol where they were 

left for two days to fix at room temperature. The same was done for flies fixed in a 2% 

paraformaldehyde (PFA) solution, except these were left for 1 day at room temperature. This 

was because preliminary tests suggested that 1 day was insufficient time for ethanol to 

adequately fix the tissue. 

2.2.3 Staining of specimen for scanning 

Two different fixatives were tested (a) alongside two different 

staining solutions (b) in order to determine the optimal protocol: 

a) 100% ethanol fixative compared with a paraformaldehyde 

(PFA) fix; 2% PFA in Sorensen’s buffer1. 

b) 1% Iodine solution in 100% ethanol compared with 0.5% 

phosphotungstic acid (PTA) in 70% ethanol[44]. 

Therefore, four different combinations of stain/fixative were used. 

In addition to the two Iodine conditions, one fly fixed in ethanol (as 

above), stained in 1% Lugol’s solution (1% iodine and 2% potassium 

iodide mixed in distilled water) was prepared. Table 1 outlines the 

combination of staining and fixing methods applied to the flies. 

Specimens treated with the different staining and fixatives were stored 

at room temperature for 3 days. Thirty minutes prior to CT scanning, 

samples were washed three times (once every 10 minutes) in 70% 

ethanol. Three specimens (of the same stain) were scanned 

simultaneously in small plastic tubes filled with 70% ethanol, 

separated by cotton wool (Figure 2-1). The cotton wool is inserted 

 

1 {0.2M NaH2PO4*2H20 (35.6g/l)  +  0.2M Na2HPO4*2H20 (27.6g/l)} 

Figure 2-1. Schematic of 

scanning setup. Further 

explanation in text. 
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between the flies, as it allows them to be easily separated (in software) once the 3D volumes 

have been reconstructed. Each batch of 3 specimens was scanned every day at the same time 

for 5 days – reflecting 3, 4, 5, 6, and 7 days of fixative and staining treatment. After scanning, 

each specimen was returned to its 5ml vial containing a refreshed solution and left at room 

temperature to continue uptake of stain. 

Table 1. Table of fixatives and stains. 0.5% PTA solution is made by dissolving 500mg of PTA in 100ml of 70% 

Ethanol. 2% PFA solution is made by dissolving 2g of PFA in 100ml of Sorensen’s buffer (note: dissolved by 

heating and stirring overnight with a magnetic stirrer). 1% Iodine solution is made up by dissolving 1g of 

elemental Iodine(I2) in 100ml of 100% Ethanol. 1% Lugol’s Solution consists of 1% elemental Iodine (I2) and 

2% Potassium Iodide (KI) in distilled water. 

Abbreviation Fix Stain Notes 

ETH – PTA Ethanol PTA Fixed in 100% Ethanol, stained in 

0.5% PTA solution. 

PFA - PTA PFA PTA Fixed in 2% PFA solution, stained in 

0.5% PTA solution. 

ETH - Iodine Ethanol Iodine Fixed in 100% Ethanol, stained in 1% 

Iodine solution. 

PFA - Iodine PFA Iodine Fixed in 2% PFA solution, stained in 

1% Iodine solution. 

ETH - Lugol Ethanol Lugol’s Iodine Fixed in 100% Ethanol, stained in 1% 

Lugol’s Iodine. 

2.2.4 µCT scanning and settings 

CT scans were performed using a Nikon Metris XTek HMX ST 225. All samples were 

scanned using the same x-ray energy spectrum (Bremsstrahlung created by 120 keV electrons 

on a molybdenum target; the electron current was 180 μA). Each scan lasted 26 minutes, 

acquiring 3142 projections with an exposure duration of 500ms each. 

2.2.5 Simple contrast ratio 

The 3D volumes were reconstructed as 16-bit greyscale values, used to determine the 

contrast ratio, which was quantified as the difference in mean greyvalue between patches of 

background and tissue, divided by the mean background greyvalue:  

 contrast ratio = 
tissue background

background

 



−
 (1)  
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Figure 2-2. Soft tissue measurement locations. Nomenclature taken from Strausfeld et al. (1987). a) Horizontal 

section of the upper thorax and head. Tissue types used for the measurements are labelled: The large muscle (1) 

greyvalue measurements are taken from the dorsoventral flight muscles. The small muscle (2) greyvalue 

measurements are taken from the oblique horizontal neck muscles. The thick cuticle (3) greyvalue measurements 

are taken from the tentorial bar. The thin cuticle (4) greyvalue measurements are taken from the cervical 

sclerite. The background (6) greyvalue measurements are taken from the ethanol filled spaces surrounding the 

fly. b) Horizontal section of the upper thorax, anterior to the slice shown in a). A subset of the 7 neuropils 

included in the characterisation of neural tissue (5) is visible in this slice. Additionally, the background values 

(6) and the large flight muscles (1) are visualised. c) Horizontal slice with an arrow superimposed on the large 

flight muscles. The arrow forms the x-axis of the graph shown in the next subpanel. d) Greyscale profile along 

the white line in c). The y-axis gives the corresponding normalised greyscale values. 
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It was assumed that the background was a homogenous liquid and therefore all variations 

in background signal depended solely on the scanning or reconstruction processes. Greyscale 

values used in calculating contrast ratios for tissues were based on the average across all 

individual measurements for each tissue. 

For each tissue type, between 6 and 8 contrast measurements were taken and averaged to 

give the mean tissue greyvalue, 𝜇𝑡𝑖𝑠𝑠𝑢𝑒. A large area of pixels in the background region in 

Figure 2-2a (region 6) was averaged, yielding 𝜇𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑, which is the greyvalue for the 

ethanol solution surrounding the fixed tissue. These were calculated for each stain/fix 

combination, and for each day of scanning. The contrast ratio is a simple measure and easy to 

obtain. It was therefore used to determine the stain progression as a function of time. 

2.2.6 Probabilistic tissue contrast 

To give a more detailed assessment of the threshold-based discriminability between 

tissues, I introduced a new contrast measure, as outlined below. This measure is grounded in 

statistical analysis and requires a larger sample size for reliable calculations, which will be 

addressed at the end of this section. We assume that Gaussian functions: 
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represent the distributions of the greyvalues of two different tissues with mean values μ1 

and μ2, where σ1>σ2. The probabilistic tissue contrast, PTC, is defined as follows: 

 1 1 1 2 2 2 1 1 1( 1, 2) ( , , ) ( , , ) ( , , )
A B

A B

x x

x x

PTC tissue tissue N x dx N dx dxxNx


−

=   +   +      (4) 

where A Bx x . Ax  and Bx  represent the two intersection points of the probability 

distributions 1N  and 2N . These intersection points can be found using Equations (2) and (3): 
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These are two real-valued intersection points, except in the trivial case 2 1 = , where 

there exists only one intersection point at 1 2

2
Ax

 +
= . In this case equation (4) simplifies 

to: 

 1 1 1 2 2 2 1 2( , , ) ( , , ) ,
A

A

x

x

N dxN x dx x where  
−





  +      (7) 

The PTC reflects the probability that, given a sample taken randomly from the union of 

both distributions, the sample is wrongly classified; i.e. it was assigned to the distribution 

other than the one it truly belongs to. In this way, a low PTC value (close to zero) represents 

a high degree of discriminability between the two tissues. This is demonstrated in the 

examples shown in Figure 2-3. 

The contrast measure defined above gives a detailed and accurate view of the 

discriminability between tissues; however, it also requires a large sample size. It will 

therefore only be used on the fully stained (day 7) scanning conditions to compare the 

efficacy of different staining regimes in detail. 

Given sufficient staining, the segmentation process used to create the renderings shown in 

Figure 2-4 is largely automatic. Manual input is only required when choosing a greyscale 

threshold and defining a region of interest, shown in Figure 2-2c and Figure 2-2d, where a 

normalised threshold value of approximately 0.4 is chosen. Choosing a threshold becomes 

trivial due to the large difference in contrast between the tissue types and the background; 

this enables the segmentation of a clearly defined single muscle that is easily distinguished 

from the background tissues (see Figure 2-4, image 1). 
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Figure 2-3. Probabilistic contrast measure example. a) A simplistic two tissue discrimination. On the left, the 

probability distribution for the thin cuticle tissue over a 16bit greyvalue range is shown. The probability 

distribution on the right shows the greyvalues of small muscle tissue type. The highlighted section indicates the 

overlap between the two distributions and therefore the discrimination error when applying a blanket threshold 

– in this example the threshold would be at around 0.25 on the x-axis. The area of the highlighted region gives 

the probabilistic tissue contrast (PTC) as a value between 0 and 1. b) The same comparison of tissue probability 

distributions with all other measured tissue types included. The small muscle tissue type is contrasted against 

all other tissue types to determine its overall discriminability. c) The same distribution as in panel B, zoomed-in 

into the region of interest which shows the pairwise overlap between the probability distributions of the small 

muscle tissue type and all other tissue types. d) The cumulative overlap between the small muscle tissue type 

probability distribution and all others, giving the overall PTC for the small muscle tissue type. In this case, the 

value is close to 1, giving a low degree of discriminability. 
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2.2.7 Tissue types 

For comparison, specific anatomical structures were selected and provide a size parameter 

in addition to the contrast values characterising each of the following tissue types: 

• For large muscles, the right dorsoventral flight muscle was selected (Figure 2-2, Figure 

2-4), and the volume of the muscle measured. 

• For small muscles, a pair of neck muscles, the oblique horizontal muscles[9] 

(Nomenclature relating to neck muscles and associated cuticula is taken from Strausfeld, 

1987) were selected (Figure 2-2a, Figure 2-4) and their volume measured. The volumes 

of both muscles combined was measured and subsequently halved, because the close 

proximity of the muscles made it difficult to separate them individually. 

• For thick cuticle, the tentorial bar[41] was selected (Figure 2-2a, Figure 2-4). It is 

approximately cylindrical in shape. Therefore, its diameter was measured. 

• For thin cuticle, the cervical sclerite[41] was selected (Figure 2-2a, Figure 2-4). It forms a 

covering sheet over a group of muscles. Here, the sheet thickness was measured. 

• For neural tissue, various neuropils within the thoracic ganglion (Figure 2-2b, Figure 2-4) 

were analysed. These are 7 neuropils, interconnected and branching out to various 

locations in the head, thorax and abdomen. The total volume of these neuropils was 

measured. 

 

Care has been taken to select candidate structures for each tissue type which were in close 

proximity to one another. To compare the uptake of the contrast agent across the five 

scanning days, the distance between the five different tissues was minimised. Therefore, 

flight muscles close to the neck were chosen to be compared with neck muscles and cuticular 

structures in the neck region. Lastly, to assess neural tissue, neuropils in the prothoracic 

ganglion close to the selected flight and neck muscles were selected. Choosing neighbouring 

muscles also helped reduce any variability from CT reconstruction due to varying distance 

from the centre of rotation. 

 

2.2.8 Stain Uptake 

In addition to measuring greyscale values, the stain uptake was estimated by diffusion 

through the background ethanol. The uptake rate close to the incision was approximated by a 

sigmoidal, or error, function with respect to time, according to a one-dimensional solution to 
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Fick’s law[65]. Modelling this, however, was beyond the scope of this study. The one-

dimensional simplification assumes the axis used for the uptake is measured from the incision 

along the length of the specimen toward the head. The stain uptake is measured in two 

different tissues: eyes and flight muscles. 

The stain uptake rate was defined as the distance the stain travels by diffusing through the 

fluid inside the fly per day. Stain uptake rate was measured at the eyes; in terms of distance 

from the incision, this is approximately 5mm, but varies from fly to fly. By selecting the 

same 2D plane in each 3D stack, the total stained circumference of the eye was measured 

each day. For the measurement, it was assumed that the ommatidia in the eyes are stained 

immediately once in contact with the stain. It was further assumed that stain uptake through 

the spiracles, i.e., the entrance to the fly respiratory system, is negligible, compared with 

uptake through the incision.  

The stain uptake rate in the large flight muscles was measured by calculating the stained 

volume as a function of the number of days stained. This was done for the specimens treated 

with ETH-PTA and PFA-PTA to assess the effect of the paraformaldehyde fixative on stain 

uptake rate. 

2.3 Results 

2.3.1 Tissue segmentation 

In this section, a quantitative estimate of the efficacy of each staining procedure is 

provided. Contrast values were calculated for the five tissue types specified previously. The 

following direct measurements give the size parameters for each tissue type: 

1. The volume of the flight muscle (Figure 2-4): µ=0.99mm3, s.d.=0.19mm3, N=5 

2. The volume of the neck muscle (Figure 2-4): µ=0.0043mm3, s.d.=0.0011mm3, N=5. 

3. The diameter of the approximately “w-shaped” tentorial bar or “thick cuticle” 

(Figure 2-4): µ=57µm, s.d.=6.7µm, N=5. 

4. The sheet thickness of the cervical sclerite, or “thin cuticle” (Figure 2-4): µ=25µm, 

s.d.=3.0µm, N=5. 

5. The total volume of the 7 neuropils in the thoracic ganglia (Figure 2-4): 

µ=0.056mm3, s.d.=0.011mm3, N=5). 
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Figure 2-4. 3D semi-automatic segmentation examples. 

1) The right dorsoventral flight muscle (large muscle tissue type), segmented by thresholding out the lower 

background values, and rendered in 3D using Mimics (v14.0, Materialise NV, Leuven, Belgium). 

2) A pair of small neck muscles, the oblique horizontal pair, as described by Strausfeld, 1987. The resulting 

volume measurements of these are halved to get the volume of a single muscle. 

3) A portion of thick cuticle, the tentorial bar. Located inside the head, it serves as an attachment point for a 

number of neck muscles/tendons. 

4) A sheath of thin cuticle which forms a covering over a group of neck muscles. 

5) Seven neuropils with surrounding neural tissue and axons extending from the region. 

1-5) All five tissues with their relative sizes and orientations. The scale bar applies only to this sub-image. 

For each tissue type, the entire tissue was segmented (see Figure 2-4) using a semi-

automatic method. This entailed automatically thresholding out each tissue type within a 

manually specified region. The mean and standard deviations were calculated from between 

103 and 107 measurements, N, depending on the tissue type: For large flight muscles, N~107; 

small neck muscles, N~104; thick cuticle, N~103; thin cuticle, N~103; thoracic ganglion 

neuropils, N~105.  
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2.3.2 Probabilistic tissue contrast measurements 

The probabilistic tissue contrast (PTC) for each tissue was calculated. 

 

Figure 2-5. Quantitative and qualitative comparison of the 5 preparation methods after 5 days of staining. 
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a) A comparison of the day 7 probabilistic tissue contrast (PTC) compared with the background across the 5 

preparation methods for each of the five tissue types. Labels along the x-axis show the abbreviations for the 

staining regime. The y-axis shows the log likelihood of misclassification for each tissue type i.e. its PTC. As a 

rough guide, 10-3 is the level at which automatic thresholding becomes possible, as indicated with a dotted line. 

Subfigures (a) and (b) have been arranged such that the larger the bar, the better the contrast for the respective 

tissue type. b) A comparison of the day 7 probabilistic tissue contrast for each tissue when compared with all 

other tissue types. For simplicity the two muscle types and the two cuticle types have been combined. (c-f) show 

horizontal slices of ETH-PTA (c), PFA-PTA (d), ETH-Lugol (e), PFA-Iodine (f) at approximately the same 

depth and orientation. The slice for ETH-Iodine exhibits similarly poor contrast to that of PFA-Iodine and is 

omitted for brevity. 

Low concentration (0.15%) iodine solution shows generally poor contrast as shown in 

Figure 2-5. A PTC of 10-3 is the approximate level at which automatic thresholding becomes 

possible (indicated in Figure 2-5a). This means that 1 in every 1000 voxels will be 

misclassified when segmenting out a particular tissue. For the low concentration iodine 

solution, only the muscles come close to meeting this criterion. Higher concentration (1%) 

Lugol’s Solution exhibits very good contrast for all tissues against the background 

greyvalues, allowing for automatic segmentation. Both PTA solutions show good contrast, 

with only the cuticle values on the boundary of the 1 in 1000 error margin. 

Figure 2-5b shows that inter-tissue discriminability is poor, with PTC values falling well 

short of the “1 in 1000” guideline for automatic thresholding. These limitations and potential 

solutions will be considered in the discussion section. 

Figure 2-5c-f shows the qualitative differences in overall scan quality between the various 

staining regimes. Sections from the different specimens were taken at approximately the 

same 2D plane across the thorax, however the orientation of the head is variable. 

 

2.3.3 Stain progression in all tissues 

The stain progression for all tissue types and staining regimes is displayed across the five 

consecutive days in which they were scanned. This is with the exception of the two iodine-

stained specimen, which had insufficient contrast to obtain reliable measurements. 

The simple contrast ratio as defined in the methods section was used for all scanning 

conditions to determine stain progression as a function of the number of days stained. For the 

ETH-PTA specimen (Figure 2-6a), the contrast ratio is approximately 9.0 for the large and 

small muscles, 5.5 for the thick cuticle and neuropils and 3.0 for the thin cuticle. For the 

PFA-PTA specimen (Figure 2-6b), the contrast ratio is approximately 9.0 for the large 
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muscles, 6.0 for the small muscles, thick cuticle and neuropils and 2.5 for the thin cuticle. 

Whilst the values here are similar to those obtained using ETH-PTA, the variability for PFA-

PTA stains of the large flight muscle is much higher. This is due to incomplete staining (see 

Figure 2-7) and is further investigated below. For the ETH-Lugol specimen (Figure 2-6c), the 

contrast ratio is approximately 6.0 for the thick cuticle, and 4.0 for the large muscles, small 

muscles, thin cuticle and neuropils. For the ethanol-fixed cases (ETH-PTA, and ETH-Lugol), 

the greyvalue measurements remain constant throughout the 5 days of staining, suggesting 

that these tissues are fully stained by day 3 and do not overstain by day 7. The fly fixed in 

paraformaldehyde appeared to require longer to fully stain, as can be seen in Figure 2-7, and 

is discussed below. The data for days 3 & 5 were lost due to substantial movement artefacts 

during scanning, preventing reconstruction. 

 

Figure 2-6. Contrast ratios between tissue and background for ETH-PTA (a), PFA-PTA (b), and ETH-Lugol (c) 

treatment, respectively. For each tissue type and treatment, the contrast ratios are plotted for staining days 3-7. 

The error bars shown represent one standard deviation of the contrast measurements taken (N=8). 
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Figure 2-7. Effects of fixative on stain uptake. a) Stained volume of the dorsoventral flight muscles against the 

number of days stained for ETH-PTA and PFA-PTA preparations. The errors bars shown are calculated based 

on the uncertainty in the reconstructed voxel size; the focal spot size of the µCT scanner is 1µm, therefore the 

error bars show the volume sizes for ±0.5µm of the calculated volume. b) Staining levels for the PFA-PTA 

specimen across days 3, 5 and 7. Each slice shown is from approximately the same 2D plane taken from the 3D 

volume. Each image is a 16-bit greyscale image; higher greyscale values indicate a higher level of staining. c) 

Staining levels for the ETH-PTA specimen across days 3, 5 and 7. 
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2.3.4 Stain uptake 

The stained volume of the large flight muscles was recorded in ethanol-fixed, and 

paraformaldehyde-fixed specimen, a weak vs. strong fixative respectively. Figure 2-7a shows 

the level of staining in the right dorsoventral flight muscle for both PTA treatments to 

demonstrate the effect paraformaldehyde fixative has on the stain uptake rate within large 

tissues. The total stained volume for ETH-PTA was approximately 0.95mm3 and remained 

constant throughout the 5 days of scanning. The stained vs. unstained volume ratio for PFA-

PTA increased approximately linearly from 0.5mm3 and 0.95mm3, respectively, on day 3 up 

to the full 0.95mm3on day 7 for both conditions. Figure 2-7a and Figure 2-7c show that the 

right dorsoventral fight muscle of the specimen fixed in ethanol is nearly 100% stained by 

day 3. The flight muscle of the paraformaldehyde-fixed specimen, however, is only 

approximately 50% stained after the same number of days (Figure 6b and 6c). Direct 

comparison of PFA-PTA day 7 (Figure 2-7b, panel 3) and ETH-PTA day 3 results (Figure 

2-7c, panel 1) shows a similar level of staining.  

The stained volume of the right dorsoventral flight muscle was 0.95mm3 in both PTA 

specimens. However, based on the 3 available measurements from the ETH-Lugol specimen, 

this muscle is much larger. Calculating the ratios suggests that the muscles stained with 

Lugol’s Solution were 37% larger (µ=1.37, s.d.=0.09, N=3). 

The uptake rate of the stains was measured at the eyes for ETH-PTA, PFA-PTA, and 

ETH-Lugol. For ETH-PTA: µ=0.17mm/day, N=4, s.d.= 0.02), PFA-PTA: µ=0.12mm/day 

(N=4, s.d.=0.09). For ETH-Lugol, the entire fly was stained from day 3 onwards, suggesting 

a diffuse uptake rate of at least one order of magnitude higher than that of the PTA 

preparation. 

As there was no overstaining observed for any of the staining regimes, day 7 values were 

selected for the comparison presented in Figure 2-5. Stain progression for the iodine-stained 

specimens could not be analysed, as the poor contrast resulted in unreliable measurements 

(see Figure 2-5a). 

2.4 Application to the neck motor system 

2.4.1 Anatomical description of the fly neck motor system 

Analysis of one such µCT scan allowed for the segmentation of each muscle in the 

blowfly neck motor system along with relevant cuticular structures which comprise the 
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attachment points for the neck muscles and tendons. This was achieved by identifying 

muscles in the neck region of the fly and comparing the µCT scans with prior work on the 

morphology of the neck motor system. Specifically, Strausfeld and colleagues determined 

that the fly neck motor system contains 21 muscle pairs, as identified through histological 

sectioning and neck motor neuron innervations[40, 41]. 

Nomenclature of muscles and nearby cuticular structures were taken from these studies 

[loc. cit.]. The following terms are used here to describe the position of various elements: i) 

Anterior/above– toward the fly’s head; ii) posterior/below – toward the fly’s abdomen; iii) 

ventral/in front of – toward the “belly” of the fly i.e. the side which its leg attach to; iv) 

dorsal/behind – the “back” of the fly, where its wings are situated; v) medial – toward the 

fly’s bilateral line of symmetry; vi) lateral, orthogonally away from the fly’s bilateral line of 

symmetry, toward the left or right extremes of the exoskeleton. 

Although I was able to identify essentially the same muscles as Strausfeld et al. [loc. cit.], 

in some cases, what they describe as several individual muscles appear as a single muscle 

block in our µCT scans. A rendering of the entire neck motor system is shown in Figure 2-8; 

however, given its densely packed configuration, further 3D renderings showing the 

individual location of each muscle block, along with nearby cuticula, follow. Descriptions of 

each muscle block to accompany these renderings are given below: 

1. Depressor (DE) muscles: DE1&2. Shown in Figure 2-9: A&B.  

These large muscles are situated toward the posterior end, and at the ventral extreme of 

the neck motor system, close to the muscles for the uppermost pair of legs. They connect 

the sternal apodeme (SA) to the cervical sclerite (CS). 

2. Ventral-longitudinal (VL) muscles: VL1&2. Shown in Figure 2-9: A,C&D. 

The VL muscles extend from the posterior limit of the neck motor system to its anterior 

limit. Like the DE muscles, these attach at their posterior end to the sternal apodeme. 

Instead of attaching to the CS, they taper into narrow tendons which tuck behind the CS 

and extend into the head capsule, attaching to the tentorial bar (TB), shown in Figure 

2-11, B. 

3. The sclerite-retractor (SC-RE) and two sclerite-rotator muscles (SC-RO1&2) muscles. 

Shown in Figure 2-9: A,E&F. 

According to Strausfeld et al. [loc. cit.], there are three distinct muscles to be found, 

however µCT reveals only one large bundle, which I name SC-RE/RO. This group has 

similar attachment positions to the DE muscle group, except it is situated and oriented to 

pull the dorsal side of the CS toward the posterior of the fly. 
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4. Transverse-horizontal (TH) muscles: TH1&2. Shown in Figure 2-10: A&B. 

TH1 is long and thin, with approximately uniform diameter along its length, while TH2 is 

short and very thick in the middle third, but rapidly tapers down to form tendons which 

extend to attach to cuticle. Due to their proximity, they appear as one muscle unit, despite 

clearly being two distinct muscles. These muscles extend laterally to attach to the pleuron 

apodeme (PLA), and medially to connect to small wing-like structures which protrude 

from the pronotal apodeme (PNA). They are situated in the dorsal neck motor system, 

along with the PNA, and are ventrally adjacent to a pair of large flight muscles. 

5. The levator (LEV) and adductor (AD) muscles. Shown in Figure 2-10: A,C&D. 

According to Strausfeld et al. [loc. cit.], there are two muscles in this region: the levator 

and adductor muscles. µCT reveals a single muscle block, which I name LEV/AD. At one 

end, this block attaches to the PNA, sandwiched in-between the medial end of the TH 

muscle and the top of the thoracic exoskeleton. It extends diagonally in a posterior-

ventral-lateral direction, to attach to the dorsal side of the CS, slightly above the upper 

attachment point of SC-RE/RO. 

6. The abductor (ABD) muscle. Shown in Figure 2-10: A,E&F. 

The abductor muscle sits close to the LEV/AD muscles, just below the top of the 

exoskeleton. Due to its unusual wedge shape, it is unclear where the attachment points are 

located. 

7. Oblique horizontal (OH) muscles. Shown in Figure 2-11: A,B,E&F. 

According to Strausfeld et al. [loc. cit.], there are five distinct muscles to be found, 

however µCT reveals only one large bundle, which I name OH1-5. This muscle group 

attaches at one end to the PNA, and extends in a ventral-anterior direction, tapering into 

tendons as it enters the head capsule. Inside the head, these tendons terminate at the apex 

of the tent-shaped occipital condyle (CO). 

8. Sclerite-condyle dorsoventral (SC-CO DV) muscles: SC-CO DV1-4. Figure 2-11: A-D. 

Nestled inside the cuticular sheath of the CS, the four SC-CO DV muscles attach to the 

sclerite’s lower margin and extend primarily upwards into the head capsule. Each muscle 

tapers into a tendon as it approaches the head: The tendon for SC-CO DV3 attaches close 

to the OH muscles, at the apex of CO. Tendons for the other three muscles terminate at a 

point on CO located medially and anterior to the apex. The tendons for these three 

muscles are inseparable within the µCT data and are subsequently grouped together into 

the SC-CO DV1 muscle. 
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Figure 2-8. 3D rendering of all neck muscles (in false colour), alongside the head and relevant cuticular sub-

structures (shown in green). The left image is taken from a ventral point of view. The right image is taken from a 

posterior-dorsal viewpoint. Approximate locations for each muscle or muscle block are indicated by arrows.  
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Figure 2-9. 3D renderings of select neck muscles (in false colour), alongside the head and relevant cuticular 

sub-structures (shown in green). A: a ventral view of DE1&2 muscles displayed close to VL1&2, as well as the 

SC-RE/RO muscle group. Each of these muscle groups connects at its posterior end to the sternal apodeme 

(SA). The DE and SC-RE/RO muscle groups extend upwards, attaching to the lower margin of the cervical 

sclerite (CS). The VL muscles extend upwards behind the other muscles, tapering into thin tendons, proceeding 

through a niche in the cervical sclerite, finally attaching inside the head capsule. B: a ventral view of only the 

DE muscle groups. C: A ventral view of only the VL muscle groups. D: a posterior view of the VL muscles and 

tendons extending upwards into the head capsule. E: a ventral view of the SC-RE/RO muscle groups. F: a 

posterior-dorsal view of the SC-RE/RO muscle groups, showing their anterior attachment point to the lower 

margin of the cervical sclerite. 
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Figure 2-10. 3D renderings of select neck muscles (in false colour), alongside the head and relevant cuticular 

sub-structures (shown in green). A: a posterior-dorsal view of the ABD muscle, the TH and LEV/AD muscle 

groups are displayed in close proximity to one another. The TH muscles attach at its lateral end to the pleuron 

apodeme (PLA); at its medial end to small wings which protrude from the pronotal apodeme (PNA). The 

LEV/AD muscles connect the pronotal apodeme to the rear of the cervical sclerite (CS). Given its unusual 

shape, the attachment points for the ABD muscles are unclear. B: a ventral view of the TH muscles. C: a dorsal 

view of the LEV/AD muscle groups. D: a posterior view of the LEV/AD muscle group. E: a dorsal view of the 

ABD muscles. F: a posterior view of the ABD muscles. 
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Figure 2-11. 3D renderings of select neck muscles (in false colour), alongside the head and relevant cuticular 

sub-structures (shown in green). A: a dorsal view of all four SC-CO DV muscles, near to the OH muscle group. 

The left SC-CO DV2 muscle is omitted as it obscured the other three. B: the exact same dorsal view as shown in 

A, with most of the head capsule removed to reveal important cuticular sub-structures. The OH muscle groups 

connect the pronotal apodeme (PNA) to the peak of the occipital condyle (CO), a dome-like structure. Each of 

the SC-CO DV muscle group attaches to the cervical sclerite (CS) at its posterior end. At the anterior end, they 

taper down into tendons which connect to CO. SC-CO DV3 attaches also to the peak of CO, while the other 

three muscles connect CS to the posterior-medial margin of CO. The tendons for these three muscles are 

inseparable and are all shown in yellow. C: a dorsal view of three SC-CO DV muscles. D: a posterior view of 

three SC-CO DV muscles, showing their extension as tendons into the head capsule. E: a posterior-ventral view 

of the OH muscle groups. F: a posterior view of the OH muscles groups. The tentorial bar (TB) is the anterior 

attachment point for the VL muscle group, shown in Figure 2-9. 
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Combining all muscles and cuticular structures (Figure 2-8) resulted in a representation of 

the entire neck motor system of the blowfly, which will primarily be used to create a 

biomechanical model, as detailed in Chapter 5. Additional applications of the 3D anatomical 

neck motor system are described below. 

2.4.2 3D printing 

Based on the 3D model, a 

physical reconstruction of 

the blowfly neck motor 

system was created, using a 

3D printer (Figure 2-12). 

Most of the fly’s head was 

removed to reveal cuticular 

structures within the head 

capsule, such as the tentorial 

bar, from which it hangs. 

Primarily, the physical 

model has been used to gain 

a 3D intuition of the 

system’s anatomy and as a 

dissection guide. 

 

 

2.4.3 Dissection aid 

Figure 2-13 shows a snapshot of part of the fly neck motor system rendered in 3D, 

including one of the functional neck muscle units, the transverse horizontal (TH) muscles. 

The figure illustrates how the 3D µCT data can be used to perform a virtual dissection (see 

supplemental video #1). Based on the 3D reconstruction, a minimally invasive dissection 

technique was devised, the end result of which is shown in Figure 3-1. It should be 

emphasised that the two figures show roughly the same part of the blowfly neck motor 

system; the first one in the form of a µCT rendering, centred on the TH-muscle unit; the 

second one illustrating a minimally invasive dissection method, taken with a microscope-

mounted camera. The steps following the dissection will be discussed in detail in Chapter 3. 

Figure 2-12. A photograph of the 3D-printed model. Structures printed in 

translucent and beige plastic represent cuticle and muscles, respectively. 

This model has been scaled up to 80x in vivo size and is used as a dissection 

and visualisation aid. 
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Figure 2-13. Snapshot of a 3D rendering showing the part of the blowfly neck motor system and surrounding 

tissue. The snapshot is taken from a dorsal point-of-view, and is centred on the transverse horizontal muscles. 

The full video was rendered using Drishti[66]. 

 

 

Figure 2-14. Virtual horizontal section through the brain of a blowfly. The section is seen from the dorsal point-

of-view, focused on the level of the blowfly optic lobes. The contrast between different structural elements in the 

brain enables functional morphometric studies across species. 
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2.4.4 Visualising neuronal structures 

A 3D rendering of the blowfly brain, showing different neuronal structures, is presented in 

Figure 2-14. Although a comprehensive morphological analysis of brain structures is beyond 

the scope of this project, the renderings illustrate well the level of anatomical detail which 

can be acquired using the methods outlined in this chapter. X-ray based data sets and their 

rendering open up a number of opportunities in comparative neuroscience, such as volumetric 

studies of neuronal substructures, or measurements of the 3D arrangement and spatial 

relationships of brain regions, as recently demonstrated in bumblebees [67]. 

2.5 Discussion and conclusion 

2.5.1 Quantitative analysis of soft tissue preparations 

All staining protocols applied here gave enhanced contrast ratios compared to µCT studies 

in unstained tissue[44, 67]. However, some stains provided a better PTC than others, as 

shown in Figure 2-5a. Specifically, Lugol’s solution provided the best background contrast, 

but stained different tissues at similar levels, making tissue discrimination more difficult. 

PTA provided better contrast between different tissue types, while still maintaining an 

acceptably high PTC between tissue and background. It is clear that the weak iodine solution 

is a comparatively inferior stain, as the contrast values for both flies stained in low 

concentration (0.15%) iodine were several orders of magnitude lower than those obtained for 

the other stains. Importantly, there was no overstaining for any of these preparations which 

would have lowered the contrast values with increasing staining time. Previous studies[53, 

56] have shown that iodine-based protocols tend to overstain, which could potentially have 

happened to our specimen, too, had the staining time been extended beyond seven days. 

I introduced a novel measure for quantifying the tissue-specific contrast based on a 

probabilistic approach. This method worked equally effectively regardless of staining 

protocol (i.e. different stains and fixatives), provided enough time was allowed for the stain 

to permeate the tissue. My method provides an intuitive measure, the PTC value, that is 

straightforward to interpret: A PTC value of 10-3 means that 1 in 1000 voxels will be 

misclassified when applying a simple threshold procedure to distinguish greyvalues of two 

different tissue types. If the PTC between two tissues relevant to a study is known 

beforehand, it can inform the decision as to whether tissue segmentation can be done 

automatically or requires manual efforts. A quantitative framework will facilitate 
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comparative studies using µCT, e.g. across different insect species. The disadvantage is that 

due to its probabilistic nature, large sample sizes are required to calculate the PTC, stressing 

the need for effective and targeted staining protocols. 

Contrast is always defined relative to a reference value. In this case, it could either be the 

background greyvalue or that of another tissue type. If the tissue of interest is distant from 

other tissues and therefore contrasted only with the background greyvalues, then the tissue-

background PTC is the most relevant measure (see Figure 2-5a). This is often the case with 

larger structures such as the flight muscles. With the exception of the weak iodine stain, any 

of the other protocols tested provided sufficiently high contrast to discriminate any of the 

selected tissue types from the background. If the tissue type of interest is surrounded by other 

tissues that need to be discriminated against, e.g. the neck motor system where muscle and 

cuticle are in close proximity, the PTC between tissues becomes most relevant (see Figure 

2-5b). In this case, all inter-tissue PTC values fall well short of the 10-3 benchmark required 

for automatic thresholding, regardless of the staining protocol. As a consequence, the 

segmentation of neighbouring structures would require additional user input. 

I found that the type of fixative used, either alcohol or paraformaldehyde (PFA), had little 

quantitative effect on the resulting contrast at the end of the staining period, but does appear 

to substantially impact the speed at which the contrast agent is taken up. The use of PFA as a 

fixative slowed down the stain uptake by approximately 50% compared to fixation with 

ethanol. Furthermore, the stain uptake rate measured at the eyes showed that tissue fixed with 

PFA will uptake PTA approximately 70% as quickly as the same tissue fixed in ethanol. 

Although precise measures of stain uptake rates were not obtained, it is safe to conclude that 

PFA as a fixative slows down the stain uptake rate by approximately a factor of two. While 

both fixatives cause shrinkage, ethanol has the distinct advantage of being ideally suited for 

scanning museum specimen, as well as having a faster stain uptake rate. To customise an 

optimal staining period, a balance has to be struck between making the incision sufficiently 

far away from the scanning region of interest, so as not to damage any relevant structures, 

whilst ensuring it is close enough to these structures to minimise staining time and ensure 

thorough tissue perfusion. 

When estimating in vivo volumes of tissue from these measurements, it is important to 

take into consideration that ethanol and paraformaldehyde dehydration of tissue causes 

shrinkage[53]. Furthermore, a comparison of the results obtained from Lugol’s and PTA-

stained specimen (Figure 2-5) reveals that the Lugol’s-stained muscles swell to 137% of the 

muscle size of the PTA-stained specimen. One possible explanation for the observed volume 
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difference is the potential for swelling due to water-based Lugol’s solution as opposed to 

shrinkage caused by ethanol-based staining solutions. It therefore seems likely that the 

ethanol-based and the Lugol’s-based measurements provide the lower and upper bounds of 

the muscle’s in vivo volumes, respectively. 

2.5.2 Application to neck motor system 

Analysis of a stained µCT scan enabled an annotated segmentation of the neck motor 

system of the blowfly, comprised of muscles, tendons and cuticle (Figure 2-8). This work 

complements the previous study performed by Strausfeld et al.[41], who used histological 

techniques. One major advantage of using µCT-based methods, however, is the ability to 

generate 3D anatomical data that is immediately useful for a range of comparative functional 

morphological studies. These data can be digitally manipulated with ease, allowing for 

greater insight than is possible through phyiscal 2D sectioning. 

I have identified all neck muscle groups found previously and rendered them in 3D 

alongside each other, as well as the nearby cuticular structures their tendons are attached to. 

These are prerequisites to identify the muscles’ pulling planes which together determine 

possible head movements. Due to limitations in spatial resolution, many of the segmented 

“muscles” actually represent a group of muscles, as identified by Strausfeld et al. [41], e.g. 

the OH muscles (Figure 2-11). The muscles within each group are aligned parallel to one 

another and have near identical cuticular attachment points and are therefore assumed to act 

as a single functional muscle unit in terms of their pulling planes, even though they are likely 

to be controlled separately in vivo. 

While the primary application of my research is geared towards application to autonomous 

flying vehicles, parts of the work presented may be of interest in other areas. The 

advancements presented within the field of µCT would be of particular value to projects 

concerning comparative morphology of insect neck motor systems. More generally, the µCT 

data presented is ideal for morphometric studies whereby correlation analyses of anatomical 

data are compared across a variety of species or conditions (such as has recently been 

performed in bees [67, 68]. Combined with behavioural data, such analyses could provide 

insight into the evolution of neuronal and physical adaptations in flying insects. 

Ultimately, the µCT data presented here will form the basis for further experimental 

approaches reported in the following Chapters. Most immediately, it will be used to inform 

the dissection of the neck motor system required for the electrically stimulation of neck 

muscles to observe the resulting head movements.  
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3 Electrical stimulation of neck muscles 

In this chapter an experimental setup is described, previously used in the lab[69] to 

electrically stimulate specific neck muscles and measure the resulting head movements. The 

electrical stimulation of neck muscles was offered as an MSc student project under my 

guidance. This involved assembling the experimental rig and determining a range of suitable 

stimulation parameters, as well as teaching students basic fly anatomy and dissection 

techniques. The excellent experimental work (the results of which are presented in this 

Chapter) was performed in the Krapp Lab by MSc student Mohammed Rupawala. 

3.1 Introduction 

Significant previous work pertinent to these experiments has been done, notably by 

Strausfeld et al.[41], who described the anatomy of the neck motor system and associated 

neural structures in Calliphora, linking each neck muscle to identified neck motor neuron 

(NMN). Gilbert et al.[70] built on this information (albeit in Sarcophaga) and electrically 

stimulated several NMNs while recording the resulting head movements. They found that the 

transverse-horizontal (TH) muscles are innervated through two neural pathways: the anterior 

dorsal nerve (ADN), and the cervical nerve (CN). Stimulating these neurons resulted in head 

yaw turns of up to 11o. The ADN and CN neck motor neurons have been well characterised 

in a study by Huston and Krapp[39], showing that the NMNs of these pathways are sensitive, 

almost exclusively, to horizontal movements across the fly’s visual field. This is a necessary 

requirement to control compensatory head rotations around the animal’s yaw axis. 

Thanks to the µCT data presented in the previous Chapter, we have a good understanding 

of the morphology of the blowfly neck motor system (NMS), and are able to make 

predictions of muscle function. This would be supported by electrical stimulation of 

individual neck muscles, which may give deeper insights into the functional organisation of 

the NMS. To this end, we aimed to identify a single muscle or muscle group which could be 

reliably accessed and electrically stimulated through electrodes to induce head movements. 

Once access to a neck muscle had been established, we tested a range of stimulus parameters 

which would elicit head movements when applied to the muscle. By recording the induced 

head movements in response to the stimuli, an estimate of the function of the neck muscle 

could be made. 
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The aims of this Chapter are to: 

• Detail the design and construction of an experimental setup for performing 

electrical stimulation of individual neck muscles in the blowfly, recording the 

resulting head movements with a high-speed video camera. 

• Design a minimally invasive dissection method to allow access to one or more 

muscles of the blowfly neck motor system. 

• Determine the optimal parameters for electrical stimulation of neck muscles. 

• Analyse the recorded head movements to extract rotational angles and infer muscle 

function. 

3.2 Materials and methods 

3.2.1 Animals 

Adult Calliphora vicina were collected from our laboratory colony. The colony was 

maintained at approximately 23˚C with a lighting cycle of 12:12h (light:dark). Adults were 

provided with sugar, water and one protein meal, larvae were fed on pork liver. For the 

experiments, both male and female flies were selected. 

3.2.2 Preparation of animals 

A single fly was cold-immobilised and dissected in preparation for the experiment using a 

pair of Biologie 5 forceps, a razor blade knife, and fine scissors. The wings and legs were 

removed to prevent movements induced by motor systems other than the neck motor system 

to contaminate the measured head movements[71].Wounds caused by the incisions were 

sealed with a mixture of heated beeswax and tree resin to prevent desiccation of the dissected 

animal. The fly was fixed to a custom-made holder, dorsal side up, using beeswax. 

3.2.3 Design and implementation of stimulation protocol 

It is evident from the study by Strausfeld et al. [41] and supported by µCT data in Chapter 

2, that there are many internal cuticula elements which are vital to the structural integrity of 

the NMS. With this in mind, preparing the fly to gain direct access to the neck muscles, care 

was taken to leave these structures intact. With the aid of µCT data, we were able to perform 

virtual dissections (see supplemental video #1) to determine a procedure that caused minimal 

damage to relevant cuticular structures. We were able to access the right transverse-

horizontal (TH) muscles (Figure 2-10), damaging only small, distant regions of cuticle 
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located behind the flight muscles, which were not deemed likely to have a large impact on the 

functional integrity of the neck motor system. The two TH muscles were chosen as they are 

the most isolated muscles, located in the lateral and dorsal-most region of the NMS. The 

requirement of gaining access to spatially isolated muscles within the NMS to achieve the 

experimental objective was a significant challenge due to the dense clustering of neck 

muscles and will be expanded upon later. 

A small window in the upper pro-thorax was cut, exposing flight muscles as well as a pair 

of TH muscles. The TH muscles are initially obscured by the flight muscles, which were 

gently pushed to one side with the forceps to permit access to the TH neck muscles, as shown 

in Figure 3-1. Due to their close proximity, isolated stimulation of either TH1 or TH2 was 

unfeasible. Therefore, and justified by the parallel orientation of the TH1 and TH2 muscles, 

they were treated as a single functional TH unit. 

Figure 3-1. Preparation performed by former MSc student, Pantelitsa Nikolaou, who was trained in this 

dissection method, based on 3-dimensional µCT data. Arrows indicate the right TH1 and TH2 muscles in situ. 

These are the most lateral muscles of the neck motor system, located in the anterior part of the dorsal thorax. As 

suggested by the analysis of µCT data, TH muscles were the most accessible. A small hole was cut into the 

region of the antero-dorsal cuticle just above the right dorsovental flight muscle. This flight muscle could be 

gently pushed downwards using forceps (as its dorsal attachment point has been removed) revealing the TH 

muscles. These muscles are located approximately halfway along the dorsoventral axis. TH1 is strap shaped, 

lower, TH2 spindle shaped, upper; the attachment points for both muscles are just outside the visible opening 

on either side. 
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3.2.4 Equipment 

Video data of the front of the fly’s head was captured using a high-speed camera, while 

video data of the fly’s neck muscles was captured simultaneously using a digital camera 

mounted to a microscope. One red and one infrared LED were placed in view of each camera 

to timestamp the stimulation pulses. The video data were stored and processed on a computer, 

which was also used to control the stimulation parameters sent to the tungsten electrodes via 

a data acquisition card and an analogue amplifier (ISO-STIM 01M;NPI Electronic 

Instruments). An oscilloscope was used to display the stimulation pulse to the experimenter. 

The fly was mounted on a custom-made holder, with its thorax fixed in place with beeswax. 

A white marker was drawn on the fly’s head to aid subsequent video analysis of the head 

movements. Figure 3-2 shows a schematic of the setup, with arrow heads indicating the 

direction of the workflow. 

 

Figure 3-2. Schematic of equipment setup illustrating the connections between the constituent components. The 

arrows indicate the signal direction. Modified from M. Rupawala MSc dissertation. 

The digital camera used for recording the neck muscles was a Canon EOS 600D, featuring 

an 18-megapixel resolution, capturing 50 frames per second (fps). It was mounted to a 

LEICA MZ95 using a Canon T mount (1.6x). The camera was equipped with a USB 

connection for remote triggering from the computer and was used to monitor electrode 

placement and to document the state of the preparation. This camera is also capable of 

recording the changes in muscle length and monitoring their state of contraction, but was not 

used in this manner, the reasons for which are detailed in 3.2.6. 



3. Electrical stimulation of neck muscles   

 

50 

 

The high-speed camera used for recording the head movements was a Photron FASTCAM 

SA3, set to a resolution of 512x256 pixels and a frame rate of 125fps. This camera was 

mounted on a tripod positioned on the left-hand side of the fly, a still frame from which is 

shown in Figure 3-3. 

 

Figure 3-3. A single frame taken from the high-speed camera, showing the locations of various elements of the 

experimental setup. Modified from M. Rupawala MSc dissertation. 

The LEDs are purely for the benefit of the experimenter, and therefore the colour of light 

that they emit was chosen carefully so as not to interfere with the experiment. It has been 

shown that blowflies have poor visual sensitivity to wavelengths of light greater than 600nm 

[72, 73], which is why the LEDs used are in this spectral range. 

The LEDs were activated by a 5V digital pulse from the DAQ board, triggered through a 

MATLAB script. Pulses were synchronised with the onset of the electrical stimulus so that 

the video recording shows when a stimulus is active. The electrical stimulation protocol was 

also written in MATLAB, including stimuli varying in duration, frequency and intensity. 

3.2.5 Stimulation protocol 

Square wave pulses were used for electrical muscle stimulation, triggered by a MATLAB 

script on the computer, and delivered to the electrode via the DAQ board and amplifier. 

Experiments were performed to determine a suitable frequency and voltage for the stimulus 
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by MSc student M Rupawala[74]. The resulting parameters were chosen to ensure a 

consistent and repeatable muscle response across trials and between flies, despite slight 

variations in electrode positioning. This variability was due to the fact that the electrodes 

needed to be positioned either side of the TH muscle so as not to impede its movement, and 

therefore the distance between the electrodes and TH muscles was not perfectly consistent 

between flies. The square waves had an amplitude of 22.5V and were delivered at a 

frequency of 375Hz over different stimulus intervals, as these parameters provided the most 

reliable and repeatable muscle response. Upon initiation of an experiment from MATLAB, 

the camera was set to record, followed by an 800ms delay before stimulus onset. The 

recording, along with metadata, was then saved for later analysis. Experiments were carried 

out on six flies with 4-8 repeats per fly. 

The final parameter to be determined was the stimulus interval. Preliminary experiments 

indicated that the muscle response correlated roughly logarithmically with time, up to 

approximately 2 seconds of stimulus. We therefore used 20 different stimulus intervals, 

spaced logarithmically over a range of 10 to 2000ms. Each experiment would include all 

stimulus intervals. A given stimulus interval was followed by 3 seconds of rest, before the 

next stimulus interval was tested, until all 20 conditions were completed. A partial example 

of the stimulus protocol is shown in Figure 3-4. The order in which the 20 stimulus intervals 

were applied was randomised for each trial. 

 

Figure 3-4. An excerpt from an experimental protocol showing a 2000ms square wave stimulus followed by a 3s 

pause, followed by a 10ms square wave stimulus. In each experiment 20 different stimulus intervals were 

applied in pseudorandom order. Not to scale. Modified from M. Rupawala MSc dissertation. 
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In addition, two types of control experiment were performed. In the first one, the amplifier 

was switched off, however the electrodes were still positioned either side of the TH muscles. 

This was to determine what effect the electrodes themselves might have on muscle 

contractions. The second control experiment involved retracting the stimulus electrodes such 

that they were no longer in direct contact with the TH muscles, but still remained within the 

haemolymph. This was to determine the distance over which the electrical stimulus would 

induce contraction of the TH muscles, and thus to indirectly estimate the risk of unwanted 

stimulation of other neck muscles. 

As a direct consequence of repeated electrical muscle stimulation, it is expected that the 

muscle will fatigue over time, leading to smaller and/or delayed movements. With this in 

mind, head movements in a single fly were tested in response to eight back-to-back trials. 

These trials were otherwise identical to the ones tested on the larger population, with all 20 

conditions in a randomised order. 

Throughout all experiments, Ringer’s solution was periodically applied to the opening in 

the animal’s thorax to prevent muscles, nerves and any other soft tissue from drying out.  

3.2.6 Data analysis 

Video recordings of the fly’s head and its neck muscles were synchronised so that head 

movements could be correlated with changes in both the length and diameter of the TH neck 

muscles. This way, if a stimulus was followed by both head movements and muscle 

contraction, it was reasonable to assume the neck muscle contraction was at least partially 

responsible for the head movement. 

Furthermore, the magnitude of the head movement could also be measured. The position 

of the high-speed camera at the side of the fly’s head made it well suited to enable the 

measurement of pitch and yaw head movements. By the same token, it was less well suited to 

resolve changes in the head roll angle, which was not calculated. Further, we did not obtain 

precise measurements of muscle shape changes as a result of contraction, primarily because 

the minimally invasive dissection meant that the muscles were partially obscured. Any effort 

to fully expose the muscle risked damaging crucial elements of cuticle, the negative 

consequences of which outweighed the benefit of obtaining precise length change 

measurements. 

The data were analysed in three ways: Firstly, and most simply, we determined the 

proportion of the time during which the stimulus produced any head movements whatsoever. 

A comparison was made by comparing video recordings of the head movements during (i) 
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the first 0.8s prior to stimulus onset, (ii) the stimulus, and (iii) the 1.6s immediately following 

the stimulus. Whether the head moved or not was determined as a binary choice made by the 

experimenter after reviewing the video recordings.  

Secondly, we aimed to determine the relationship between the length of time that the 

stimulus was applied, and the amount of time taken for the head to rotate. We did this by 

measuring the number of frames between the start of the head movement following the 

stimulus and the end of the head movement. This was measured for each stimulus interval 

within the 20 randomly ordered stimuli. 

Thirdly, we aimed to determine the relationship between the stimulus interval and the 

magnitude of pitch and yaw rotations of the fly’s head. This was calculated manually for each 

trial by measuring the change in distance between the edge of the fly’s head (which would 

vary between frames), and the top of the fly’s thorax (which was stationary). The resulting 

pitch and yaw angles between head and thorax could then be calculated using trigonometry, 

contrasting the first and last frames for each head movement. An example of what a yaw and 

pitch head rotation look like is shown in Figure 3-5. 

 

Figure 3-5. A: Shown is a representative leftward yaw rotation of the head relative to the thorax. The dotted 

lines indicate the head position prior to rotation. B: A representative downward pitch rotation of the head. 

Image adapted from Strausfeld et al. (1987). 

For angle measurements, a negative yaw angle indicates an leftward movement of the 

head as would be expected by stimulating the right TH muscle group [39, 41, 70], and as 

shown in Figure 3-5. 
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3.3 Results 

We performed a series of initial experiments to explore the suitable parameter space, 

where the frequency, amplitude, and duration of the stimuli were varied, while recording the 

resulting head movements[74]. Square wave pulses over different stimulus intervals applied 

at a frequency of 375Hz and an amplitude of 22.5V produced the most reliable head 

movement in the preliminary tests. The results obtained in the two control experiments 

(section 3.2.5) revealed significant differences (p<0.05, n=35) between both control scenarios 

[74] and the conditions used in further experiments. This suggests that neither the physical 

presence of the inactive stimulation electrodes nor their more distant positioning during 

stimulation, had a sizable effect on the contraction of the neck muscles. All further 

experiments were therefore performed using stimulus pulses of 22.5V amplitude which were 

delivered at 375Hz over 20 different stimulus intervals. In total, 37 experimental “trials” were 

performed across seven flies. 

3.3.1 Number of head movements 

This first analysis was performed to determine the stimulus duration required to reliably 

induce head movements in the fly. For each fly, the percentage of time that a stimulus 

induced head movements increased to a maximum of 100% with increasing stimulus interval. 

The threshold stimulus interval above which all flies made a head movement varied between 

flies. The most responsive flies produced head movements throughout stimulation for all 

stimulus intervals above 40ms. The least responsive flies would only reliably produce head 

movements following a stimulus for durations above 1500ms. We performed student’s t-tests 

between the head movements during the 0.8ms pre-stimulus interval and the following 1.6s 

for all time durations. Even at the shortest time duration of 10ms, there was a significant 

difference in head movement in response to a stimulus. These experimental results suggest 

that the stimulus parameters were effectively inducing muscle contractions resulting in 

observable head movements. The stimulus interval required to trigger these head movements 

shows some degree of inter-individual variability. 

3.3.2 Duration of head movements 

The second analysis aimed to quantify the movement times for the fly to move its head 

following a stimulation pulse. The head movement durations, averaged over the population of 

flies tested (n=6), ranged between 0.05s and 0.31s across the 20 stimulus intervals. Typically, 

shortly after a stimulus, the fly head performs a distinctive yaw turn, followed by a reset 
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saccade approximating its initial position. The results (Figure 3-6) show a nearly linear 

relationship between the duration of head movements and the logarithm of the stimulus 

interval. This implies a logarithmic relationship between the length of the stimulus interval 

and the duration of the resulting head movements.  

For the single fly that was subjected to 8 consecutive trials at each stimulus interval, the 

head movement durations ranged between 0s to 0.24s. There was no significant difference 

between these data and those acquired from the larger population of flies (p<0.05, n=20), 

suggesting that muscle fatigue did not have a significant impact (Figure 3-6). 

 

 

Figure 3-6. Duration of head movements against the logarithm of the stimulation interval. The data points 

shown are the mean values averaged across all trials. Plotted in red are the results from the population of six 

flies from a total of 29 trials. Plotted in blue are the results from the single fly, for which 8 trials were 

performed back-to-back. Modified from M. Rupawala MSc dissertation. 

Although there is a general log-linear trend, at the higher stimulus intervals, there is 

evidence to suggest that the relationship reaches a plateau or peak (i.e. at stimulus intervals 

greater than approximately 700ms).  

3.3.3 Magnitude of head rotations 

The third analysis focused on quantifying the magnitude of head rotation, for both yaw 

and pitch, following electrical stimulation. Angles were calculated manually by analysing 

consistent references points across video frames, and deriving the head angle 
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trigonometrically. The angle between the head and body of the fly is plotted against the 

logarithm of stimulus interval in Figure 3-7. Regarding the yaw component, the average 

changes in head angle relative to the body ranged between +3o and -8.9o across the 20 

stimulus intervals. For the single fly, for which eight trials were performed back-to-back, the 

changes in yaw angles range from 0o to -38.5o. These results are significantly different those 

gathered from the population of flies (p<0.05, n=20).  

 

Figure 3-7. Magnitude of head rotations (yaw) against the logarithm of the stimulation interval. The data points 

shown are the mean values averaged across all trials. Plotted in red are the results from the population of six 

flies. Plotted in blue are the results from the single fly, for which 8 trials were performed back-to-back. 

Modified from M. Rupawala MSc dissertation. 

Figure 3-7 shows that both datasets exhibit large variability in the yaw angle with response 

to log stimulation interval. Despite this, both datasets display the strongest head rotation at a 

stimulation interval of ~650ms, at which time the average magnitude of head rotation about 

the yaw axis is approximately -13o (averaged across all 7 flies). These data suggest a negative 

correlation between the magnitude of head rotations about the yaw axis and stimulation 

interval up to a maximum duration of 650ms, above which the head response decreases. If 

muscle fatigue from repeated stimulation were setting in, one would expect the yaw angles 

for the population of six flies to be higher than that of the single fly. However, in Figure 3-7, 

the opposite is true, suggesting that muscle fatigue was unlikely to have been a significant 

factor. Since muscle fatigue was not a concern, the data for the single fly was combined with 
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the data for the rest of the population when calculating the overall average head rotation 

angles. 

Breaking down the data from the population of six flies, there was significant variation in 

the behaviour of the flies following stimulation. Figure 3-8 shows that one fly, in particular, 

rotated its head in exactly the opposite direction to all of the others; we characterise this 

behaviour as a “fight-back” response. 

 

Figure 3-8. Magnitude of head rotations (yaw) against the logarithm of the stimulation interval demonstrating 

fight-back response. The data points shown are the mean values averaged across all trials. In this plot, all of the 

yaw angles are positive, whereas negative values were recorded from every other fly. Modified from M. 

Rupawala MSc dissertation. 

Lastly, the pitch angle was calculated in addition to the yaw angles calculated previously. 

The average changes in head angle ranged between -1.7o and +1.0o across the 20 stimulus 

intervals. There is little or no correlation between stimulus interval and magnitude of pitch 

rotation. 

3.4 Discussion and conclusion 

Through µCT, we were able to reconstruct the anatomical structures of the neck motor 

system of the blowfly. This allowed for the identification of a muscle group, the transverse-

horizontal (TH) muscles, as candidates for direct and selective electrical stimulation. We 

devised an experimental approach (Figure 3-2) to gain access to these TH neck muscles and 

to electrically stimulate their contraction. The resulting head movements were recorded and 

analysed. We showed that flies would reliably produce head movements in response to a 

stimulus interval of as low as 10ms. However, longer stimulus intervals would produce head 
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movements more reliably up to a peak at approximately 650ms, after which the response 

decreased; times between 10ms and 2000ms were tested. 

We demonstrated a linear relationship between the logarithm of the stimulus interval and 

the average duration of head movements the flies produced. As the stimulus duration 

increased logarithmically, the muscle remained contracted for longer, resulting in a more 

sustained head movement. This response was robust and not affected by potential muscle 

fatigue as a result of repeated stimulation of the TH muscles. I arrived at this conclusion as 

there was no significant statistical difference (p>0.05, n=20) between a population of six flies 

across 29 trials, where the fly was allowed to rest between trials, and a single fly performing 

eight back-to-back trials. If muscle fatigue were a significant factor, we would have observed 

a gradual decrease in muscle response in the latter group of trials. 

Through these experiments, we identified a suitable stimulation protocol with the 

following properties: square wave; 375Hz frequency, 22.5V amplitude, 650ms period. These 

stimulus parameters reliably induced a contraction of the TH muscle group, followed by a 

head rotation in the yaw plane, but not in the pitch plane. The roll angle was not measured. 

The magnitude of the yaw rotation was inconsistent, but was, on average, -13o across a 

population of 7 flies.  

Gilbert et al.[70] tested the fly’s yaw response to stimulation of the NMNs which control 

the TH muscles at a range of different stimulus frequencies. They observed head rotations 

about the yaw axis of up to 11o, which is similar to the 13o head yaw responses that we 

observed. Gilbert et al. did not report head pitch or roll responses as a result of TH muscle 

contraction[70]; while we did not analyse roll responses, we encountered only minor head 

movements around the pitch axis in response to electrical stimuli, and these pitch rotation 

angles did not correlate with stimulus interval. Generally, our results corroborate the findings 

of Gilbert et al., despite the methodological difference of direct versus indirect stimulation of 

the TH neck muscles. 

It was observed that not all flies responded in the same way following electrical 

stimulation. During many trials, the fly would appear to counteract the head movement 

induced by the electrical stimulation; this was most evident for the fly whose head yaw 

movements were in the exact opposite direction to what was expected (Figure 3-7). 

Contraction of the right TH muscle group would normally induce a yaw head rotation to the 

left; therefore, this fight-back response is assumed to be caused by contraction of antagonistic 

muscles to compensate for the movements induced by the electrical stimulation. A likely 

candidate would be the TH muscle group on the opposite side. 
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Inconsistent behaviour between individuals can be explained by considering that 

behavioural and neuronal responses depend on internal states[75], e.g. locomotor, nutritional, 

or stress. For example, the blowfly has been shown to avoid energetically expensive neuronal 

activity during less intensive locomotor states[76] (such as walking, as opposed to flying). 

This state-dependent behaviour also became evident during the 29 trials on the larger 

population of flies, in which the fly was allowed to rest after the 20th stimulus in each 

sequence, before beginning the next trial. We qualitatively observed that for the first stimulus 

in the subsequent trial, there was considerably higher latency between the onset of the first 

stimulus interval and the onset of head movements, as compared with the remaining 19. This 

observation persisted irrespective of which stimulus interval came first (the order was 

randomised for each trial), suggesting that the fly had entered a state of rest in-between trials. 

3.4.1 Limitations of method and future work 

3.4.1.1 Selective stimulation of individual neck muscles 

The greatest challenge using the stimulation method used here is to identify, with 

certainty, a causal link between electrical activation of a neck muscle, and any subsequent 

head movement. Overcoming this problem is essential to obtaining any meaningful 

quantitative characterisation of the fly’s neck motor system through electrical stimulation. To 

this end, we used µCT to identify a muscle which is distant from others so as to prevent 

accidental stimulation; we devised a setup that included LEDs which indicate the presence of 

a stimulus; we recorded video data from the head and the neck muscle simultaneously; we 

inserted the electrodes around this muscle at its lateral end to further mitigate against this 

potential problem. 

Despite these measures, it is still impossible to tell definitively whether muscles other than 

the TH unit were contracted prior to, or during any observed head movement. Therefore, at 

best, we can state that the stimulated TH muscle is partially responsible for the resulting head 

movement. This problem is most apparent during the fight-back episodes, as shown in Figure 

3-8, and as observed in the previous study[70]. These show the most extreme example of 

antagonistic muscles not only counteracting the expected head movement, but overcoming it 

completely, resulting in the fly’s head rotating in the exact opposite direction. However, this 

raises the question: to what extent did other flies exhibit a co-contraction of antagonistic neck 

muscles to counteract the induced stimulation and therefore modify the observed head 

rotation? In addition, the activation of the TH muscle pair under natural conditions might 
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result in the recruitment of other muscles which would normally contribute to head 

movements. Finally, is it the pulling plane, as defined by the orientation of the TH muscles 

and their tendon insertion points, which determines the head movements, or is there an 

interaction with other muscles and tendons in the neck motor system? Preliminary evidence 

for the latter comes from unpublished results obtained in the neck motor system of the fruitfly 

Drosophila where detailed anatomical data suggest a direct link between the OH muscle 

tendons and the TH muscles[77].  

To address this first point, pharmacological studies have been performed, in which the 

mechanical responses of insect muscle fibres were inhibited [78-81]. In these studies, a 

variety of substances (such as GABA or curare) were applied, either topically or via intra-

abdominal injection, to inhibit the contraction of muscles in insects. Unfortunately, this 

method is not straightforward, and there is evidence that topical application of 

pharmacological agents is not always sufficient to ensure a complete inhibition of muscle 

activation[81]. An additional problem is that it is not known what biomechanical effects 

immobilising some neck muscles would have on the overall properties of the neck motor 

system. For example, it has been shown in the fruitfly Drosophila that passive viscoelastic 

properties of muscles play a significant role for the head to assume its default resting 

state[82]. As the neck motor system in Calliphora consists of 21 pairs of muscles which 

control only 4 degrees of freedom[41], it stands to reason that any head movement the fly 

makes is a result of the contraction of multiple muscles. The passive elasticity of the 

inactivated neck muscles could have a large effect on the overall head movement. 

Alternatively, it is possible to use neurotransmitter blockers, such as picrotoxinin, as has 

been demonstrated in Calliphora[83] and Drosophila[84]. These blockers prevent the release 

of neurotransmitters by neurons in the fly’s brain, thereby preventing activation of the neck 

muscles. In previous studies, these blockers were used on lobula plate tangential cells and 

thus reduced the impact of the motion vision pathway on the activation of the neck motor 

system, but it might be possible to also block the NMNs directly. If all NMNs could be 

effectively disconnected from the neck motor system through neuropharmacological 

manipulations, the fly would be prevented from voluntarily contracting any neck muscles. 

This would eliminate any contamination of head movements in terms of contraction of 

antagonistic or complementary neck muscles, as observed in our experiments. It is worth 

noting that it may currently be possible in Drosophila to inhibit the NMNs using genetic tools 

which enable specific activation based on optogenetics. The overall effect of these drugs on 

the system would have to be tightly controlled to avoid unwanted changes in the 
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biomechanical functional properties of the neck motor system. In addition, this approach 

would require significant knowledge and expertise in the field of neuropharmacology, which 

is beyond the scope of this thesis, and best suited to a collaboration research project. 

3.4.1.2 Inaccuracy of head angle measurements 

Another problem which arose from this study is reflected by the results shown in Figure 

3-7 and Figure 3-8, namely the large values calculated for the head angle rotation and the 

large degree of variability. It is known that the fly’s head can rotate up to +/-20o in the pitch 

and yaw axes [85], yet in this study we consistently calculated head yaw angles outside of 

this range. Both the large error bars and the unrealistic head rotation angles could have been 

introduced during extraction of the head rotation angle from the video data. A white marker 

was painted on the fly’s head as a reference point, and the head rotation angle calculated 

trigonometrically based on the movement of that marker across frames of video data. We also 

only calculate the angle between the start and end rotations of the fly’s head, losing crucial 

information about the dynamics of each head movement. My work has shown that a better 

method of extracting the head rotation angles is required, particularly as the extraction of the 

roll component would be highly desirable. We address this problem in Chapter 4. 

3.4.2 Conclusion 

We showed that electrical stimulation of the TH neck muscle group induced a head yaw 

turn of approximately 13o in the blowfly Calliphora, which closely matches that of previous 

work[70]. This was achieved after devising an experimental setup in which electrical 

stimulation of neck muscles reliably resulted in head rotations, which were recorded. 

During this study we were not able to control for voluntary neck motor action the fly may 

have caused in homonymous or antagonistic muscles, modifying the head movements 

induced by the electrical stimulation of the TH unit. However, this restriction highlights the 

need for a functional biomechanical model of the blowfly NMS (which we explore in Chapter 

5), for which these results may serve as validation. Future studies would also require a more 

sophisticated method of extracting the roll, pitch and yaw angles from video data of the fly’s 

head. This leads us to the next chapter, in which we create a 3D anatomical model of the 

surface of the blowfly’s head.  
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4 Fly head model for video analysis 

Given the high dimensionality and complexity of the 3D organisation of the neck motor 

system, as revealed by µCT work in Chapter 2, I aimed to characterise the impact that 

contraction of individual muscles had on the head. As demonstrated in Chapter 3, extracting 

all three rotational degrees of freedom (roll, pitch and yaw) from recordings of the fly’s head 

movements with a single video camera is extremely challenging. In this Chapter, I will be 

aiming to develop a method to do this more accurately, and in an automated fashion. The first 

step is to create a 3D anatomical model of the fly’s head, which can be compared against 

video data of a fly’s dynamic head movements during experimental studies. Once I have a 3D 

model of the surface of the fly’s head, I programme automated software which analyses 

experimental video data. The software retrieves the roll, pitch and yaw angles by which the 

3D model must be rotated to best match the image of the fly’s head on individual video 

frames recorded during an experiment. 

4.1 Introduction 

In Chapter 3, manual calculation of head rotation angles, extracted by analysing 2D video 

data, was required to infer the effect of muscle contractions on the head of the blowfly. This 

process was time consuming and potentially inaccurate, necessitating an automated method, 

but the challenge of extracting 3D rotation data from 2D image frames is not a trivial one. 

Previous attempts [14, 69, 70, 86-91] to extract these parameters from video data of fly heads 

have either been performed manually, required the use of elaborate markers and reflective 

surfaces or required multiple cameras. Instead, my approach is to create a 3D model of the 

surface of the fly’s head as a template against which to match video data. 

4.1.1 Image acquisition and photogrammetry 

To create a 3D model of the fly’s head, I first needed to capture many 2D images of the 

fly’s head from different angles and combine them using a process called photogrammetry. 

Photogrammetry has been used in a wide range of fields[92], but most pertinently for this 

study, it was applied to digitise museum collections, particularly of insects and other 

arthropods[93-96]. 

A 3D reconstruction is created from a large number of 2D images captured from multiple 

orientations around an object or specimen. Either the specimen is rotated, and the camera 
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remains fixed, or the specimen remains fixed, and the camera/cameras are moved around the 

specimen. There needs to be significant overlap between photos taken from neighbouring 

angles which should preferably be evenly distributed. Provided these conditions are met, a 

photogrammetric technique called Structure-from-Motion (SfM) can be used: 

In high level terms, given a sufficient number of 2D images taken from different 

viewpoints of an object at a certain location, common features are identified across multiple 

images through feature extraction and image matching algorithms, followed by verification 

and refinement using projective geometry. These processes create the basis of the 3D model 

to follow, which is then refined using techniques such as image registration[97], 

triangulation[98] and bundle adjustment[99]. The method is further explained in section 

4.2.3, and a comprehensive overview of SfM can be found in Schönberger et al. (2016) [92]. 

4.1.2 Head model and video analysis 

Once the 3D model of the fly head has been created, fly head movements, captured by a 

high-speed video camera, could be analysed. As in Chapter 3, the rotation angles of the fly 

head were extracted, with respect to its thorax, including all three rotational degrees of 

freedom this time (roll, pitch and yaw). My automated approach aims for a more generalised 

solution to the problem of extrapolating three-dimensional information from two-dimensional 

high-speed video frames of rotating Calliphora heads. Although this solution requires 

significant initial preparation in generating a 3D model of the head, once created it can be 

reused and shared. 

 

Figure 4-1.Illustrations of the roll, pitch and yaw rotations for the fly’s head and neck, including the “pivot 

point”, about which the head is assumed to rotate, indicated by the intersection of lines at the base of the neck 

in (a), and denoted by * in (b).Adapted from Stange G, Hengstenberg R., 1996. 
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Any rotation of the fly’s head cannot be defined without a point around which to rotate, 

here referred to as “pivot point” (i.e. the origin of the coordinate system used to describe the 

head movements). In previous studies, the head is intuitively assumed to rotate about the neck 

joint, as illustrated in Figure 4-1 [86]. While this may be true, our detailed anatomical data of 

the blowfly neck motor system (e.g. Figure 2-8) enables investigation into whether this 

assumed location of the pivot point is indeed accurate. 

4.1.3 Aims 

In this Chapter, we aim to: 

• Acquire 2D images of the blowfly head from all angles, through multiple imaging 

modalities (photography and SEM). 

• Combine these 2D images into a 3D model of the surface of the fly’s head. 

• Verify, through µCT data, the precise point about which the head rotates relative to 

the thorax. 

• Compare the 3D model to experimental video data of the fly’s head, extracting the 

three rotation angles for each individual frame. 

4.2 Materials and Methods 

4.2.1 Specimen preparation 

Adult Calliphora vicina were collected from our laboratory colony. The colony was 

maintained at approximately 23˚C with a lighting cycle of 12:12h (light:dark), adults were 

provided with sugar, water and one protein meal, larvae were fed on pork liver. Both female 

and male adult flies were cold immobilised, then the head was removed and fixed in 100% 

ethanol. The heads were then stored in the fridge for 1 day to allow the ethanol to penetrate 

the tissue.  

4.2.2 Image acquisition 

Two methods were used to acquire 2D images of fly heads: Firstly, a digital SLR camera 

(Canon, EOS600D) was used to capture colour images. Secondly, a scanning electron 

microscope (SEM) was used to acquire high resolution greyscale images. 
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4.2.2.1 Photographic image acquisition 

The SLR for the acquisition of colour images used StackShot controller via a PC, running 

Helicon Focus software. The fly head was mounted to a metal rod with two rotational degrees 

of freedom. This allowed for the fly head to be rotated around the full 4π range of azimuth 

and elevation, while the camera remained in a fixed position. The fly head was initially 

mounted with a 90o yaw angle relative to the camera and images were acquired while it was 

rotated 360o along the roll axis. The rotation apparatus had 24 “notches” which could be 

settled into, allowing for reliable and fixed rotation increments of 15o. The fly head was then 

tilted (in the yaw axis) towards the camera by 30o and again photographed while being rotated 

around the roll axis. This process was repeated until the fly head was directly facing the 

camera, as illustrated in Figure 4-2. With the fly in the centre of the sphere, facing upwards, 

the upper half of the fly head was mapped by acquiring images at each of the circles denoted 

by their tilt angles. 

To achieve an isometric head mapping, fewer images were acquired of the fly head as the 

tilt angle decreased due to excessive overlap between adjacent images. To maintain an 

approximately even distribution of images from all angles, images were acquired as follows: 

1. At a tilt angle of 90o, 24 rotation angles were used, one for each notch in the 

rotation apparatus. This represents a full 360o rotation. 

2. At a tilt angle of 60o, 21 rotation angles were used. This was achieved by skipping 

out 1 every 7 notches in the rotation apparatus. This equates to a factor of 

approximately √3/2, or sin(60o), to account for the additional overlap in the imaged 

portion of the fly’s head and maintain an even distribution of images. 

3. At a tilt angle of 30o, 12 rotation angles were used. 

4. At a tilt angle of 0o (i.e. ‘top down’ view), one photo was acquired. 

 

While this protocol resulted in one photo at each angular position, an extended depth of 

field (EDoF) image was captured at all positions, and each EDoF photo comprised 

approximately 35 individual photos. The image stacking across multiple focal planes enables 

the acquisition of a fully focused image necessary for creating a 3D mapping. Each of these 

photos was acquired at a resolution of 3456x5184 pixels. This procedure was repeated to 

generate complete datasets for two male and two female flies in total. 
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Figure 4-2. Illustration of the image mapping procedure. The fly head is located at the centre of the sphere, 

facing upwards towards the 0o mark. At each tilt angle, images are acquired for the full 360o rotation, thus 

providing coverage of the head within the upper hemisphere. The result is a surface map for the front half of the 

fly head. 

4.2.2.2 SEM image acquisition. 

As a complementary image acquisition method, a similar photogrammetric approach was 

implemented using SEM images acquired in collaboration with Dr. Alex Ball at the Natural 

History Museum, London. Specimens were fixed to a rotating stage inside an electron 

microscope using araldite resin and coated with 60nm of gold-palladium to increase the 

signal-to-noise ratio, and therefore speed up the acquisition process. Full details of the 

preparation method can be found in Ball et. al. (2017)[100]. In an automated process, stage-

mounted specimens were scanned at elevation angles of 10o, 30o, 50o, 70o and 90o. At each of 

these scanning angles, 72 images were captured as the sample was rotated through 360o. One 

could imagine a similar demonstration to the one shown in Figure 4-2, but with imaging 

angles of 10o, 30o, 50o, 70o and 90o. Both methods used provided sufficient overlap between 

images taken at neighbouring angular positions for 3D reconstruction of the surface of the 

fly’s head. 
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4.2.3 3D Model Reconstruction 

Following image acquisition was the conversion of the database of 2D EDoF images into a 

3D model. The model reconstruction for the images acquired from the digital camera was 

performed using VisualSFM[101] software and can be broadly broken down into four steps: 

1. Importing images.  

In this step, all of the images acquired from different angles are loaded into the memory 

of the computer for use by the software. 

2. Computing the pairwise matching between each of the images. 

This is necessarily a computationally intensive step as its algorithmic complexity is O(n2). 

To extract features from the images, this process utilises the scale-invariant feature 

transform (SIFT) algorithm[102], through SiftGPU, a graphical processing unit (GPU) 

accelerated implementation[103]. 

3. Sparse reconstruction. 

This correlates the features detected from the many viewpoints in the previous step and 

reproduces the structure of the fly head. Simultaneously, it recovers the position and 

orientation of the cameras which took the images (i.e. their pose) within the coordinate 

system defined by the fly head. The combination of these two objectives is known as 

bundle adjustment [104] and is achieved by minimising a cost function which 

incorporates both the structure of the object and the pose of the cameras, generally by 

solving a non-linear least squares error minimisation problem. Similarly to step two, the 

complexity of this process is offset by implementing a parallelised algorithm exploiting a 

modern GPU [99]. The complexity is markedly reduced if the images use the EXIF data 

standard, which embeds various metadata into the photographs. Of particular utility is the 

known focal length of the camera, which facilitates the calculation of the distance 

between the fly and the camera. 

4. Dense reconstruction. 

For this final step, a dense reconstruction is created through multi-view stereo (MVS) 

algorithms[105, 106], designed to integrate into the visualSFM software. The MVS 

package takes input images from the sparse reconstruction and decomposes them into 

overlapping clusters of images. The image clusters are then analysed using a parallelised 

MVS algorithm to recreate a more detailed point cloud from each cluster. Each point in 

the point cloud is defines contains the 3D coordinates of a feature on the fly’s head, as 
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recognised from multiple 2D images, RGB values for the feature and a surface normal 

vector. 

The final output after these four steps is a dense 3D point cloud representing the fly’s head. A 

similar approach was taken for the SEM images. However, reconstruction was done using 

Agisoft PhotoScan Professional (http://www.agisoft.com) by Dr Alex Ball at the Natural 

History Museum[100]. 

4.2.4 Automated analysis of head movements 

Using a model of the fly’s head, the next step is to match each frame of video data of the 

fly’s head to the 3D head model. This step requires calculating the 3D transformation which 

optimally matches the 3D head model to the 2D image frame, according to a defined cost 

function.  

For this process, an iterative closest point (ICP) algorithm [107, 108] was employed within 

MATLAB. The ICP algorithm attempts to minimise an error metric between two point 

clouds; in this case between the video image frames and the transformed head model. 

Following an initial estimation of the transformation, the algorithm converges by minimising 

the least squares distance between the two point clouds. The resulting transformation consists 

of three translations and three rotations of the head model. The 3D rotation matrix describes 

roll, pitch and yaw rotations made by the fly head, which is where the input of the pivot point 

becomes essential, as this is programmed into the ICP algorithm.  

 

 

To extract the roll, pitch and yaw components, given a rotation matrix R: 

 

(

𝑅1,1 𝑅1,2 𝑅1,3

𝑅2,1 𝑅2,2 𝑅2,3

𝑅3,1 𝑅3,2 𝑅3,3

) 

𝑅𝑜𝑙𝑙 =  tan−1 (
𝑅3,2

𝑅3,3
⁄ ) ,   Pitch = tan−1 (

𝑅2,1
𝑅1,1

⁄ ) 

𝑌𝑎𝑤 =  tan−1 (−𝑅3,1 √𝑅3,2
2 + 𝑅3,3

2⁄ ) 

Any translation involved is most likely an artefact from the fly’s entire body moving 

within the field of view of the camera. The translation matrix, while essential for the accurate 

estimation of the rotation matrix, is not behaviourally relevant. 

http://www.agisoft.com/
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To decrease the time required to the run the image matching, the region of interest within 

the field of view of the camera may be manually, as this reduces the total number of pixels 

that need to be analysed. Additionally, the head model must be scaled down to approximately 

match that of the fly head in terms of the number of pixels it occupies. Lastly, as the ICP 

algorithm requires an initial estimate of the transformation, it is necessary to select a single 

reference frame from the video footage of the fly’s head where its orientation is 

approximately level and at rest (e.g. before the onset of the stimulus). These manual inputs 

need only be provided once per video, or even per set of videos in the case where data from 

the same fly are analysed. 

Since the ICP algorithm matches one point cloud to another, the 2D rasterised video frame 

must first be converted into a point cloud (Figure 4-3). To achieve this, the image gradient 

function within MATLAB was used, which detects the difference between neighbouring 

pixels, corresponding to a simple edge detection algorithm. Within this gradient map of the 

image (Figure 4-3B), a “zero-level” is defined, below which all points are ignored; this is set 

at the lowest 5% of the greyvalues. The coordinates of the remaining points above this 

threshold are extracted to produce a dense point cloud which maps out the fly head’s features, 

as shown in Figure 4-3C. By using the gradient filter, most of the background pixels and 

some from the interior of the eyes were removed, while keeping salient features. This process 

is aided by the shallow depth of field, used by the high-speed camera, as it prevents detection 

of background features which would only dilute the information required to perform the 

image matching later. Similarly, when importing the head model point cloud into MATLAB, 

it was helpful to remove the points which represented the proboscis, which can move 

independently of the head. 

 

Figure 4-3. Transformation of a 2D rasterised image into a point cloud. This point cloud is subsequently used 

for image matching against the 3D head model. A) Raw image frame taken from the high-speed video footage. 

B) Gradient of the same image frame. C) Resulting point cloud once the darkest pixels have been filtered out. 
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 Once the 2D rasterised image has been converted into a point cloud, the ICP algorithm is 

used to calculate the transformation parameters for the first frame of the video. For each 

subsequent frame, it can be assumed that only a very small deviation from the previous frame 

is possible, as the video was captured at 1000 frames per second. Given the 1ms image 

acquisition time, and the angular rate of observed head rotations, only small changes between 

consecutive frames are expected. This constraint of the algorithmic parameter space improves 

both the speed and accuracy of the process. 

4.3 Results 

4.3.1 Photogrammetry image acquisition and reconstruction 

Two female and one male fly heads were imaged with the digital SLR camera setup for 

photogrammetric reconstruction. Figure 4-4 shows a selection of images used in subsequent 

reconstruction steps. 

For each fly, stacks of images were combined to create a 3D anatomical model of the fly 

head. Images for the first female fly were reconstructed to form a sparse point cloud of 

41,226 points and a dense point cloud of 403,771 points (Figure 4-5, left). For the male fly, 

23,218 and 275,983 points were used to assemble the sparse and dense point clouds (Figure 

4-5, right). Images for the second female fly resulted in a sparse point cloud of 13,312 points 

and a dense point cloud of 285,090points. Each reconstruction took approximately 30minutes 

in total to complete the four steps outlined in section 4.2.3. 
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Figure 4-4.Selection of photographs of fly heads. These images are extended depth of field composite images 

made up of many standard frames at varying depths of field. It shows a variety of fixed male and female fly 

heads from different angles, mounted to a metal rod. Images were taken from a mounted digital camera, as part 

of the photogrammetry process. 

The 3D renderings of the models shown in Figure 4-5 were created in MeshLab[109]. 

These renderings indicate the quality of the head models, which provide anatomical 

information in 3D and in colour. They capture detailed and gross anatomical features and 

contours of the head. However, the resolution is insufficient to accurately capture the smallest 

elements of the fly head, such the hairs and bristles, which appear much larger in the model 

than they should be. Additionally, some parts of the head surface, particularly the compound 

eyes which are naturally smooth and featureless, appear to be rough and interrupted. 

In addition to the fly head, parts of the mounting rod were also reconstructed, which 

required manual annotation of the reconstructed model. Those parts of the rod visible from 

multiple angles were distant from the head, as the head itself obscures much of the rod, so 

could be easily removed. 
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Figure 4-5. Renderings of the models of one female (left) and one male (right) fly head. These models were 

reconstructed from digital photographs. 

 

Figure 4-6. A rendering of the 3D model of a male fly head from two different angles. The images used to create 

this head model were acquired by SEM, which is why it is displayed in greyscale. 

Only one fly was imaged using a scanning electron microscope as part of a trial with the 

Natural History Museum in London to determine the efficacy of the method [100]. A 3D 

rendering (created in MeshLab[109]) of the male fly from two different angles is shown in 

Figure 4-6. This SEM model consists of nearly 7 million points, i.e. an order of magnitude 
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above that of the photography-based model, due to the sub-micron spatial resolution of the 

electron microscope. 

Direct comparison of this model with the photographic model outlines two key 

differences: i) As expected, the resolution is substantially higher for the SEM model. 

Notably, the compound eyes, hairs and bristles are much more accurately represented. 

Despite the higher resolution, certain anatomical structures are not completely accurate, such 

as the arista (the tip of the antenna) which show no separation between the individual hairs 

along their length. ii) The SEM model lacks colour information and is represented in 

greyscale as a result of electron scattering. 

I have shown that 3D models of fly heads can be reconstructed and represented digitally 

using two different imaging methods. Both models contain high quality anatomical 

information, and have advantages and disadvantages depending on the imaging technique 

used, i.e. higher resolution imagery vs. colour information. Usage of these head models is 

detailed in section 4.3.3. 

4.3.2 Defining the pivot point for head model 

Using the µCT data presented in Chapter 2, the interior of several blowfly heads were 

studied to identify the pivot point about which the head rotates relative to the thorax. 

 

Figure 4-7. Rendering of a µCT scan of the blowfly neck motor system. The neck muscles are highlighted in 

colour, with cuticular structures close to the neck muscles marked in blue. Left: The full neck motor system 

comprising cuticle, muscles and tendons are shown in false colour within a greyscale outline. Visible in this 

image is the anterior third of the thorax and most of the head from a dorsal view. The horizontal yellow line 

shows an approximate division between head and thorax. Right: A magnified view of the region shown within 
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the white rectangle on the left panel. The thin red strands represent eight tendons which extend from neck 

muscles, connecting at six locations on cuticular structures in the head capsule. 

Figure 4-7 shows a 3D rendering of a µCT scan showing the neck motor system of the fly, 

created with the open-source software package Drishti[66]. The full neck motor system, 

including cuticular structures, muscles and tendons, are highlighted in false colour over a 

greyscale outline of the head and anterior thorax. The magnified view shows six separate 

attachment points within the head capsule for tendons which extend from eight separate neck 

muscles (at points 3 and 4 within Figure 4-7, two tendons appear to connect at a single 

resolvable location at the 7µm resolution of the scan). The fixed cuticular structures in 

combination with the orientation of the tendons and muscles necessarily define the point 

around which the head pivots relative to the neck. 

 

Figure 4-8. Single slice of a µCT scan showing a fly head and the anterior part of the neck. The horizontal 

yellow line shows an approximate division between head and thorax. The white arrow indicates the approximate 

distance between this line and the tip of the tentorial bar, the focal pivot point within the head capsule. This 

distance is approximately 30% of the distance to the anterior tip of the fly’s head. 

Any rotation of the fly’s head cannot be defined without a point around which it rotates. 

Previously, it has been assumed to be located where the head and neck meet [41, 70, 86], 

however the µCT data suggest that it is more complicated than that. With respect to 

calculating the head rotation angles, it is impractical to use the six separate locations shown 

in Figure 4-7. Instead, the tip of the tentorial bar (shown in Figure 2-11 B), which is 
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approximately w-shaped, was selected (attachment point 4 in Figure 4-7) as an upper limit. 

This location was chosen because it is the anterior-most attachment point and is easily 

identifiable across multiple CT scans. The coordinates of this location were collected from 

µCT scans of 5 female and 5 male flies, in addition to other anatomical landmarks for 

reference. These coordinates show that this point is located approximately 30% of the length 

of the head along the anterior-posterior axis, as indicated by the white arrow in Figure 4-8 

and central along the other two axes. 

4.3.3 Automated analysis of head movements 

Ideally, to test the fly head model, the video data generated from electrical stimulation 

experiments, as described in Chapter 3, would be used. However, the lateral viewing angle at 

which the high-speed camera was positioned makes this impossible, as the camera angle 

shows a relatively small area of the fly’s head (experimental setup is shown in Figure 3-3). 

Instead, head rotation extraction software (written in MATLAB) was tested on a high-speed 

video captured from a frontal perspective, during an experiment where the fly’s thorax is 

rotated in an oscillatory pattern, whilst the fly’s head and neck are free to move. Under these 

experimental conditions, the fly performs compensatory head movements in response to the 

thorax oscillations. 

Figure 4-9 demonstrates the basic process which is performed by the head rotation 

extraction software. Subfigure A shows a single frame taken from the high-speed camera 

footage, against which the head model will be matched, to extract all three degrees of 

rotational head movements. Subfigure B shows the same frame represented as a point cloud, 

so that the frame can be directly compared to the head model point cloud, shown in subfigure 

C. The head model here is a simple point cloud representation of the female head model 

shown in Figure 4-5. The point cloud representation of the camera frame generally contains 

thousands of points, so the head model was downsampled to a comparable number to 

increase the speed of the program. Subfigure D shows the head model transformed and 

overlaid on top of the image frame point cloud; the transformation in this example is a roll 

rotation of 10 degrees, and a yaw rotation of 3 degrees, along with a small translation.  

Preliminary tests of the head rotation extraction software show that it achieves a 

transformation which matches a 3D head model onto a 2D image of a fly’s head. This can be 

done for each frame of a video feed to output roll, pitch and yaw angles for the entire video. 

An example of this is shown in Figure 4-10, which displays all three degrees of freedom of 

the fly’s compensatory head rotations to a controlled roll rotation of the animal’s thorax. The 
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thorax was oscillated at 6Hz over an angular range of ±45o while the fly attempts to stabilise 

its gaze by keeping its head level at 0o. The traces in Figure 4-10 demonstrate this effort, and 

further suggest that a combined head rotation of roll and yaw are produced by the fly’s head 

as a response to a pure roll oscillation of the thorax. The pitch component appears largely 

uncorrelated with the other two rotation axes. 

 

Figure 4-9. Demonstration of image matching algorithm. A) Single frame taken from a high-speed camera 

video. B) Point cloud representation of the image in A. C) Point cloud representation of the head model derived 

from photogrammetry. D) 3D head model transformed and superimposed on top of the image shown in B. The 

green arrows indicate the workflow of the process.  
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Figure 4-10. Head rotations in roll (blue), pitch (green) and yaw (red). The rotation angles for all three degrees 

of freedom are plotted over time for the first 2 seconds where the fly performs compensatory head movements in 

response to controlled oscillation of its thorax at 6 Hz. 

4.4 Discussion 

Through photogrammetry, I have created 3D models of the surface of male and female fly 

heads using two separate imaging techniques: photography (Figure 4-5) and scanning 

electron microscopy (Figure 4-6). In addition to this, an attempt was made to create a 3D 

head model using µCT data, since it was already available and accessible following the work 

described in Chapter 2. The resulting data are not shown in this thesis, due to the large 

volume of data acquired; since I am only interested in creating a model of the surface of the 

fly head, all of the interior structures which are captured by µCT needed to be manually 

removed. Both photography and SEM proved to be much more targeted methods of image 

acquisition, and therefore more efficient. The resulting models are 3D anatomical 

representations of the blowfly head with details ranging from small facial features to large 

contours and shapes within the fly head. 

While not directly used in the creation of the model, µCT data of the fly head showed that 

previous assumptions about the point around which the fly’s head rotated may have been 

incorrect. µCT data enabled the identification of a range of plausible pivot points located 

inside the fly head (Figure 4-7), rather than between head and thorax. This assessment was 

based on the tendon attachment points of at least eight separate neck muscles. µCT data 

showed these tendons attach to cuticular structures within the head capsule, which, when 

pulled on during muscle contraction, cause the head to move. 
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Combining these 3D head models with the updated pivot point location allowed for largely 

automated analysis of fly head movements using customised software written in MATLAB 

(Figure 4-9). This software uses an iterative closest point (ICP) matching algorithm to extract 

a probable rotation matrix which matches the head model onto individual frames of high-

speed video footage monitoring fly head movements. The rotation matrix can be broken 

down to reveal the roll, yaw and pitch components (Figure 4-10). 

4.4.1 Reconstruction and image acquisition 

Each of the reconstructed head models consists of a large point cloud. The photographic 

models contain of the order of 105 points within this cloud, the SEM model contains ~107 

points. On average, the 2D images which are combined to create a fly head model sum up to 

approximately 13GB of data per fly. This includes all focal depths required to create the 

EDoF images, and all viewing angles. By contrast, the final 3D head model for each fly is, on 

average, 11MB in size, constituting a data compression value of 103. This is extremely 

helpful in terms of potential head model applications, since it will increase the speed of any 

algorithm which uses these data and the portability of the dataset.  

Although they have a relatively small size, the head models contain sufficient information 

to be able to extract a range of features, which can subsequently be used for image matching. 

This is despite the fact that many parts of the model are not reconstructed in a realistic way, 

particularly the compound eyes, and all of the bristles and hairs distributed across the head 

surface and antenna. The lack of accurately represented compound eyes does not affect the 

image matching process; since they are featureless, they are unlikely to be matched. The 

general structure and contours of the compound eyes, however, are much more useful and are 

well conserved in the reconstructions. Any potentially moving parts attached to the fly head, 

such as the proboscis, hinder future image matching applications which require stationary 

features within the frame of reference used. For this reason, prior to use, the proboscis was 

either removed physically or digitally from the head or head model, respectively. 

The over-representation of hairs and bristles within the model could potentially limit the 

effectiveness of the model, as each hair appears to be much larger in the model than they are 

in the live animal. Unfortunately, the 3D modelling of hair has proven to be extremely 

difficult; Beeler et al.[110] devised a system where, following an MVS reconstruction, hair is 

automatically detected, re-modelled and subsequently replaced with artificial hair in the 

rendering. This method proved successful, provided there was no significant occlusion 

caused by extremely dense clusters of hair. Because dense hair clusters are not present on the 
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fly head, using this technique could potentially improve the accuracy of the fly model. It has, 

however, not as yet been tested on insect hair and would require a modification of the 

reconstruction software currently used to model the fly head. Despite the advantages and 

disadvantages of each method (SLR and SEM-based), the reconstructed head models are of 

sufficient quality to enable the head rotation extraction software to function. Moreover, each 

model was downsampled to match the lower spatial resolution of the high-speed footage. 

Although the primary application of the head model is to automatically analyse the fly’s 

head rotations in response to electrical stimulation, it will be applicable for the data analysis 

of other experimental efforts. Studies on blowfly gaze stabilisation are routinely performed in 

the context of multisensory integration and the interplay between reflexes and goal-directed 

behaviour. Further, the methods presented here could be adopted to create models of other 

species, enabling a comparative study of 3D gaze stabilisation across different species. 

4.4.2 Pivot point 

The analysis of µCT scans of fly heads shows that there are no fewer than six locations 

within the fly head capsule in which tendons originating from neck muscles attach to 

cuticular elements. This raises some questions about how the head rotates relative to its 

thorax, and specifically about where the “pivot point” is located, i.e. the point about which 

the head rotates when its neck muscles contract. The µCT data would seem to suggest that 

there is no simple answer to this question, due to the high dimensionality of the fly neck 

motor system. Modelling multiple pivot points imposes a serious challenge without a better 

understanding of the neck motor system, in general. However, there is still scope for 

improvement by approximating a single representative location for the “pivot point” within 

the head capsule, based on information gathered from 10 µCT scans of fly heads. Here, the 

location of the tentorial bar was chosen, which is situated inside the head capsule at about 

30% of the head's anterior-posterior extent (Figure 4-8). This location is easily identified 

across multiple µCT scans. As it is the anterior-most attachment point (Figure 4-7), it 

represents an anterior bound on the location of the pivot point.  

A reasonably accurate pivot point location, even if not perfectly representing the ground 

truth, should provide more accurate results when it comes to image matching. For example, 

important visual features might be occluded if the head model has been inaccurately rotated; 

these features would then be missed during the image registration process, potentially 

creating a mismatch in the ICP algorithm. It is modelled as a single variable within the 
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algorithm designed to extract head rotation components, and can easily be adjusted between 

the values of 0% and 30%, which may produce more accurate results. 

4.4.3 Head rotation extraction software 

The preliminary results shown in Figure 4-9 and Figure 4-10 suggest that the method used 

has much potential; the head rotation angles returned by the software are plausible, although 

they have not been independently verified. One of the key components of the software is the 

use of an iterative closest point (ICP) algorithm, which is computationally very fast. The time 

required to process the 1,000 frames shown in Figure 4-10 should take approximately 10 

minutes, although it will depend on the specifications of the computer running the software. It 

is particularly important to have enough RAM to fully load the video into memory. In 

addition to being very fast, the ICP algorithm returns three key parameters: rotation matrix, 

translation matrix and an error metric (in this case, a least squares error metric). The rotation 

matrix can be decomposed into three components which will correspond to roll, pitch and 

yaw rotations of the fly head. The translation matrix is not considered relevant, since the 

position of the fly within the field of view of the camera varies slightly throughout the video. 

The error metric is particularly useful, as it allows for easy comparison between possible 

matches. The success of the ICP algorithm depends on its starting estimation; it is therefore 

possible to compute several possible matches initially whose error metrics can be directly 

compared. It is therefore possible to choose multiple starting estimations, selecting only the 

results which produce the lowest error metric. 

The reliance on accurate starting estimate to produce accurate results represents a 

weakness of the ICP algorithm. It is considered a “greedy” algorithm in that it will rapidly 

converge to a local maximum defined by its error metric, instead of returning the global 

optimum. This is a trade-off for the high speed of the ICP algorithm, which only poses a 

problem in the head rotation extraction software for the very first frame.  It still remains to be 

manually verified, but if it is deemed accurate, the software is unlikely to produce unstable 

solutions, since each frame contains only a very small change from the preceding frame. A 

second disadvantage of the ICP algorithm is that it requires a point cloud to function, which 

removes a lot of the information captured by the 3D head model. Each point in the cloud is 

treated equally, as opposed to matching greyvalues (for SEM model) and RGB colour values 

(for photography model). This problem is exacerbated for the photography model, since the 

Photron high-speed camera can record only in greyscale, whereas the reconstructed full 

colour model would likely be able to match to a colour image with much higher accuracy. 
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One possible improvement could be to incorporate the SIFT algorithm into the software, 

in a similar way to how the head model was created. This would allow full use of colour or 

greyscale information and may improve the accuracy of the model, particularly because the 

features in the head model were originally extracted using the SIFT algorithm. 

The initial testing of the head rotation extraction software is largely qualitative and 

requires a larger dataset of relevant video recordings for testing. Even so, Figure 4-10 shows 

that the fly responds to a pure roll stimulus of its thorax with a combined roll and yaw 

response, indicating that the blowfly neck motor system may not be capable of producing a 

pure roll rotation. It further suggests that the neck motor may not be aligned along the 

cardinal axes of roll, pitch and yaw of a Cartesian coordinate system. 

Further videos of the fly head movements induced by electrical stimulation of its neck 

muscles are required to follow up this observation. Ideally, the video footage would be 

recorded in colour, which would most likely facilitate more accurate image matching. This 

would also enable a quantitative analysis of the different types of image acquisition methods 

used in generating 3D head models. It is obvious that the SEM head model has a much higher 

resolution compared to the photography model, but lacks colour information. It is not entirely 

clear, however, what effect this trade-off would have when it comes to the speed and 

accuracy of image registration during the head rotation extraction process. Another 

consideration is that a feature on the fly head which is captured using reflected light by a 

digital camera may not be recognisable when captured by way of electron scattering with an 

electron microscope. 

 Through the creation of model detailing the surface of the blowfly head in 3D, 

significantly more detailed analysis of head movements is now possible. My analysis 

revealed that, in response to a pure roll stimulus of its body, the fly compensates with a head 

rotation combination of roll and yaw. This finding exemplifies the need for a biomechanical 

model of blowfly neck motor system as a whole, to be able to explain this, and other 

behaviours. 
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5 Finite Element Analysis of the neck motor system 

This Chapter focuses on the development of a prototype finite element (FE) model of the 

blowfly neck motor system, based on µCT data. Under my guidance, this work was started 

by UROP student Anna Volokitin, who started working on an early version of the model 

and wrote much of the initial python code used to automate the process. Individual muscle 

contractions are simulated within the FE model and the results were analysed and discussed. 

I then explored two further methods for model validation, in addition to the electrical 

stimulation experiments performed in Chapter 3. Finally, improvements to the FE model are 

investigated; many of these ideas and recommendations were followed up by another UROP 

student Amna Askari, who made valuable contributions toward refining the model. 

5.1 Introduction 

 In Chapter 3, we encountered many challenges in our attempts to characterise the blowfly 

neck motor system through direct electrical stimulation. In particular, the difficulty to 

distinguish between voluntary head movements initiated by the fly and those induced by the 

electrical stimulations of the animal’s neck muscles complicated the interpretation of the 

results. By contrast, a computational model of the blowfly neck motor system, based on high 

quality anatomical data, would allow for complete control over every element of the neck 

motor system. 

 Previous studies have applied musculoskeletal modelling to imaging data in order to 

understand 3D skeletal geometries as well as to investigate muscle function, mostly in 

humans, but also other animals [111, 112]. A musculoskeletal model typically consists of a 

framework of muscles and bones, with joints between sections labelled and defined (e.g., a 

location where the model can rotate in at least one direction) [113]. Muscle properties must 

be modelled such that they can deform in response to internal and external forces (e.g. 

according to Hill’s muscle model [114]), but skeletal elements are modelled as being rigid. 

Given that the output of the blowfly NMS appears to be highly dependent on internal 

cuticular structures (i.e. skeletal elements) which are likely to move and deform (see [41] and 

section 2.4.1, with attention to the cervical sclerite and the indirect neck muscles), this 

method was discounted. 
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 Another technique is the finite element method (FEM), which breaks down the physical 

geometry of a mechanical system into small elements, and attempts to iteratively solve partial 

differential equations. Finite element analysis (FEA) is well established in the field of 

traditional engineering, and, while relatively new to biological systems, in recent years many 

researchers have been able to apply FE modelling to biomechanical systems in insects [115-

118]. To effectively model a biomechanical system, certain key parameters which are central 

to FEA must be defined: Firstly, the precise geometry of a system must be defined to obtain 

any meaningful mechanical output, which, in biological systems, is potentially very 

challenging. However, this can be readily extracted from µCT data given effective staining 

and subsequent segmentation, as described in Chapter 2. Secondly, material properties are 

required; in this case, properties of insect muscle and cuticle such as Young’s modulus, as 

well as force generation and contractile length changes in neck muscles. While these material 

properties have not been measured in blowflies, approximations taken from literature can be 

applied. Lastly, boundary conditions must be applied which define and contain the parameter 

space being modelled. Assuming these conditions are met, FE modelling can theoretically 

predict the behaviour of complicated non-linear systems with a high degree of accuracy [119-

121]. I will specifically be looking to simulate contractions of each muscle group within the 

fly NMS individually (as described in section 2.4.1), and qualitatively analyse the resulting 

head movements. 

The aims of this Chapter are fourfold: 

1. Present the development of a functional FE model of the blowfly neck motor 

system based on anatomical data derived from µCT data. 

2. Script this process so that it can be repeated on other blowflies and other flying 

insect species. 

3. Simulate individual muscle contractions. 

4. Investigate methods for model validation, 

5.2 Materials and methods 

5.2.1 Finite element model development and Python scripting 

Below, I describe the process of taking µCT data and transforming them into a functional 

finite element model (FEM) using the software package Abaqus (v6.12-1, Dassault Systèmes, 

Providence, RI, USA). Abaqus enables the output of both numerical values, such as 
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magnitudes of elastic stress and strain, as well as the graphical rendering of the entire model, 

including any movements which result from a given simulation. 

I started with data similar to those shown in Chapter 2, i.e. µCT data which have been 

analysed and subsequently segmented to extract elements of the blowfly neck motor system, 

including muscles, tendons and cuticular structures. Abaqus can be used either through a 

command-line or graphical-user interface, and natively supports Python as a programming 

language. This enabled the full scripting of the entire procedure in Python, from the point of 

loading µCT data up to generating head movements based on simulated muscle contractions. 

5.2.2 Importing data from µCT for initial model 

In the first step, 3D mesh models of each muscle and tendon, as well as sections of cuticle 

from the neck and head of the blowfly were imported. These models were converted into 

‘meshed’ representations of the anatomical elements using Mimics (v14.0, Materialise NV, 

Leuven, Belgium). During the meshing process, sets of voxels defining a given anatomical 

structure were taken from µCT data and approximated with tetrahedral mesh elements 

representing their respective volume. 

 

Figure 5-1. ’Meshing’ process of µCT data, demonstrated on the DE1 muscle. Each component of the finite 

element model is a meshed representation of anatomical structures. The process involves taking a 3D volume 

from µCT data (left), smoothing it (centre), and finally converting it into a tetrahedral mesh object (right). The 

approximate volume of each tetrahedron closely matched the volume of each µCT data voxel. 

Figure 5-1 illustrates the meshing process for one of the depressor muscles, DE1. The DE1 

mesh shown is made up of 5180 tetrahedral elements and 1221 nodes (a node is where the 

vertices of neighbouring tetrahedra meet), with a mesh density of approximately 5x105 
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tetrahedra/mm3. The other muscles, tendons and cuticle were meshed in the same way with 

similar mesh densities. Due to the source µCT data being scanned at 7µm resolution, 

individual tetrahedron sizes were limited to being larger than the µCT voxel size (343µm3), 

as this represents the spatial resolution limit for the data.  

In Figure 5-2, a rendering of annotated µCT data is compared with a snapshot of the fully 

meshed neck motor system, modelled for FEA to demonstrate the completeness of the 

assembled system. Only certain cuticular elements are added to the model, those which form 

the necessary structural elements for the muscles to pull against. Some neck muscle tendons 

had to be omitted from the initial model, due to insufficient tissue staining in the µCT 

preparations. 

Once muscles, tendons and cuticle have been meshed and imported into Abaqus, boundary 

conditions are applied to posterior portions of cuticle within the subsection of the fly’s neck 

motor system (highlighted in Figure 5-3). Within the context of FEA, a boundary condition 

represents a region which is constrained in one or more axes, i.e. they are unable to change 

their position or deform along the axes specified. In this case, boundary conditions are 

applied to the two cuticular structures shown in Figure 5-3, which fully constrain them in all 

directions (the highlighted section of cuticle includes the sternal apodeme(SA) and pleuron 

apodeme(PLA) as described and visualised in section 2.4.1). The constrained cuticular 

structures shown are only small portions of much larger internal structures that extend well 

beyond the NMS in vivo, and as such, their full extent is not visible in the FE model. These 

large cuticular structures connect in many places to the fly’s exoskeleton, as well as other 

internal structures, and are deemed unlikely to move significantly during neck muscle 

contractions, making them suitable for boundary conditions. This assumption is made on the 

basis that the forces generated by the neck muscles will have a negligible impact on the rest 

of the fly’s thorax, which is designed to deal with substantially higher forces generated by the 

more powerful flight muscles. A cursory comparison between the fly’s flight and neck 

muscles, given in Figure 2-4, shows the scale difference between the two motor systems. The 

validity of these boundary conditions is tested in section 5.2.4. No other boundary conditions 

were applied, and the head was allowed to move freely. 
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Figure 5-2. Anatomical basis for the FE model. Segmented anatomical structures of the blowfly neck motor 

system (left), including muscles, tendons, and cuticular specialisations, are reconstructed from µCT data and 

provide the input for the initial FE model (right). 

 

Figure 5-3. Fly neck motor system assembled using Abaqus. Cuticular structures at the lower part of the image 

(blue&orange) define the boundary conditions for the FE model. The head capsule and other cuticle are 

coloured in green. Muscle pairs are marked in yellow, red, and blue to aid visualisation of different functional 

groups. 
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5.2.3 Attachment creation 

The next step in the largely automated process of assembling the FE model requires 

manual input. It defines the connections between muscles, their tendons, as well as the 

attachment points to cuticular elements. Many neck muscles maintain an approximately 

uniform diameter throughout their length, while others exhibit a rapid tapering to 

approximately 1/10th of the original muscle diameter. In the former case, the muscle is 

modelled such that it is attached directly to the cuticle; in the latter, the muscle is connected 

to the cuticle via the narrow tendon. 

 

Figure 5-4. Attachment creation illustration. The attachment between cuticle (green) and muscle (orange) is 

achieved by running an n-n closest point matching algorithm on every node within the white ellipse. This helps 

to define the extremities of each material, which are subsequently constrained to form an attachment. 

Practically, model attachments are created by manually reorientating the FE model within 

the Abaqus GUI and highlighting a large group of nodes, which, within the attachment 

region, contain two different materials, e.g. cuticle and muscle. This is exemplified in Figure 

5-4 where every node contained within the white ellipse is selected. The custom-written 

python script subsequently separates these nodes into two sets, based on their material type, 

and runs an n-n closest point matching algorithm. The closest pairs of nodes are constrained 

together, forming an attachment between the two materials. This process is repeated until 

there are attachments between all neighbouring materials. 

In some cases, the process can be automated at the cost of added processing time. For 

example, the entirety of a single muscle and tendon pair could be provided to the closest 

point matching algorithm. Unfortunately, this method does not work for all muscles, as in the 

case of the SC-CO DV muscles (shown in Figure 2-11 A,C&D, and Figure 5-5D), which are 

almost entirely encased in a cuticular sheath (shown in Figure 2-4, #4 and Figure 5-5), 
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making it more difficult to identify their attachment points. They are instead inferred from the 

overall shape of the muscle, as well as from evidence provided in earlier studies by Strausfeld 

et. al.[41]. Figure 5-5 illustrates the challenge of determining exactly where each muscle 

terminates, given the tightly packed configuration of muscles and surrounding cuticle. In the 

case shown, four muscles are nearly completely encased in cuticle, making attachment point 

determination based purely on proximity unviable. Muscles whose attachment points could 

not be unambiguously determined were omitted from the model. 

 

Figure 5-5. A) Rendering of a µCT scan of the blowfly neck motor system. Neck muscles are highlighted in 

colour, with cuticular structures close to the neck muscles marked in blue. B) Magnification of the sub-region 

enclosed by the trapezium in A from an elevated viewpoint. The cervical sclerite, covering several neck muscles, 

is shown together with portions of surrounding muscles. C) Surrounding neck muscles have been removed, 

leaving only the blue cuticular sheath covering four pairs of interior neck muscles. D) The transparency of the 

cuticular sheath has been increased to reveal the neck muscles nestled within. White arrows indicate the 

workflow of the steps required to visualise the muscles. Renderings generated using Drishti [66]. 

5.2.4 Assigning material properties and simulating muscle contractions 

Muscle contractions are simulated by applying simultaneous forces from both ends of the 

muscles towards its centre of mass (Figure 5-6). Essentially, linearly elastic properties of 

muscles are assumed, and therefore a solution to Hooke’s law is approximated for each 

tetrahedral node forming the modelled muscle. To achieve this, forces generated by the 
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muscle tissue must be estimated, as well as its material properties, specifically the Young’s 

Modulus. 

 

Figure 5-6. Magnified portion of the FE model, centred on the right DE1 neck muscle (blue). The white arrows 

overlaid indicate force application, starting at both ends of the muscle, directed toward its centre of mass. This 

force application is designed to simulate a muscle contraction. 

Firstly, evidence suggests that muscle does not have linearly elastic properties [122]. 

Assuming piecewise linearity from the N elements that make up each part of the FE model, 

this approximation should provide a reasonably accurate representation of the systems 

qualitative behaviour as N tends towards infinity. Therefore, the more tetrahedral elements 

comprising each modelled part of the whole assembly, the greater the predictive power of the 

model. Put another way, the lower the tetrahedral element size, the better the numerical 

approximation, but there are two limiting factors: 

1. Increasing the scale of the model also increases the computation time for the software 

to converge to on a numerical solution. 

2. The FE model and all its parts are derived from µCT scans obtained at a finite 

resolution, so to decrease the tetrahedral element size below the original µCT voxel 

size would exceed the spatial resolution limits of the original data. 

Exact values for the force generated by insect neck muscles are hard to come by, however 

approximate values taken from literature[123-125] suggest that similarly sized insect leg 

muscles are capable of generating forces in the range of 10-3N. One would expect, given their 

more subtle function and much smaller size, that neck muscles operate at one or two orders of 

magnitude below that. The effects of a muscle contraction were therefore simulated by 
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applying a linear force of 10-5N at both ends of a muscle towards its centre of mass, as 

indicated in Figure 5-6. For each muscle, one simulation  was run, consisting of loads applied 

to one muscle group, with all other muscles assumed to be inactive, and the boundary 

conditions constraining the lower cuticular sections as detailed above. 

To simulate muscle contractions, a Young’s Modulus (E) value was assigned to each of 

the muscles and cuticle, based on approximate values taken from the literature[126-130]. One 

value for each of the muscles (Em=1MPa), and another value for the cuticle (Ec=1GPa) were 

chosen. In the µCT-based reconstruction of the neck motor system, there were a number of 

elements which were deemed to be tendons. They exhibited a slightly lower greyvalue level 

than muscles and are largely identified by a significant tapering of the muscle down to 

approximately 1/10th of the original muscle diameter (Figure 5-7).  These structures were 

modelled separately from the muscles they originated from, and were assumed to be 

incapable of generating any force. Therefore, the modelled muscle force generation started at 

the muscle/tendon boundary. 

 

Figure 5-7. Left and right ventral longitudinal (VL) muscles shown from a dorsal (left), and lateral view (right). 

These images illustrate the significant tapering of neck muscles into tendons as they protrude toward the 

tentorial bar (TB). The approximate locations for the connections between muscle and tendon are indicated in 

white.  
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5.3 Results 

With the fully assembled FE model, simulations were run to model a contraction for each 

muscle group, showing the resulting state of the NMS, including head movements. This was 

done for each muscle individually to estimate its function qualitatively. The output data for 

each pair of muscle blocks or groups which have been segmented from µCT data for this 

model are given below. Next to each muscle below is a reference a figure of its µCT 

reconstruction in Chapter 2, showing its size, shape and position within the NMS. 

5.3.1 Individual muscle simulations 

1. DE1. The first depressor muscle. Figure 2-9: A&B. 

Contraction of this muscle causes primarily a downward pitch rotation, combined with a 

slight ipsilateral yaw rotation of the head. This is shown in Figure 5-8, where the left image 

shows the head and neck motor system in a neutral orientation, and the right image shows the 

final configuration following a simulated contraction of the left DE1 muscle. The head is 

pitched downward and yawed to the same side as the contracted muscle (in this example, the 

left DE1 muscle is contracted). This muscle has visibly contracted, pulling the cervical 

sclerite along its pulling plane. 

 

Figure 5-8. Contraction of the DE1 muscle. The image on the left shows the head and NMS in a neutral 

orientation. The yellow arrow indicates the approximate pulling planes of the DE1 muscle. The image on the 

right shows the final configuration of the head and NMS following a simulated contraction of the left DE1 

muscle. 

2. DE2. The second depressor muscle. Figure 2-9: A&B. 

For this muscle, the medial end of the muscle was too far away from the cuticle to reliably 

identify an attachment point. This is likely due to a segmentation error at the µCT-
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reconstruction stage. For this reason, the DE2 muscle was omitted from the model. However, 

given its size, position and orientation, its contraction will likely have a similar effect on the 

head as a DE1 contraction. 

3. VL1-2. The two ventral-longitudinal muscles. Figure 2-9: A,C&D. 

Contraction of this muscle group results in the muscles and tendons buckling under load and 

minimal head movement. This is shown in Figure 5-9, where the left image shows the head 

and neck motor system in their neutral orientation, and the right image shows the final 

configuration following a simulated contraction of the right VL muscle group. This muscle 

group can be seen to have buckled under load, while the head is largely unmoved. 

 

Figure 5-9. Buckling during right VL muscle contraction. The image on the left shows the head and neck motor 

system in their default configuration. The yellow arrow indicates the approximate pulling planes of the VL 

muscle group. The image on the right shows the final configuration following a simulated contraction of the 

right VL muscle group, where the head is largely unmoved; however, the muscle can be seen to have buckled. 

4. SC-RE/RO. The sclerite-retractor and two sclerite-rotator muscles. Figure 2-9: A,E&F. 

Contraction of this muscle group results in a combination of contralateral roll and ipsilateral 

yaw rotation of the head. 

5. TH1-2. The two transverse-horizontal muscles. Figure 2-10: A&B. 

Contraction of this muscle group results in the muscles buckling under load and little-to-no 

head movement. 

6. LEV/AD. The levator and adductor muscles. Figure 2-10: A,C&D. 

Contraction of this muscle group has little effect on the head directly; however, it may be 

used in conjunction with other muscles. 

7. ABD. The abductor muscle. Figure 2-10: A,E&F. 

The attachment points of this muscle are unclear, so it was not included in the initial version 

of FE model. 
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8. OH1-5. The five oblique-horizontal muscles. Figure 2-11: A,B,E&F. 

Contraction of this muscle group causes primarily an upward pitch rotation, as well as a slight 

ipsilateral yaw rotation of the head . 

9. SC-CO DV3. The third sclerite-condyle dorsoventral muscle. Figure 2-11: A-D. 

Contraction of this muscle causes primarily an upward pitch rotation, with a minor combined 

contralateral roll and yaw rotation of the head. 

10. SC-CO DV124. The sclerite-condyle dorsoventral muscles 1,2&4. Figure 2-11: A-D. 

As described in Chapter 2, the tendons for these three muscles are too close to be separated 

and have therefore been merged into a single muscle unit. During the simulation, this tendon 

can be seen buckling under load, probably due to inaccurate modelling. There is very little 

movement of the head upon simulated contraction. 

5.4 FEM validation 

As with any predictive model, it is important to validate the results against known 

outcomes. Due to the large number of assumptions inherent in the modelling process, precise 

angular measurements were deemed to be outside the scope of the FE model’s predictive 

power. With this in mind, the first step on the pathway to model validation involves 

confirming whether the qualitative results shown in the 5.3 are accurate. If this can be done in 

some simple cases, further, more complicated predictions can be made. In addition to the 

electrical stimulation experiments detailed in Chapter 3, I attempt to validate the model in 

two further ways: 

5.4.1 µCT 

The second validation approach includes additional µCT analysis; in preparing specimen 

for µCT scanning, there is a large degree of variability in the final head position of the fly 

before fixing, and many are fixed with their heads in a state of rotation. Detailed analysis of 

the µCT scans reveals that not only are their heads in a state of rotation, their neck motor 

system is also fixed in a contracted state. By examining the position and orientation of the 

neck muscles and cuticula of the flies in such a scan, the muscles involved in producing the 

given head orientation were inferred. 

An example is given in Figure 5-10, showing a fly from two different angles, with its head 

fixed in a rotated state. In this instance, the head assumed a roll angle of approximately 45o to 

the right combined with a yaw rotation of approximately 13o to the left. The pitch rotation 
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was negligible. The left image shows the fly from a ventral view, while the right image is 

taken from a position rotated 45o, such that the head is directly facing the viewport. Both sets 

of DE muscles are highlighted in green to demonstrate an asymmetry, suggesting that DE 

muscles were at least partially responsible for this head rotation. This interpretation of the 

data is further supported by measurements taken directly from the µCT scans, suggesting that 

the left DE1&2 are approximately 20% shorter than the right DE muscles. 

 

Figure 5-10. µCT validation example. The fly is shown from two different angles, with the exoskeleton and other 

internal structures displayed in translucent greyscale. The two pairs of DE muscles are highlighted in green. 

The left image is taken from a ventral viewport, which was axially rotated by 45o to obtain the image on the 

right. 

Analyses in this vein were performed for the whole neck motor system, showing that the 

following muscles were shorter than the same muscle on the opposite side: left DE1&2; left 

TH1&2; left SC-CO DV1-4; right SC-RE/RO; right ABD and right LEV/AD. By contrast, 

the VL and OH muscle groups showed no signs of contraction.  

5.4.2 Synchrotron measurements 

To take this one step further, four-dimensional CT data was acquired by scanning live flies 

during tethered flight in a synchrotron beamline at the Swiss Light Source [48, 131-133] at 

the Paul Scherrer Institute, Villigen, Switzerland. The data were acquired in collaboration 

with the Animal Flight Group[48] of the Zoology Department at the University of Oxford and 

physicists of the TOMCAT beamline, who used the method to investigate the dynamics of 

the blowfly flight motor system in vivo. Crucial to this method were the sub-millisecond 
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temporal resolution of the x-ray scan which allows for the 4D reconstruction of the processes 

underlying wingbeat control in live specimen. A synchrotron light source generates x-rays by 

means of a particle accelerator which contains electrons travelling at relativistic speeds. As 

these electrons lose energy, they emit highly energetic x-rays which are channelled into a 

“beamline”. The specimen is rotated in the x-ray beam, generating 2D phase-contrast images 

at each rotation angle which are later reconstructed into a 3D volume. 

Live flies in tethered flight were mounted to a rotating turntable in the path of the 

synchrotron beamline (Figure 5-11). As the fly turns, 2D radiographs are acquired, which can 

later be reconstructed to 3D volumes2. Simultaneously, high speed video is captured as a 

reference, and for later use; Schwyn et al. used these video data to capture the wingbeat 

kinematics, which were subsequently used in the reconstruction process [48]. The fly was 

induced to tethered flight by means of an air blower, which mimics a natural wind stimulus. 

High contrast gratings printed onto a rotating drum mimicked optic flow and induced 

compensatory head rotations in the flies [14, 134, 135]. By altering the angle at which the fly 

was mounted, the rotating drum pattern could cause the fly to perform different combinations 

of roll, pitch and yaw head movements. 

 

 

Figure 5-11. Schematic showing the experimental setup for data acquisition. The fly is tethered to a rotating 

turntable, with an independently rotating drum showing a simple visual grating pattern. An air blower was 

directed at the fly’s antennae, simulating air flow, to stimulate tethered flight during which the animal 

 

2Synchrotron derived CT scans are, from here on, referred to as “sCT” scans. 
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performed compensatory head movements. Radiographs and high-speed videos are simultaneously acquired. 

Image adapted from [48]. 

The mounted fly was continuously rotating while in the path of the beamline, performing 

five full rotations during the course of the scan. Only half a rotation is required to perform a 

full 3D reconstruction, so these five rotations are split into consecutive 180o segments and 

reconstructed, resulting in ten 3D volumes which represent ten time steps capturing the fly’s 

movements, both interior and exterior. 

Figure 5-12 shows some of the data extracted from one sCT scan; the 3D volume used is 

from the first time step, where the fly’s head is close to a level orientation, showing only a 

small roll rotation (subfigure A). Subfigures B&C are taken from viewports3 situated inside 

the thorax of the fly, capturing the neck region. Although individual muscles cannot be 

distinguished, the overall state of the neck motor system is visible. Subfigures D&E show 

viewports focused on the lateral portion of the right and left TH muscle groups, respectively. 

The TH muscles are perhaps the only muscle group which can be easily distinguished due to 

their location, making them good candidates for direct examination. 

 

Figure 5-12. A) Snapshot of a 3D rendering of the fly’s head and upper thorax during tethered flight inside a 

synchrotron beamline. Labelled rectangular boxes indicate the approximate location of each of the other 

viewports. B&C) Additional images of the same volume showing magnified portions of the neck motor system 

 

3 Within the context of visualising a 3D volume, an image captured from a “viewport” is a 2D view that is 

displayed. A viewport itself represents an artificial camera within the rendering software; in this case, Drishti. 

There can be several viewports simultaneously displaying the parts of the 3D volume from different positions 

and orientations, or under different conditions (e.g. varying transparency). 
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from ventral and dorsal viewports, respectively. D&E) Additional images of the same volume showing a 

magnified view of the lateral portions of the right and left TH muscle groups, respectively.  

 

Figure 5-13. A) Snapshot of a 3D rendering of the fly’s head and upper thorax during tethered flight inside a 

synchrotron beamline. The fly’s head has undergone a large yaw rotation to the left. B-E) As in Figure 5-12. 

 

Figure 5-14. A) Snapshot of a 3D rendering of the fly’s head and upper thorax during tethered flight inside a 

synchrotron beamline. The fly’s head has maintained its large yaw rotation to the left, and increased its roll 

rotation. B-E) As in Figure 5-12. 

Figure 5-13 shows data from the third time step within the same scan as Figure 5-12. By 

this point within the fly’s movement, the head has increased its roll rotation slightly, but also 

performed a large yaw rotation to the left. This yaw rotation is perhaps most evident in 

subfigures B&C, where the head is almost in direct contact with the top of the thorax. 
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Figure 5-14 shows data from the sixth time step within the same sCT scan. By this time, 

the fly has rotated its head to its maximum point within the movement (approximately 70o) 

while maintaining its large yaw rotation (subfigures B&C). These subfigures show clear 

changes within the neck motor system, although the spatial resolution to identify specific 

parts of the neck motor system is lacking. There was no evident change to the lateral portions 

of either TH muscle group throughout the course of the movement (subfigures D&E). The 

remaining time steps from this scan show the fly returning its head to a neutral position. 

The spatial resolution at which each individual projection was acquired is 5um, however, 

because each 3D volume is made up of projections integrated over approximately 125ms, 

small movements sometimes create a blurring effect, lowering the effective spatial resolution. 

By comparison with stained µCT scans, it is significantly more difficult to extract features 

such as neck muscles, and to separate muscles from cuticle.  

Consequently, the highly detailed and annotatable neck motor system as imaged through 

µCT appears as an amorphous blob in each sCT scan, as is evident in subfigures B&C of the 

above figures. In order to extract more detailed information about the neck motor system, 

image registration techniques to align the initial sCT scan with a segmented µCT scan were 

used, as demonstrated in Figure 5-15. As it is impractical to show image registration in three 

dimensions, Figure 5-15 shows 2D slices of the µCT and sCT scans, initially unaligned in the 

left sub-image, subsequently in good alignment in the right sub-image. 

 

Figure 5-15. Image registration of µCT and sCT scans. Left: a single slice of a µCT scan is shown in pink, with 

a single slice of an sCT scan shown in green. These are scans of separate flies and are unaligned. Right: the 
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same two scans have been used to generate this image, however the sCT has been aligned to overlap the µCT 

scan. In each, the slice shown is from a lateral viewpoint. 

 

Figure 5-16. Image registration of the neck motor system. The same volumes shown in Figure 5-15 are shown 

here, however only the neck motor system of the µCT scan is visible. By using the same transformation used in 

Figure 5-15, the neck motor system of the µCT scan is mapped onto the sCT scan. The slice shown is from a 

dorsal viewpoint. 

Application of the same transformation used to generate the alignment shown in Figure 

5-15 to the same µCT scan where only the neck muscles are visible (Figure 5-16), enables 

segmentation of neck muscles from the sCT scan which would otherwise be inaccessible. In 

this way it is possible to apply the µCT data as a “mask” over the sCT data, as demonstrated 

in Figure 5-16. The neck motor system, shown in green, is pushed forwards toward the 

ventral end of the fly, down and to the left, as shown in the left sub-image of Figure 5-16. 

 This is only possible if, in at least one of the ten time steps, the fly has its head oriented in 

a level position. This is generally the case at the first time step, prior to any marked head 

rotations later on. By applying this mask to the sCT scan of the first time step, all of the 

muscles that comprise the neck motor system can be labelled. For each subsequent time step, 

the fly head has rotated and so it is no longer possible to label the neck motor system in this 

way. However, it is possible to calculate a transformation which maps the current state of the 

neck region back to its default state. In doing so, the neck muscles can once again be labelled, 

and revealing information about the dynamics of the neck motor system during a head 

rotation. This method is still in its infancy and has yet to be fully implemented; doing so 
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would allow the kinematics of muscle contractions to be related to head movement, enabling 

more accurate FE modelling of muscle contractions. These data would be used in a similar 

way to the µCT validation – by correlating asymmetries and deformations in the NMS to 

rotations of the head. The major difference would be that the sCT analysis would provide ten 

time steps within the fly’s movement, a full 3D description at each step detailing the state of 

the NMS and head rotation, whereas the µCT analysis provides only a static 3D picture. 

5.5 Discussion and conclusion 

5.5.1 Simulated muscle contractions 

Following the simulated muscle contractions, I was able to make predictions about the 

function of each muscle or muscle group. These predictions are compared to those made 

previously by Strausfeld et al. [41]. 

 The DE1 muscle pulls the cervical sclerite along its pulling plane (primarily down toward 

the lower thorax, also slightly toward the lateral and ventral extremes), as can be seen in 

Figure 5-8. This causes the muscles which are housed within, the SC-CO DV muscle group, 

to passively pull the head down. This is broadly in line with what Strausfeld et al. suggested, 

hence the name of a “depressor” muscle. In our simulations, contraction of the LEV/AD 

muscle group do not appear to have a substantial effect on the fly’s head, however, Strausfeld 

et al. predicted that a combined contraction of the DE and contralateral LEV/AD muscles 

would create a roll rotation. While the DE2 muscle could not be modelled, given its position, 

size and orientation, its function is likely to be nearly identical to that of the DE1 muscle.  

 Strausfeld et al. also suggested that contractions of the OH1-5 muscle group would induce 

yaw rotations. However, FE simulations suggest that a yaw rotation was only a minor part of 

the head movement caused by contraction of this muscle group; its primary function is the 

generation of upward pitch rotations. Such conflicting results highlight the need for model 

validation. The OH1-5 muscle group is also unique in that even the high-resolution µCT 

scans yield no evidence that there are five separate muscles, tightly packed together. 

Strausfeld et al., on the other hand, show that this is, in fact, the case, as evidenced by their 

histological work and the innervation of the OH muscles by four separate neck motor 

neurons. This peculiarity indicates the need for a more detailed assessment of the muscle 

responses in relation to the given state of the system and behavioural context. For example, 

the fly may activate only one or two of the muscles if trying to cancel out a downwards pitch 
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rotation caused by another muscle group, however if a large, fast downwards pitch rotation 

was required, then all five muscles may be recruited simultaneously. 

 The SC-CO DV muscle group are contained within the cuticular structure called the 

cervical sclerite. This interior cuticular element can be manipulated by the DE, SC-RE/RO, 

and TH muscle groups. As a result, they are likely to have multiple functions, depending on 

which muscles they work in combination with. FE simulations showed that they are primarily 

involved in roll and yaw rotations; however, contractions for part of this muscle group (SC-

CO DV124) could not be performed accurately due to uncertainties when modelling the 

attachment points of the tendons. This may stem from the fact that tendons from three of the 

muscles were grouped together, as they could not be reconstructed separately based on the 

µCT data. FE modelling also showed that the SC-RE/RO muscles create roll and yaw 

rotations of the head, and are therefore likely used in conjunction with the SC-CO DV muscle 

group to enhance this movement. 

 The TH muscle group appears to buckle under load, and therefore does not produce 

substantial head movements. This is likely due to its unusual shape, formed by differences in 

the morphology of the TH1 and TH2 muscles: TH1 is long and thin, with approximately 

uniform width along its length while TH2 is short and very thick in the middle third, but 

rapidly tapers down to form tendons which extend to attach to cuticle. The unusual shape was 

the result of amalgamating these two muscles, which could not be separated within the µCT 

data due to their proximity. When forces were subsequently applied at either end of this 

muscle block to simulate a contraction, it buckled. In a similar vein to the OH muscle group, 

it may be that the TH1 and TH2 muscles have different functions in terms of the dynamics of 

their muscle contraction. For example, the TH1 muscle may be better suited to perform 

relatively slow contractions sustained over a long period of time, whereas the TH2 muscle 

performs rapid, large muscle contractions which are short-lived. 

 The VL muscle group suffer from a similar problem of buckling tendons (Figure 5-9) as 

encountered for SC-CO DV124 muscles, and also produced uninterpretable movements. 

Finally, the ABD muscles were excluded from the model due their unusual triangular shape 

(Figure 2-10) and unclear attachment points. 

 The results of the simulated muscle contractions have enabled predictions of muscle 

function beyond those made by analysis of anatomical data. The results further show that the 

model is partially functional, but requires improvement in several key aspects, which are 

detailed in 5.5.3, as well as validation. 
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5.5.2 Model validation 

Three validation methods were used: The first validation method for the FE model was in 

the form of electrical stimulation experiments described in Chapter 3. However, with the 

current results, the only possible validation is that of TH muscle function. It should be 

possible to perform additional experiments on other muscles, such as the DE muscle group, 

as these would be most accessible. Furthermore, video analysis of 3D head movements would 

be considerably simpler and more accurate, using the largely automatic software described in 

Chapter 4.  

 The second validation approach was to examine µCT scans in which the fly was fixed 

with its head (and neck motor system) in different states of rotation. These scans give a static 

picture of how the given head orientation is related to specific configurations of the neck 

motor system. Figure 5-10 shows one such scan where the fly’s head was rotated by 

approximately 45o in roll and 13o in yaw, relative to the thorax. By observing asymmetries 

and measuring length changes in the neck muscles, it was apparent that nearly all of the neck 

muscles were involved to some extent in this head movement. It may also be more 

informative to consider which muscles were not involved to produce the banked head roll 

observed. Specifically, the OH and VL muscle groups showed no signs of contraction, 

suggesting that they are only used when large pitch rotations are required. Since there is no 

pitch rotation of the head in this specimen, it is possible that a minor nose-down pitch 

rotation caused by the DE muscles and a small nose-up pitch rotation due to the contraction 

of the SC-CO DV3 muscle, cancelled each other out. 

Analysis of these µCT data give some indication, but not proof, of which muscles 

contracted to create the final head orientation observed. It is possible that some of the 

muscles were passively stretched due to contraction of contralateral muscle groups pulling on 

cuticular elements, which in turn stretched the muscle. On the other hand, it is possible that a 

muscle engages on an isometric contraction, preventing itself from being stretched and 

holding some internal cuticular element in position. 

Whereas the µCT validation might be considered a static analysis, the synchrotron 

validation uses four-dimensional data in an effort to reveal the kinematics of the neck motor 

system, which should be a more robust validation of the FE model. The synchrotron data 

reveals the entire movement of the head and upper thorax of the blowfly, broken down into 

ten discrete time steps, as illustrated in Figure 5-12, Figure 5-13 and Figure 5-14. These 

figures show scans taken at three different stages of the banked head roll rotation performed 
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by the fly: Initially, the head showed minimal rotation at the start of the motion, while the 

neck muscles showed little evidence of contraction. At the second stage, the head showed a 

significant yaw rotation, coupled with a small roll rotation; meanwhile, the neck muscles 

were visibly asymmetric. Finally, at the third stage, the fly maintained its large yaw rotation 

and increased its roll rotation; the neck muscles showed further evidence of contraction.  

The only neck muscle group that can be independently viewed is the TH muscle group, 

and its lateral half is shown in subfigures D&E across all three stages. Based on the results of 

Chapter 3, as well as previous studies, it is very likely that the right TH muscle group is 

contracted in Figure 5-13 and Figure 5-14, while the left pairs are passive. However, there is 

no visible change in either muscle group shown in subfigures D&E across all three stages, 

which provides strong evidence that the boundary conditions applied in the FE model are 

accurate. It was previously assumed that the SA and PLA cuticular structures (shown in 

Figure 2-9 and Figure 2-10) would not move as a result of neck muscle contractions, which is 

why they were selected as boundary conditions in the FE model (shown in Figure 5-3). The 

sCT results have shown that this assumption held true. 

The benefit of observing in vivo movements, broken into discrete time steps, provided by 

sCT comes at the price of markedly reduced discriminability between muscles and cuticle 

within the neck motor system. As a result, and in contrast to the analysis of the µCT scans, it 

is hardly possible to segment out individual muscles in the sCT data. This could be explained 

by µCT data being imaged at a superior spatial resolution; however, each image acquisition 

method has spatial resolution values in the 2-8µm range. The resolution of the sCT is 

diminished due to blurring caused by integrating movements over a period of approximately 

125ms. An additional advantage within µCT is the shrinking effect that the ethanol fixative 

has on muscle tissue; while it may seem that altering the true state of the fly’s internal 

elements is a detrimental effect when trying to create a realistic model, the benefit of being 

able to more easily separate neighbouring structures is highly desirable. Lastly, contrast in 

µCT scans is achieved through absorption contrast, as opposed to phase contrast in the 

synchrotron. The latter is inflexible, but the former can be tailored, as shown in Chapter 2, by 

selecting a suitable staining agent and protocol. 

No validation was possible from the electrical stimulation experiments performed in 

Chapter 3 due to difficulties in modelling the TH muscle group. However, future experiments 

could combine the methodological advances reported here to make further progress in terms 

of model validation. Analysis of µCT data partially validated the predictions made from 

simulating individual muscle contractions within the FE model. Specifically, the FEM 
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predictions for the DE, SC-RE/RO, OH, and SC-CO DV3 muscles were supported by 

analysis of a µCT scan of where the blowfly head and NMS were fixed in position following 

a banked head roll rotation. Due to the inability to discriminate individual muscles, it was not 

possible to validate muscle function through sCT. The 4D analysis did, however, support the 

assumption that the posterior cuticular region (Figure 5-3) is unlikely to move substantially 

during neck muscle contractions, and is therefore validated as a suitable boundary condition 

for the FE model.  

5.5.3 Limitations and future improvements of FE model 

There are several key issues which need to be addressed to improve the predictive power 

of the initial FE model developed to study the dynamic properties of the blowfly neck motor 

system: 

1. Increasing sample size: 

This FE model is based on one single µCT scan of a blowfly and may not be 

representative across an entire population. 

2. Muscle modelling:  

There have been several issues with modelling groups of muscles which are too close 

together to physically separate within a µCT scan. This is particularly evident in the 

TH muscles, as mentioned previously.  

3. Tendons:  

Tendons are already modelled separately to their muscle counterparts, as they are 

assumed to be incapable of generating any force. However, during simulated muscle 

contractions, several tendons show signs of buckling under tension, suggesting that 

they are incorrectly modelled. 

4. Young’s Modulus: 

It is currently assumed that each tissue type has a single homogenous Young’s 

modulus value. 

I will initially address Issue #1 above, as it will provide the framework for much of what 

follows. To ensure that our model is representative of Calliphora, in general, it is necessary 

to replace the template-based model with a model where the meshed objects representing 

anatomical structures are grown based on average coordinate data across many µCT scans. In 

other words, instead of directly importing the precise shape of each muscle and tendon, they 

are instead inferred from their attachment coordinates, derived from µCT. Landmark data 

taken from many µCT scans can be combined to give a geometric average using the 
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established technique of Geometric morphometrics [136], which has previously been used in 

conjunction with µCT and FEM studies[137-139]. This additionally solves Issue #2, as it is 

no longer necessary to physically separate each muscle along its entire length, but only at its 

attachment points. It will further help to address Issue #3, as each tendon can be generated as 

a simple “cable-like” element, such that it does not resist compression. 

 While importing coordinate data would work to generate prototypical muscles and 

tendons, it cannot directly be used to create an average head and cuticle; a more complete 

structure is required. Creating an average head and cuticle could be achieved by compiling an 

atlas-based on a population of individual data sets, using a deformable registration algorithm 

[140]. The algorithm would able to represent the mean morphology across a population of 

voxel-based 3D images in an unbiased fashion [141]. This leads to addressing Issue #4: The 

degree of homogeneity in Young’s modulus of insect cuticle is not well known. However, it 

is known that cuticular Young’s modulus has a strong correlation with the degree of cuticle 

sclerotisation [106-108]. I have shown in Chapter 2 that, for certain staining protocols, the 

contrast achieved in µCT scans is also strongly correlated with the sclerotisation of the 

cuticle. Therefore, it should be possible to apply a weighted Young’s modulus value across 

cuticular elements of the FE model based on the greyvalues averaged across multiple µCT 

scans. Additionally, a sensitivity analysis of the Young’s modulus should be performed to 

determine the precise impact on cuticular deformation and head movements. 

 The other limitation of the template-based model used here is that it only permits a “static” 

analysis with Abaqus, i.e. an analysis which does not consider the full dynamics of the 

system. A static analysis has the advantage that it can converge to a solution faster, but is also 

more limited in scope. Unconstrained by the existing fixed muscle meshes, a dynamic 

analysis could be performed that accounts for both length changes and force variability 

within muscles, e.g. due to sinusoidal force amplitude variations. Specifically, I could 

implement a more realistic muscle contraction simulation, based on Hill’s muscle model 

[114], which has been used to model muscle contraction in both human [142] and insect 

muscle [143] in previous FEA studies. 

 By implementing Hill’s model, I would be able to capture non-linear muscle behaviour 

and more accurately represent the dynamic response of a muscle including its active as well 

as its passive properties. Modelling the passive muscle properties is particularly important in 

a system including such a large number of muscles because, even if not actively contracted, 

their viscoelastic properties may still impact on head movements generated by other active 

muscles. 



 

106 

 

5.5.4 Conclusion 

I have developed and initially tested a method to transform annotated µCT data into a FE 

model capable of simulating muscle contractions and observing the resulting head 

movements. The method has been scripted using python to create a nearly automatic 

workflow which could be easily adopted for application in other species of insects. 

The FE model was used to test what head movements were produced by simulated 

contractions of specific muscle units or individual muscles. The results suggest that nose-

down pitch rotations of the head are mediated by the VL and DE muscles units. Likely 

candidates to generate nose-up pitch are the OH unit, as well as SC-CO DV3 muscles. A pure 

yaw rotation was only linked to the contraction of the TH muscle unit. None of the muscles 

tested was capable of producing a pure roll rotation. It is possible, however, that one of the 

SC-CO DV muscles, operating in conjunction with one or more of the indirect muscles, 

enable head roll. For the generation of a combined roll and yaw rotation of the head, the 

LEV/AD, SC-RE/RO, and ABD muscles are possible candidates. Strausfeld et al. suggested 

that blowflies are capable of extending and retracting their heads, in addition to the three 

rotational degrees of freedom. Retraction could be caused by simultaneous contraction of the 

OH and VL muscles, but there are no obvious candidates for extension of the head. One 

possible option is that the extended state of the head is the default one, due to a neck joint 

under constant pressure. 

I have detailed two imaging-based approaches to validate the FE model, in addition to the 

electrical stimulation experiments (Chapter 3). Firstly, in a static environment using µCT 

scans; more ambitiously, using a synchrotron capable of sub-millisecond scan times to 

perform an analysis of the kinematics of a banked roll head rotation. Further refinements of 

the FEM and validation experiments are required to eventually achieve a dynamic 

characterisation of the blowfly neck motor system. 
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6 Summary and Discussion 

6.1 Summary 

In this thesis, I aimed to characterise the NMS of the blowfly through a combination of 3D 

imaging for morphological analysis, automated 2D image analysis of fly head movements, 

electrical muscle stimulation experiments on live flies, and finite element simulations of 

segmented µCT data. For each Chapter, I will summarise the key results and findings. 

In Chapter 2, using µCT-derived morphological data detailing fly anatomy down to the 

low micron resolution, I performed a quantitative analysis of a variety of x-ray based staining 

regimes. Quantitative comparisons of the stained contrast levels between neighbouring tissue 

types (e.g. cuticle and muscle) allowed me to develop an optimised staining protocol for µCT 

imaging of the neck motor system of the blowfly Calliphora. This staining protocol allowed 

for high discriminability between a variety of tissues and the background level, as well as 

sufficient inter-tissue contrast to create a 3D anatomical model of the blowfly NMS and head.  

In Chapter 3, this 3D model was used as a dissection guide to enable direct electrical 

stimulation of neck muscles, while recording the resulting head movements. Analysis of these 

head movements showed that electrical stimulation of the TH muscles induced an average 

13o yaw rotation of the head. Thus, despite employing a different methodology, we were able 

to corroborate results by Gilbert et al. (1995), obtained in studies of head movements in 

Sarcophaga. In their study, electrical stimulations of the anterior dorsal nerve (ADN), which 

houses neck motor neurons innervating TH muscles, produced head yaw rotations of 

comparable amplitude. The results of our electrical stimulation experiments are also in 

agreement with the sensitivity to horizontal wide-field motion of ADN neck motor neurons 

that Huston and Krapp (2008) reported.  

The results of Chapter 3 revealed two key limitations of the method employed: i) 

Accurately and rapidly calculating the rotation angles (roll, pitch and yaw) of the fly head 

from video data is lacking, yet essential for the analysis of electrical stimulation results; ii) 

There is currently no way to determine which elements of the neck motor system (in addition 

to the stimulated muscle) were responsible for any given head movement following electrical 

stimulation. To overcome limitation (i), a method for automatically extracting the roll, pitch 

and yaw rotation angles of the blowfly head from 2D video data was devised in Chapter 4, to 

be used in future direct electrical stimulation experiments.  
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Addressing limitation (ii), and using the µCT data as a starting point, I created a functional 

biomechanical model of the blowfly NMS using the finite element method (FEM), scripting 

the process for future application to other specimen and species. Using the FE model to 

simulate the contraction of individual muscles or muscle units, I gave descriptions of the 

function of several muscles within the NMS, as well as cuticular elements. Exploring 

validation methods for the model, µCT data once again proved its value: By analysing scans 

of blowflies whose heads were fixed in a state of rotation, I showed a causal link between the 

fly’s final head rotation and the functional state of its NMS. Further validation attempts were 

made by obtaining time-resolved CT scans which revealed the internal structure of blowflies 

in a synchrotron. Although this method provided valuable insights, particularly in verifying 

some boundary conditions of the FE model, the changes in individual neck muscles could not 

be identified without complicated further analyses. The sCT-based validation method was 

subsequently less informative than the µCT-based method, while being methodologically 

more complicated and expensive. The final validation attempt was to compare the simulation 

results against those obtained through electrical stimulation in Chapter 3. 

6.2 Discussion 

6.2.1 Head roll rotations 

It has long been established that flies make banked turns during flight[144, 145], i.e. they 

combine a yaw and roll rotation of the body to perform a turn, in much the same way that 

aircraft do, known as a banked turn. Schilstra et al.[146] showed that blowflies will perform 

compensatory banked rolls of the head (i.e. combined yaw and roll) during banked turns. This 

observed natural behaviour raises the question of whether the fly is capable of producing a 

pure roll rotation of its head, or whether it is always coupled with a yaw component. Until 

recently, studies into gaze stabilisation in flies rarely focus on the yaw component of the head 

rotation; this is presumably because it is not required for the alignment of the fly head with 

the external horizon, which is always achievable with a combination of pitch and roll 

rotations. It may therefore be true that, in response to a pure roll rotation of the thorax, the fly 

can only compensate with a banked head rotation in response. Since yaw head turns are not 

required for a level gaze and the fly has a very wide field of view, a yaw turn which might be 

deemed “unnecessary” would have little negative consequence for the fly in terms of its 

ability to process visual information. 
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Such a response is shown in Figure 4-10, where the fly’s tethered thorax is rotated about 

its roll axis, but the fly’s major compensatory roll response is accompanied by a smaller yaw 

component. This is further supported by the results of the FE muscle contractions, where no 

muscle is shown to generate a pure roll response. It has not, however, been ruled out that a 

combination of muscles might generate a roll rotation of the head. It is also interesting to note 

that, during the head rotations observed during the sCT scan shown in Figure 5-12, Figure 

5-13 and Figure 5-14, the fly initially performs a banked head turn, despite a pure roll visual 

stimulus being presented via a rotating grating pattern. It then appears that, between Figure 

5-13 and Figure 5-14, the change in head rotation is one of pure roll, however it is clear that 

the fly has already achieved the maximum yaw turn possible as the head is pressed against 

the top of the thorax. Although there is strong evidence, further work on the FE model is 

required to be able to categorically state that the fly is incapable of pure roll head rotations. 

It has been shown that, in response to perturbations in tethered flight, flies tend to under-

compensate for this disturbance, resulting only in a partially stabilized gaze[10]. This under-

compensation is accompanied by rotational torque of the body of the fly [85], suggesting that, 

were it not tethered, it may be able to fully compensate for the disturbance and achieve a 

level gaze. Calliphora have been shown to be capable of generating yaw and roll body 

rotations independently [145] through changes in wing kinematics, however the same has not 

been proven for head rotations. The architecture of the neck motor system, as shown in 

Chapter 2, is well arranged to generate pure pitch and yaw head rotations, but not pure roll 

rotations. 

The hypothesis that blowflies are incapable of pure head rotations is further supported by 

studies into the receptive fields of neck motor neurons (NMNs) compared with those of 

lobula plate tangential cells (LPTCs) [39]. LPTCs have previously been divided into 

functional groups based on the types of self-motion that they are receptive to[5]. While there 

is a large degree of overlap between the receptive fields of LPTCs and NMNs, one marked 

difference is the under-representation of roll-specific NMNs [39]. Put together, the evidence 

points to a control system whereby the fly is able to perform stabilising roll manoeuvres of 

the body, combined with banked roll rotations of the head. This being said, the fly exhibits a 

preference for banked body turns over pure roll rotations during flight[46]. 

6.2.2 Coordinate systems for sensing and actuation 

We have thus far been using the standard orthogonal framework common in man-made 

aeronautics (i.e. the three rotational degrees of freedom: pitch, roll and yaw). It has 
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previously been stated [26, 40, 46, 147, 148], and is further supported by the work presented 

in my thesis, that the fly does not operate in this manner. In stark contrast to man-made 

systems, and as demonstrated through my 3D reconstructions, the control vectors of the neck 

motor system are highly non-orthogonal and exceed the dimensionality of the Cartesian 

coordinate system. I have stated that the fly is not capable of pure roll rotations of its head, 

but it is certainly capable of yaw and pitch rotations, as well as many intermediate 

combinations of the three.  

In the introduction, I considered a broad question central to the understanding of gaze 

stabilisation: How are the sensor signals converted into a muscle activation pattern that 

generates compensatory head movements? While this is still an open question, this thesis 

offers numerous insights towards answering it; consider the following: Clearly, the neck 

motor system is not orthogonally arranged in terms of its actuation, but it is still capable of 

moving the head in three-dimensional space. Certain head movements are “preferred” by the 

fly over others, presumably because they have behavioural significance[146]; one such 

movement is the banked roll head rotation, as depicted in Figure 5-10. The organisation of 

the neck motor system appears to be designed to facilitate the control of this type of head 

movement in support of a level gaze. Based on the anatomical data and the FE model, the 

four SC-CO DV muscles appear to be set up to directly cause a banked roll head rotation. The 

TH, SC-RE/RO, ABD and LEV/AD muscles then modulate the exact parameters of the 

rotation: contraction of SC-RE/RO muscles directly amplify the movement; the TH muscles 

increase the yaw component; the precise function of LEV/AD and ABD are less straight-

forward, and without an improved FE model, it is difficult to say with certainty what their 

effect would be. Their likely involvement in the banked roll head rotation is implied by the 

µCT data, suggesting that they play a role in the fine-tuning of the movement. 

Given the relatively simple nervous system of the fly, it does not seem possible that it is 

capable of performing complicated coordinate transformations. This would suggest that the 

coordinate system in which the fly’s motor systems operate should be very closely matched 

by the one in which it senses. Put another way, sensing and actuation within a common 

coordinate system increases robustness and energy efficiency [148]. Since energy efficiency 

is a major driving factor in evolutionary biology [149], computationally intensive coordinate 

transformations would be prohibitively expensive. Consequently, for the blowfly, if its neck 

motor system is designed to perform banked roll rotations of its head with ease, then the 

compound eye, halteres and other sensors should provide immediately utilisable information 

which allows the fly to detect when this head movement is required. These sensors must 
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therefore provide this information within a coordinate system that is aligned with the 

coordinate system controlling flight and gaze. This arrangement would reduce the 

computational overheads required for the sensorimotor transformation and thus establish an 

energy-efficient control architecture that links sensor signals to motor commands.  

Research into VS cells within the lobula plate support this argument, as it has been shown 

that the optic flow generated across the fly’s compound eyes during a banked head turn 

would sequentially induce strong responses in 7 of the 10 VS cells [26]. This sensory 

sensitivity, combined with the anatomical organisation of the neck motor system (Chapter 2), 

suggests that the fly is poised to both sense and compensate for banked turn body rotations to 

maintain a level gaze. The notion that the fly is structured, at every level, to respond to the 

types of movement that it performs or encounters most often has previously been posited 

[148] and is known as the mode sensing hypothesis. The benefit of such a system is clear: a 

neural network coupled to mechanical actuators that are attuned to these natural types of 

motion will ensure the greatest signal-to-noise ratio and therefore the fastest and most reliable 

response to these frequent events. 

For sensors and actuators to share a common coordinate system, there must also be a 

common coordinate system among the wide variety of sensory systems within the blowfly. 

There is some evidence suggesting that most sensory mechanisms use the non-orthogonal 

coordinate system established by the LPTCs of the motion vision pathway [148]. The key 

point being that the slowest of the sensory pathways, the motion vision pathway, defines the 

coordinate system. It does so specifically to sense the natural modes of motion which require 

control to enable flight stability and a level gaze. 

6.2.3 Multisensory integration 

Blowflies combine sensory input from visual and mechanosensory modalities to increase 

the dynamic range of their stabilising responses, mostly demonstrated for attitude changes 

around the roll and yaw axes[26]. As an example, the block diagram of the multisensory 

control architecture supporting compensatory head roll was shown in Figure 1-2. According 

to studies by Hengstenberg [10], the motion vision pathway provided by the compound eyes 

is most sensitive to roll rotations at angular velocities just below 100o/s. The gyroscopic 

halteres, on the other hand, respond much faster than the motion vision pathway and produce 

maximum compensatory head roll at body rotations of about 1000o/s, [loc. cit.]. These 

immediate compensatory head rotations reduce the visual slip speed across the compound 

eyes so it falls into the considerably lower dynamic input range of the motion vision 
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pathway[89]. It is the fast feed-forward response of the haltere system that enables the much 

slower motion vision system to contribute to compensatory head rotations by means of 

negative feedback signals. 

The anatomical organisation of the neck motor system supporting the contributions of the 

fast haltere and slow visual system may be reflected by a morphological comparison of the 

two TH muscles. Our µCT data show that these two muscles have near identical locations 

and are orientated in parallel (Figure 2-10, A&B), which suggests a near-identical impact on 

the fly’s head in terms of their pulling planes. However, while TH1 has a uniform cross 

section throughout its entire length, TH2 has a spindle-shaped appearance with a large muscle 

bulk in its centre that tapers down to narrow attachment points at either end. The shape of 

these muscles implies their respective dynamic function: the TH2 muscle produces rapid, yet 

crude responses as opposed to the slower but finely tuned movements generated by TH1. 

The assumptions regarding muscle function are not solely based on their form, as further 

evidence exists in the sensory innervations to each muscle. Strausfeld et al.[41] suggested 

that there is a near one-to-one relationship between the number of NMNs and neck muscles, 

with one exception: TH2. Both TH muscles receive input from NMNs running through the 

anterior dorsal nerve (ADN) and were shown to induce yaw head movements [70], in 

agreement with the neurons’ sensitivity to horizontal visual motion stimuli[39]. One may 

therefore be led to believe that direct yaw rotations represent the sole purview of the TH 

muscle pair. However, TH2 uniquely also receives input from a second NMN, labelled 

CNM3 [41]. While the function of CNM3 has not been fully determined, there is evidence 

that CNM3 receives mechanosensory input from wing campaniform receptors[41], and 

halteres [12]. Integrating rapid mechanosensory sensory input, potentially combined with 

rapid ocellar sensory input [30], would allow TH2 to provide immediate feedback, not 

limited by the slower response times of the compound eyes. My hypothesis is therefore:  

Informed by low-latency sensory inputs, TH2 i) initiates a fast, compensatory yaw rotation 

of the head, and ii) simultaneously positions the cervical sclerite (CS) into a more favourable 

situation. This repositioning of the CS must necessarily happen quickly as its precise position 

within the NMS determines the pulling planes of many other neck muscles. The advantages 

to mechanism outlined are as follows: i) Early compensation rotates the fly’s head toward a 

level gaze, simplifying the input to the compound eyes, (similar to mechanism represented in 

Figure 1-2). ii) The SC-CO DV muscles are thus arranged that their contraction initiates a 

banked head turn with a larger yaw component than it would otherwise.  
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Such a configuration would explain the anomaly that TH2 has two distinct inputs from 

NMNs, and effectively facilitates further neck muscle contractions driven by the slower 

visual system. The concept that NMNs integrate visual and mechanosensory inputs is not 

novel, as it has been shown that some NMNs do not respond to visual stimuli unless there is 

also an accompanying mechanosensory stimulus from the halteres[12, 87]. Employing a 

second neuron (CNM3) to provide rapid mechanosensory information to the TH2 muscle 

suggests that neural mechanisms behind multisensory integration controlling NMS may go 

further than simple gating methods. 

My hypothesis highlights the need to be able to accurately model muscle contractions 

along their defined pulling planes, together with the resulting movements and deformations 

of internal cuticular structures. This would be particularly important when considering the 

application of the biomechanical model of the NMS to sensor stabilisation tasks in micro air 

vehicles (MAVs). Specifically, we seek to understand how the signals along the descending 

pathways are transformed into motor commands activating the neck muscles controlling 

compensatory movements. The transformation step critically depends on the coordinate 

frame defined by the functional organisation and dynamics of the respective motor system. A 

deeper understanding of these aspects in the context of gaze stabilisation brings us back to the 

FE model of the neck motor system. 

6.3 Future work and applications 

The methodology in Chapter 2, although developed and tested on blowflies, could easily 

be applied to other insect model organisms. A perfect example would be to compare the 

morphology of the NMS across different species of flying insects in a comparative study into 

gaze stabilisation (similar to [150]). Linking morphological adaptations across species with 

behavioural differences could provide insight into their functional significance. Another 

important future application of my µCT work is to further validate the FE model, as 

demonstrated in Figure 5-10. If a large number of flies were fixed in ethanol, then sampled to 

include only those flies whose heads were fixed in a state of significant rotation, these 

samples could then be stained and scanned using the protocol developed in Chapter 2. 

Analysis of these samples would show not only the fly’s head fixed in a state of rotation, but 

the muscles of the NMS in a state of contraction, indicating their involvement in the head 

movement. 
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 The procedure for developing a photogrammetric model, then applying it to automatically 

analyse video of behavioural data, as detailed in Chapter 4, could readily be applied to other 

animals. In particular for model organisms who are used to generate large quantities of video 

data, the initial investment of creating a 3D model is relatively small, given the potential time 

savings. Furthermore, the 3D models themselves may useful in other ways, e.g. for 

researchers who investigate sexual dimorphism relating to insect vision[151] and morphology 

[152], understanding the spatial relationships within the insect head at very high resolution 

may prove useful. 

The most crucial and immediate future work relates to improve the FE model, as detailed 

in Chapter 5. Section 5.5.3 explains the necessary steps required to transform the current 

qualitative FEA into a fully dynamic, quantitative, and representative model, which will 

advance our understanding of the blowfly NMS. This may be considered within the context 

of informing artificial gaze stabilisation systems in MAVs. The FE model enables the study 

of specific organisational principles of the blowfly NMS which may be transferred to 

artificial systems.  

MAVs of a comparable scale to small flying insects are likely to share similar needs, 

particularly concerning minimising their total mass and maximising energy efficiency with 

respect to flight performance. To this end, they must only include what is essential: I 

previously suggested posited that the fly is not capable of performing pure roll rotations of its 

head, therefore the inclusion of such a capability in MAVs are potentially a waste of both 

mass and energy. While it is logically prudent to exclude the capability to perform seldomly 

useful movements, it is equally prudent to facilitate performing commonly useful 

movements, as described by the mode sensing hypothesis [26, 147]. One such natural mode 

of motion is the Dutch roll, whereby the fly periodically executes a phase-shifted 

combination of yaw and roll body rotations. The FE model provides indirect evidence, 

partially supporting the mode sensing hypothesis: a large number of neck muscles are 

arranged to efficiently execute head movements compensating for banked body turns, which 

are components of a Dutch roll. Further development of the FE model could identify other 

modes of motion in Calliphora, which would add evidence to support the mode sensing 

hypothesis. 

If the compensatory head movements performed during the natural modes of motion can 

be simulated through FE modelling, the necessary neck muscle contractions to control such 

motions can be derived. This information, combined with knowledge of the sensory input 

present during these motions, e.g. the resulting optic flow, could then be used to derive 
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control architectures which link sensor signals to actuator commands. There are several ways 

in which such control architectures could be applied to autonomous flying systems, such as 

MAVs: i) Whether in a natural or man-made system, gaze stabilisation is a necessary pre-

requisite to exploiting visual information while moving. Uninterrupted use of compound eyes 

or wide-field cameras (in combination with other sensors) enables on-board sensing and 

control, facilitating autonomous flight. This is essential given that MAVs may not always 

have access to GPS data or remote control for guidance and navigation. ii) By exploiting the 

anatomical design found in blowflies, the computational complexity of sensorimotor 

transformations can be constrained, reducing the energy requirement of on-board 

computation. iii) Blowfly-inspired anatomical design additionally allows for the robust and 

energy efficient use of stabilising actuators (e.g. camera-stabilising motors analogous to 

head-stabilising neck muscles). iv) The integration of inputs from different sensory 

modalities with complementary dynamic input ranges and delays enables redundant and 

reliable stabilisation responses. 

Finally, there is scope for a refinement of the FE model to assess potential dimensionality 

reduction of the neck motor system. Principal component analysis may reveal the principal 

axes of the neck motor system and therefore inform the design of a simplified version of the 

NMS, applicable to MAVs. This is particularly important since human-engineered systems 

do not have the same genetic constraints as biological ones [153], and there would be clear 

advantages to using a simplified design in man-made systems (e.g. manufacturing costs, 

maintenance, reliability). Ultimately, the challenge is to identify and extract principles useful 

for technical applications, maintaining low computational overheads and robust features 

while using engineered materials. 

Ultimately, the FE model is a powerful tool which can help to identify and characterise the 

mechanisms underlying the link between sensory signals and motor outputs in extraordinarily 

manoeuvrable flying insects. It will be beneficial for the application of bio-inspired design 

principles to robust and energy efficient control of man-made autonomous flying vehicles in 

GPS-denied environments. 
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