
	

PHD	THESIS	

DEVELOPING	TOOLS	TO	OPTICALLY	MAP	THE	

FUNCTIONAL	CONNECTIVITY	OF	NEURONAL	

MICROCIRCUITS	IN	THE	PREFRONTAL	CORTEX	
	

	

	

NAVJEEVAN	SINGH	SOOR	

IMPERIAL	COLLEGE	LONDON,	DEPARTMENT	OF	BIOENGINEERING	

	
	
	

	

SUPERVISORS:	

PROFESSOR	STEPHEN	BRICKLEY,	PROFESSOR	SIMON	SCHULTZ,	PROFESSOR	MARK	NEIL,	

DR	AMANDA	FOUST.	

	

	

	

	



-	2	-	

	

ABSTRACT.	
	

This	overarching	goal	of	my	PhD	was	to	develop	optical	microscopy	tools	to	study	the	

functional	 connectivity	 of	 neuronal	 microcircuits.	 I	 first	 conduct	 dynamic	 clamp	

recordings	of	putative	pyramidal	neurons	in	the	Prefrontal	Cortex	to	study	the	effects	of	

intrinsic	conductance	and	synaptic	drive	of	Action	Potential	(AP)	waveform	properties.	

In	the	set	of	measured	neurons,	I	find	that	an	increasing,	non-linear	Goldman-Hodgkin-

Katz	Cl-	leak	conductance	or	an	increasing	input	AMPA	conductance	have	no	effect	on	AP	

Full	 Width,	 Half	 Maximum	 (FWHM).	 However,	 I	 observe	 that	 increasing	 AMPA	

conductance	decreases	AP	latency	and	peak	voltage.	Crucially,	the	latter	has	implications	

on	optical	functional	connectivity	assays.		

	

I	 then	 develop,	 characterise,	 and	 validate	 a	 light	 patterning	 microscope	 for	 optical	

functional	connectivity	assays	with	single	neuron	precision.	I	show	reliable	generation	of	

photostimulation	spots	with	biologically	relevant	diameters	of	5	±	0.2	µm	and	10	±	0.2	

µm,	pulse	durations	of	2	–	10	ms,	errors	of	20	±	10	µs,	and	latencies	of	180	±	10	µs.	 I	

demonstrate	lateral	spatial	confinement	of	photostimulation	spots	by	photostimulating	

laterally	 displaced	 locations	 relative	 to	 a	 ChR2	 expressing	 neuron	 and	 observing	 an	

elimination	of	photocurrents	as	the	spots	move	away	from	the	cell	soma.		I	attempt	single	

neuron	 precision	 functional	 mapping	 between	 Inter-Telencephalic	 (IT)	 and	 non-IT	

neurons,	 finding	no	 evidence	of	 single	neuron	precision	 functional	 connections	 in	 the	

samples	 tested-	 but	 do	 verify	 that	 functional	 connectivity	 amongst	 these	 populations	

exists.	

	

Finally,	 I	 demonstrate	 the	 first	 reported	 all-optical,	 crosstalk-free	 neurophysiology	

strategy	 using	 Chronos,	 a	 blue-light	 sensitive	 opsin,	 and	 CaSiR-1,	 a	 red-light	 emitting	

calcium	dye.	 I	show	red	 light	suitable	 for	CaSiR-1	 imaging	evokes	no	photocurrents	 in	

CHO	cells	transfected	with	Chronos,	before	demonstrating	high	signal-to-noise,	crosstalk-

free	imaging	of	CaSiR-1	red	fluorescence	whilst	photostimulating	Chronos	in	acute	brain	

slices	at	stimulation	frequencies	up	to	20	Hz.	
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CHAPTER	1 	

INTRODUCTION	
	

	

1.1 	FOREWORD	

	
nderlying	the	vast	information	processing	capabilities	of	the	brain	are	elaborate	

functional	and	structural	architectures	of	neuronal	networks.	If	we	are	to	have	any	

hope	 in	 understanding	 how	 these	 architectures	 give	 rise	 to	 computation,	 cognition,	

behaviour,	thoughts,	emotions,	or	even	(at	risk	of	getting	too	philosophical)	our	sense	of	

self,	it	is	imperative	that	we	develop	our	understanding	of	the	principles	which	govern	

the	construction	and	behaviour	of	these	networks.		

	

Indeed,	when	we	take	a	step	back	and	consider	the	brain	one	of	the	first	things	we	can’t	

help	but	be	is	humbled	by	its	sheer	complexity.	Where	do	we	begin?	One	axis	(of	many)	

that	we	can	look	at	is	order	of	magnitude.	We	can	look	at	the	dizzying	array	of	molecular	

pathways	or	transcriptomic	and	proteomic	landscapes.	We	can	look	at	single	neurons,	

glia.	 We	 can	 start	 to	 look	 at	 microcircuits	 of	 neurons.	 Maybe	 how	 these	 smaller	

architectures	interact	with	one	another	to	form	larger	functional	regions.	How	about	how	

these	regions	interact	with	one	another	across	cortical	and	sub-cortical	regions	to	give	

rise	 to	 even	 more	 complex	 computation	 and	 behaviours?	 and	 what	 of	 the	 brain’s	

interaction	with	 the	world	around	 it?	How	external	stimuli	 feed	 in,	 like	David	Hume’s	

impressions,	to	influence	the	structural	and	functional	architectures	we	began	with?	And	

U	
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what	about	time’s	effect	on	all	the	above?	Development,	aging?	What	can	the	evolutionary	

history	of	the	brain	tell	us?	Or	pathology?		

	

In	 my	 view,	 one	 of	 the	 greatest	 yet	 burdensome	 tools	 we	 have	 on	 this	 journey	 is	

reductionism.	To	understand	the	brain	we	must	reduce	it,	understand	its	story	at	each	

level	 of	 abstraction	 before	 we	 attempt	 to	 resynthesise	 the	 information	 and	 form	 a	

coherent	view	of	the	whole.	Yet	paradoxically,	we	can	never	lose	sight	of	this	‘whole’	for	

fear	of	losing	the	forest	for	the	trees.		

	

One	lasting	lesson	of	this	PhD	is	the	value	of	being	both	a	bird	and	a	frog.	The	physicist	

and	mathematician	Freeman	Dyson	once	gave	a	speech	for	the	American	Mathematical	

Society1	 in	which	he	described	 two	kinds	of	mathematician:	 frogs,	who	 ‘delight	 in	 the	

details	of	particular	objects’,	and	birds	who	‘delight	in	concepts	that	unify	our	thinking	

and	bring	together	diverse	problems’.		

	

Though	speaking	of	mathematicians,	and	though	it’s	perhaps	a	false	dichotomy,	I	do	think	

that	there	is	an	element	of	truth	in	the	above.	This	PhD	was	my	attempt	at	adding	a	few	

small	details	to	the	picture	of	neuroscience	research,	while	still	gliding	around	for	a	while,	

enjoying	the	landscape	from	above.		

	

1.2 SCIENTIFIC	AND	ENGINEERING	CONTEXT		

	
he	overarching	aim	of	this	PhD	was	to	develop	and	implement	optical	microscopy	

tools	to	study	the	functional	connectivity	of	neuronal	microcircuits.	In	Section	1.3,	

I	will	discuss	functional	connectivity	in	the	brain	at	the	level	of	neuronal	microcircuits-	

circuits	of	10s	to	100s	of	neurons.	In	Section	1.4,	I	will	dicuss	optical	neurophysiology.	I	

will	begin	with	opsins-	the	 light	sensitive	 ion	channels	being	used	to	optically	perturb	

neural	 activity-	 before	 moving	 on	 to	 optical	 activity	 reporting	 by	 giving	 a	 general	

overview	of	voltage	and	calcium	imaging.	I	will	then	discuss	the	optical	microscopy	tools	

being	 developed	 to	 fully	 utilise	 the	 optogentic	 toolkit,	 before	 finally	 moving	 on	 to	

contextualising	these	three	topics	in	the	light	of	functional	connectivity	mapping.		

	

T	
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1.3 FUNCTIONAL	CONNECTIVITY	IN	NEURONAL	MICROCIRCUITS	

	
he	 functional	 architectures	 of	 neuronal	microcircuits	 contribute	 to	 larger	 scale	

information	 processing	 in	 the	 brain2.	 Patch	 clamp	 electrophysiology,	 a	 gold	

standard	for	neuronal	activity	control	and	readout	in	terms	of	is	high	spatial	precision,	

high	 temporal	 precision,	 and	 high	 signal-to-noise	 (SNR)	 readout	 of	 activity3,	 has	

elucidated	many	curious	features	of	these	networks.	Before	discussing	this	further,	I	will	

make	a	couple	of	brief	detours	to	put	the	level	of	abstraction	I	focus	on	in	this	PhD	into	

perspective:	first	to	structural	connectivity,	and	then	to	scales	of	connectivity	in	the	brain.	

	

1.3.1 STRUCTURAL	VS.	FUNCTIONAL	CONNECTIVITY		

	

tructural	connectivity	is	a	crucial	ingredient	to	understanding	the	architectures	of	

neuronal	networks4.	Taking	the	long	view,	structural	connectivity	mapping	could	

be	seen	to	date	back	to	the	early	19th	century	when	Cajal	conjectured	that	the	brain	of	a	

bird	 was	 broken	 down	 in	 to	 discrete	 units-	 neurons5.	 Then	 came	 the	 discovery	 of	

synapses-	connection	points	between	neurons.	If	neurons	share	a	pair	of	synapses	they	

are	 said	 to	 be	 structurally	 connected.	 There	 are	 various	 experimental	 techniques	 one	

could	 use	 to	 determine	 this	 kind	 of	 structural	 connectivity	 including	 electron	

microscopy4,	GFP	 reconstitution	across	 synaptic	partners	 (GRASP,	or	mGRASP	 for	 the	

mammalian	nervous	system)6,	2-photon	microscopy7,	and	trans-synaptic	viral	tracing8–

10.	 However,	 the	 presence	 of	 synaptic	 partnering	 between	 neurons	 doesn’t	 necessary	

imply	a	functional	connection.	Not	all	synapses	are	functional.	In	principle,	one	could	map	

out	 the	 entire	 nervous	 system	 in	 exquisite	 detail-	 with	 nanometre	 spatial	 precision	

afforded	by	electron	microscopy,	but	we	would	still	be	missing	crucial	information	which	

would	help	us	understand	the	principles	governing	information	processing	in	the	brain.	

Though	one	could	infer	a	functional	connection	by	pinpointing	synaptic	vesicles	in	pre-

synaptic	boutons,	this	is	not	necessarily	a	definitive	answer	to	whether	the	two	neurons	

are	connected.	Electron	microscopy	is	an	inherently	destructive	process	and	takes	single	

temporal	snapshots	of	tissue	structure.	Hence,	an	active	synapse	‘caught’	in	one	moment	

T	
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during	 and	 electron	 microscope	 image	 could	 be	 non-existent	 in	 the	 hypothetical	

moments	after.	The	phrasing	of	 this	 statement	 is	perhaps	 superlative,	but	 it	has	been	

shown	that	synapses	themselves	are	transient	structures	which	form	and	disappear	with	

the	winds	of	experience11.		

	

In	 reality,	 structure	 and	 function	are	 intertwined	 concepts	when	 it	 comes	 to	network	

connectivity.	They	are	also	time,	experience12–15,	and	pathology16–18	dependent	concepts.	

It	 seems	 evident	 that	 one	 must	 pair	 structural	 and	 functional	 assays	 to	 understand	

network	behaviour.	One	 can’t	 estimate	 the	 strength	of	 a	 connection,	 or	 the	 change	 in	

connectivity	without	bringing	a	discussion	of	functional	assays	to	the	table.	Indeed,	these	

concepts	 if	 connection	 strength	and	change	are	 crucial	pieces	of	 the	puzzle.	 Similarly,	

structure	clearly	plays	a	role	in	function-	where	for	instance	synapse	geometry	affects	

AMPA	channel	expression19.		

	

1.3.2 SCALES	OF	CONNECTIVITY	

	
onsidering	the	brain	as	a	whole,	imaging	modalities	such	as	Magnetic	Resonance	

Imaging	(MRI)20,	Diffusion	weighted	MRI21	or	Computed	Tomography	(CT)22	are	

able	 to	 discern	 the	 brain’s	macrostructure	 at	 increasingly	 high	 resolutions.	 Similarly,	

functional	 imaging	 modalities	 such	 as	 functional	 MRI	 (fMRI)23	 or	 Positron	 Emission	

Tomography	 (PET)24	 can	 elucidate	 how	 different	 cortical	 and	 subcortical	 anatomical	

regions	behave	under	different	conditions,	providing	and	insight	in	to	concepts	such	as	

aging25,26	or	pathology27.	Furthermore,	correlating	signal	in	disparate	regions	using	these	

techniques	can	begin	to	paint	a	picture	of	the	underlying	functional	connectivity	between	

them,	with	increasingly	sophisticated	analytical	techniques	28.	However,	these	modalities,	

while	 yielding	 exquisite	 detail	 of	 neuroanatomy	 and	 physiology,	 are	 focussed	 on	

relatively	large	regions	and	not	able	to	give	an	insight	into	the	underlying	structural	and	

functional	 of	 neuronal	 architectures	 at	 a	 cellular	 resolution.	 Furthermore,	 functional	

measures	such	as	the	Blood	Oxygen	Level	Dependent	(BOLD)	signal	arising	from	fMRI	

studies	or	the	signal	arising	from	PET	scans	show	a	proxy	of	underlying	neural	activity:	

they	measure	blood	oxygenation	or	metabolism,	respectively.	Hence,	this	leaves	us	with	

the	question:	what’s	happening	at	the	neuronal	microcircuit	level?	

C	



-	18	-	

	

	
	
Furthermore,	though	it	is	out	of	scope	for	this	thesis	I	argue	that	connectivity	does	not	

begin	and	end	with	the	previously	mentioned	scales.	 In	my	view,	connectivity	extends	

from	subcellular	processes	and	anatomical	features	to	the	world	at	large.	The	crux	of	this	

latter	 argument	 stems	 from	 the	 idea	 that	 the	 brain	 does	 not	 exist	 in	 isolation;	 it	 is	

constantly	barraged	with	information	from	the	organism’s	body	and	environment	which	

are	 arguably	 connected	 to	 the	 brain-	 if	 not	 by	 synapse	 then	 by	 photoreceptors,	

mechanoreceptors,	 thermoreceptors	 and	 so	 on.	 But	 I	 digress-	 back	 to	 our	 level	 of	

abstraction.	

	

1.3.3 NEURONAL	MICROCIRCUITS	IN	THE	CEREBRAL	CORTEX	

	

s	we	see,	the	concept	of	connectivity-	be	it	structural	or	functional-	is	a	curious	one.	

More	 so	 is	 measuring	 it.	 If	 we	 now	 focus	 on	 neuronal	 microcircuits	 the	 gold	

standard	methodology	for	studying	the	functional	connectivity	within	such	networks	is	

patch	 clamp	 electrophysiology	 3.	 It	 offers	 a	 high	 signal	 to	 noise	 activity	 readout	 and	

control	 of	 single	 neurons-	 able	 to	 capture	 minute	 sub-threshold	 membrane	

depolarisations	and	currents,	as	well	as	sub	millisecond	synaptic	events.	It	can	also	be	

scaled	 to	multiple	 recordings	 to	begin	charting	 the	shifting	 functional	architectures	of	

neuronal	microcircuits	29–31.		

	

Many	 such	 studies	 have	 detailed	 functional	 features	 in	 the	 circuits	 comprising	 the	

sensory	and	motor	cortices	with	the	view	of	learning	the	principles	governing	how	these	

regions	process	continual	flows	of	information2,32,33.		As	is	happens,	it	seems	that	there	

were	 similar	 principles	which	 appear	 across	 the	 cortex.	 For	 instance,	 though	 sensory	

cortices	are	made	up	of	diverse	cell	types,	different	regions	share	common	types	of	cells	

with	 similar	 intrinsic	 properties	 and	 functional	 connectivity	 motifs2.	 The	 network	

topology	of	microcircuits	are	non-random30,	with	connection	probability	relying	on	pre-	

and	post-	synaptic	cell	type34–36;	functional	purpose	of	the	neurons,	with	neurons	similar	

functions	 more	 likely	 to	 be	 functionally	 connected	 to	 one	 another37–39;	 long	 range	

projections40,41;	or	the	origin	of	afferent	information	streams,	with	neurons	that	receive	

A	
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information	 from	 similar	 locations	more	 likely	 to	 be	 connected34,42.	 Patching	has	 also	

been	used	 to	 study	 the	principles	 governing	 the	 change	 in	 functional	 architectures	 of	

neural	networks14,15,43,44.	Such	plasticity	rules	are	crucial	 in	our	goal	of	understanding	

information	processing	in	the	brain.	

	

Though	patch-clamp	electrophysiology	has	clearly	proved	to	be	a	highly	useful	 tool	 in	

neuroscience,	it	is	not	without	its	shortcomings.	Unfortunately,	it	is	very	difficult	to	scale-	

often	 paired	 recording	 are	 used	 with	 extreme	 examples	 having	 12	 simultaneous	

recordings.	this	physical	restraint	means	that	often	time	networks	are	randomly	sampled	

to	 gain	 data	 (though	 genetic	 targeting	 of	 fluorescent	 proteins	 to	 guide	 patching	

experiments	can	help	to	offer	cell-class	information	from	recorded	neurons),	and	we	can	

only	yield	information	regarding	a	handful	of	neurons	at	a	time.		Ultimately,	if	we	would	

like	study	the	functional	architectures	of	microcircuits	with	larger	scales	and	throughput,	

we	turn	to	the	photon.	

	

1.4 OPTICAL	NEUROPHYSIOLOGY	

	

ptical	 neurophysology	 has	 the	 potential	 to	 revolutionise	 our	 understanding	 of	

neural	network	structure	and	function45–48.	Neurons	can	be	made	to	ectopically	

express	 light-sensitive	 ion	 channels	 or	 pumps	 (opsins)	 to	 control	 their	 activity49–51.	

Furthermore,	 they	 can	 be	 synthetically52	 or	 genetically	 labelled53,54	 with	 activity	

reporters	 that	 convert	 biophysical	 markers	 of	 cellular	 activity	 such	 as	 changes	 in	

intracellular	 calcium	 concentration55,56	 or	 membrane	 potential53	 	 into	 a	 change	 in	

fluorescent	signal	(paragraph	adapted	from57).	Altogether,	the	optogenetic	toolkit	allows	

optical	 access	 to	 10s	 –	 100s	 of	 neurons	 in	 concert,	with	 single	 neuron	 precision	 and	

millisecond	temporal	resolution.	Further,	the	ability	to	genetically	or	functionally	target	

specific	neuronal	 sub-populations	yields	 cell-class,	 location	and	structural	 connectivty	

information	which	make	optogenetic	mapping	a	promising	avenue	for		for	studying	the	

complex	 functional	 architectures	 of	 neuronal	 microcircuits	 not	 achievable	 using	

electrophysiological	or	large	scale	imaging	methodologies	such	as	fMRI,	CT,	or	EEG.		

	

O	
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1.4.4 OPTOGENETICS:	PERTURBING	NEURONAL	ACTIVITY	WITH	LIGHT	

	

psins	are	 light	 sensitive	 ion	 channels	or	pumps	which	upon	photon	absorption	

undergo	 a	 conformational	 change	 to	 allow	 the	 passage	 of	 ions	 across	 the	 cell	

membrane.	This	flow	of	ions	can	be	comprised	of	positively	or	negatively	charged	ions	

depending	on	the	opsin,	hence	opsins	can	either	actuate	or	silence	neuronal	activity.	Since	

the	first	demonstration	of	single	component	optogenetics	49,	there	has	been	a	plethora	of	

opsins	 both	 discovered50,58	 and	 engineered51,59–62,	 each	 with	 different	 biophysical	

properties	50,63.	What’re	more,	the	toolkit	of	opsins	is	forever	growing	given	the	potency	

of	molecular	engineering	methodologies64.	

	

1.4.5 OPTICALLY	READING	OUT	NEURONAL	ACTIVITY	

	

ptically	 reporting	 neural	 activity	 relies	 on	 converting	 biophysical	 markers	 of	

cellular	activity	into	a	change	in	fluorescent	signal	or	transmitted	light.	The	two	

main	 methods	 for	 optically	 reading	 out	 neural	 activity	 in	 contemporary	 optical	

neurophysiology	experiments	are	reporting	changes	in	membrane	potential	or	changes	

in	intracellular	calcium	(Ca2+)	concentration.		

	

Optically	 reporting	 membrane	 potential	 using	 contemporary	 synthetic	 dyes	 or	

genetically	encoded	reporters	offers	high	temporal	resolution	readout	of	relative	changes	

in	voltage,	 though	 the	 signal	 to	noise	 ratio	 (SNR)	obtained	 is	often	 low53-	with	newer	

reporters	showing	marked	improvement	in	these	areas65,66.	Many	voltage	reporters	also	

suffer	 from	 large	 amounts	 of	 photobleaching	 and	 can	 be	 toxic	 to	 their	 host	 cells.	 In	

addition,	voltage	reporters	are	 localised	 to	 the	cell	membrane.	As	such,	 this	 results	 in	

lower	 SNR	 relative	 to	 Ca2+	 imaging	 which	 can	 integrate	 signal	 from	 the	 neuron’s	

intracellular	 volume	 where	 the	 calcium	 reporter	 resides.	 Furthermore,	 membrane	

localisation	 of	 reporter	molecules	 can	make	 disentangling	 signals	 from	 neighbouring	

cells	impossible	given	the	densely	packed	nature	of	neural	networks	(however,	this	can	

be	 partially	 solved	 by	 sparse	 labelling	 of	 cells,	 or	 precise	 light	 patterning	 on	 to	 the	

sample).	 Finally,	 the	 optical	 systems	 used	 in	 conjunction	with	 the	 reporters	must	 be	

O	
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capable	of	 imaging	 fast	 enough	 to	be	 able	 to	make	use	of	 the	 temporal	 fidelity	 of	 the	

reporter.	 New	 voltage	 reporters	 are	 being	 developed	 to	 overcome	 many	 of	 these	

issues65,67	though	as	yet,	they	are	still	difficult	to	implement	experimentally.	

	

Calcium	reporters	offer	an	attractive	alternative	 to	 the	voltage	reporters.	They	have	a	

high	SNR	relative	to	voltage	reporters,	though	they	offer	a	much	lower	temporal	precision	

readout	of	activity.	This	is	due	to	the	kinetics	of	the	reporters	themselves,	as	well	as	the	

buffering	of	calcium	in	the	host	cell.	Mechanistically,	calcium	reporters	chelate	calcium	as	

it	enters	a	cell	following	an	action	potential.	This	leads	to	a	change	in	fluorescent	signal	

when	 the	cell	 fires	an	action	potential.	Their	dissociation	constant,	kd,	 determines	 the	

binding	strength	of	the	calcium	which	in	turn	determines	the	temporal	precision	of	the	

activity	 reporter	 and	 SNR.	 Though	 calcium	 reporters	 offer	 less	 information	 about	 the	

cellular	 activity	 (the	 presence	 of	 action	 potential(s)	 as	 opposed	 to	 any	 sub-threshold	

activity	discernible	by	voltage	reporters)	 they	are	significantly	easier	 to	 implement	 in	

experimental	 neuroscience	 and	 are	 still	 powerful	 tools	 in	 studying	 neural	 networks.	

Hence,	this	project	will	focus	primarily	on	using	calcium	reporters.	To	close	the	loop	and	

enable	causative	studies	of	neural	networks,	these	reporters	can	be	paired	with	opsins	

which	can	actuate	transmembrane	currents	in	targeted	neurons.	

	

1.4.6 OPTICAL	MICROSCOPY	TOOLS	FOR	OPTOGENETICS:	A	GENERAL	OVERVIEW	

	

ptical	microscopy	systems	are	rapidly	being	developed	which	can	fully	utilise	the	

optogenetic	 tool	 kit.	 To	 realise	 the	 potential	 of	 optical	 neurophysiology	

experiments	in	studying	the	functional	connectivity	neural	networks,	such	systems	must	

be	able	to	deploy	light	or	correct	wavelengths	efficiently	and	selectively	on	to	neurons	to	

actuate	 the	 activity	 of	 10s	 to	 100s	 of	 neurons	with	 single	 cell	 spatial	 resolution,	 and	

millisecond	temporal	precision	with	the	view	of	orchestrating	naturalistic	neural	activity	

with	light.	Furthermore,	if	an	all-optical	strategy	is	required,	these	systems	must	be	able	

to	simultaneously	readout	neural	activity	at	sampling	rates	equivalent	to	or	greater	than	

the	Nyquist	rate	to	avoid	aliasing	of	sub-millisecond	neural	activity.	The	Nyquist	rate	is	

defined	as	a	sampling	frequency	which	is	twice	the	highest	frequency	within	the	sampled	

signal.	 It	 should	be	noted	 that	 these	 systems	would	need	 to	be	paired	with	 reporters	

O	



-	22	-	

	

which	can	effectively	convert	fast	neural	activity	in	to	fast	optical	signals	with	sufficient	

signal-to-noise:	in	other	words,	voltage	imaging.	

	

There	are	three	primary	strategies	of	deploying	light	on	to	neurons	to	actuate	or	report	

their	activity68–70.	The	first	is	single	photon	(1P),	widefield	illumination.	This	method	can	

actuate	 neurons	 with	 high	 temporal	 resolution	 though	 lacks	 spatial	 precision	 as	 it	

illuminates	 all	 cells	 within	 the	 field-of-view	 simultaneously.	 Furthermore,	 widefield	

illumination	has	no	optical	 sectioning	 capabilities	 as	 the	 light	 extends	 throughout	 the	

volume	of	 targeted	 tissue.	 This	 low	 spatial	 resolution	 can	 be	mitigated	 by	 genetically	

targeting	 opsins	 or	 activity	 reporters	 to	 specific	 cell	 types53,54.	 However,	 this	method	

lacks	the	ability	to	illuminate	sequences	of	neurons	with	spatiotemporal	patterns	which	

mimic	natural	activity,	and	moreover	the	broad	illumination	of	the	sample	together	with	

the	scattering	properties	of	brain	tissue71	leads	to	a	large	background	fluorescent	signal	

due	 to	 broad	 activation	 of	 reporter	 fluorophores.	 Alternatively,	 2	 Photon	 (2P)	 point	

scanning	 has	 a	 high	 spatial	 precision	 due	 to	 two	 reasons.	 Firstly,	 2P	 absorption	 is	

dependent	on	the	square	of	the	illumination	intensity,	thus	confining	2P	excitation	to	a	

femtolitre	volume72.	Secondly,	the	near-infrared	wavelengths	used	in	2P	illumination	are	

more	robust	to	scattering	than	the	shorter	wavelengths	used	in	single-photon	widefield	

illumination,	increasing	the	depth	at	which	neurons	can	be	stimulated71.	Unfortunately,	

this	high	spatial	precision	comes	at	the	cost	of	temporal	precision	as	the	2P	excitation	

volume	must	be	scanned	over	each	individual	target	neuron	to	either	summate	sufficient	

opsin-induced	 membrane	 current	 to	 generate	 action	 potentials	 or	 excite	 sufficient	

reporter	fluorescence	to	gain	a	detectable	activity	readout	signal.	However,	this	is	not	the	

end	of	the	story	for	2P	illumination,	as	we	will	see	shortly.	

	

The	third	illumination	strategy	is	to	shape	light	over	the	brain	tissue.	This	can	be	achieved	

in	 two	ways.	The	 first	 is	 to	modulate	 the	amplitude	of	 the	 illumination	wavefront,	 for	

example	with	a	Digital	Micromirror	Device	(DMD)73	or	micro	Light	Emitting	Diode	(LED)	

array74.	This	can	increase	the	lateral	spatial	resolution	of	1P	illumination	strategies	by	

only	illuminating	the	sample	plane	in	areas	dictated	by	the	DMD	or	micro-LED	array.	With	

the	case	of	 the	DMD,	 illumination	 light	 is	cast	onto	the	micromirror	array	which	 itself	

relays	the	light	down	to	the	sample	plane	by	adjusted	the	pitch	or	yaw	of	each	individual	
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micromirror.	In	this	way,	defined	subsets	of	the	entire	array	can	be	cast	light	down	to	the	

sample	plane-	effectively	illuminating	defined	areas	of	the	sample.	However,	this	does	not	

improve	the	optical	sectioning	or	axial	confinement	of	1P	illumination	and	in	the	case	of	

the	DMD	is	inefficient	as	it	‘throws	away’	light	which	limits	the	number	of	neurons	which	

can	be	illuminated	in	parallel.		

	

To	return	to	2P	illumination,	the	second	method	of	patterning	light	on	to	a	sample	is	to	

modulate	the	phase	of	a	coherent	light	source-	which	is	the	basis	for	Computer	Generated	

Holography	 (CGH)	 and	 Generalised	 Phase	 Contrast	 (GPC)75.	 Both	 light	 patterning	

methods	have	been	previously	reviewed68,69,76	 though	CGH	is	most	flexible	 in	terms	of	

spatial	patterning	and	amplitude	modulation.	In	brief,	a	Spatial	Light	Modulator	(SLM)	

imposes	a	computed	phase	mask	on	to	the	wavefront	of	a	 laser	beam77,	which	 is	 then	

conjugated	 to	 the	back	 aperture	 of	 the	microscope	objective.	 This	 produces	 a	 custom	

amplitude	 pattern	 at	 the	 sample	 plane	 of	 the	 microscope	 via	 the	 Fourier	 transform	

properties	of	the	objective78.	

	

CGH	can	sculpt	light	to	target	specific	subsets	of	neurons	in	the	microscope	Field	of	View	

(FOV)	with	high	spatial	precision,	especially	in	2P	excitation	mode.	However,	the	axial	

confinement	of	a	CGH	illumination	pattern	increases	with	lateral	pattern	size79.	This	can	

be	 remedied	 by	 the	 implementation	 of	 temporal	 focussing	 (TF),	 which	 disperses	 the	

spectral	components	of	an	ultrashort	laser	pulse	and	refocuses	them	at	the	focal	plane	of	

the	microscope80,81.	This	 increases	 the	axial	 confinement	and	optical	 sectioning	of	 the	

illumination	pattern,	as	demonstrated	by79	who	achieved	an	axial	confinement	of	3	µm	

and	stimulation	depths	up	to	250	µm-	which	for	most	slice	experiments	encompasses	the	

entire	usable	axial	depth	of	tissue	when	we	discount	the	first	dozen	or	so	microns	on	the	

top	and	bottom	of	the	slices	which	are	usually	damaged	from	the	slicing	procedure.		

	

A	 further	 and	more	 recent	 improvement	 of	 CGH	 for	 optogenetics	 is	 graded	 intensity	

holograms82.	 Importantly,	 this	method	allows	the	relative	 intensity	of	 the	 illumination	

pattern	 to	be	adjusted	per	 target	neuron,	compensating	 for	 the	variable	expression	of	

opsin	 (or	 activity	 reporter)	 between	 cells.	 Furthermore,	 though	 TF-CGH	 primarily	

patterns	light	in	2D,	recently	developed	systems	have	demonstrated	the	generation	of	3D	
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photostimulation	 patterns83–90.	 These	 systems	 are	 capable	 of	 high	 spatial	 precision	

activation	of	neurons	 in	a	volume	of	 tissue90	 and	could	 theoretically	be	used	 to	excite	

fluorescent	 signals	 from	 activity	 reporters.	 Ultimately,	 no	 matter	 how	 fanciful	 or	

elaborate	the	optical	system,	the	spatial	resolution	and	temporal	precision	of	neuronal	

activation	 or	 activity	 readout	 depends	 critically	 on	 the	 choice	 of	 opsin	 and	 activity	

reporter.	Furthermore,	 though	phase	modulation	of	a	 coherent	 light	 source	combined	

with	2P	illumination	light	could	prove	a	potent	tool	in	experimental	neuroscience,	they	

have	a	higher	‘entry-fee’	to	the	experimental	arena	when	we	consider	the	cost	of	the	high	

repetition	rate,	high	average-power	and	pulse-energy	lasers	required	for	2P	illumination,	

as	well	as	the	relative	experimental	complexity	when	put	next	to	amplitude	modulation	

strategies.	

	

1.5 FUNCTIONAL	CONNECTIVITY	MAPPING:	FROM	ELECTRONS	TO	PHOTONS	

	

eturning	to	the	general	aim	of	this	of	this	PhD-	optically	mapping	the	functional	

connectivity	 of	 neuronal	 microcircuits-	 I	 will	 now	 discuss	 the	 current	

methodologies	of	optical	functional	mapping	in	literature	before	moving	on	to	my	own	

strategy	for	the	thesis.	Broadly	speaking,	we	can	split	the	idea	of	optical	mapping	in	to	

two	sections:	neurotransmitter	uncaging	and	optogenetics.	

	

1.5.7 NEUROTRANSMITTER	UNCAGING	

	
eurotransmitter	uncaging	entails	the	photolysis	of	‘caged’	compounds,	which	are	

essentially	neurotransmitter	molecules	that	are	bound	via	a	photo-scissile	bond	

to	a	caging	moiety.	Upon	photon	absorption	the	neurotransmitter	is	released	from	the	

moiety	and	left	to	interact	with	endogenous	receptors	in	the	tissue	preparation.	In	this	

way,	 one	 can	 illuminate	 a	 sample	 infused	 with	 these	 bound	 neurotransmitters,	 and	

lookout	 for	 downstream	 effects	 of	 the	 released	 neurotransmitter;	 neurons	within	 the	

vicinity	of	 the	uncaged	neurotransmitter	would	 in	principle	be	stimulated	 to	 fire	APs,	

which	 means	 that	 any	 functionally	 connected	 neurons	 downstream	 would	

consequentially	exhibit	Excitatory	Post-Synaptic	Currents	(EPSCs)	or	APs	due	to	afferent	

R	
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connections	from	the	stimulated	cells.	Thus,	by	readout	the	activity	of	these	downstream	

neurons	one	can	build	an	image	of	the	functional	architecture	of	neuronal	networks91.	

The	resolution	of	such	paradigms	is	 limited	by	the	Point	Spread	Function	(PSF)	of	the	

photostimulation	light-	that	is,	the	response	of	an	optical	system	to	a	point	source	of	light,	

or	intuitively	how	blurred	or	spread	the	image	of	a	point	source	becomes	when	using	the	

particular	 imaging	 system.	 Using	 a	 1P	 illumination	 strategy,	 inter-	 laminar	 functional	

connectivity	 in	 the	 cortex	 can	 be	 assayed92–95,	 as	 well	 as	 the	 functional	 connectivity	

between	distinct	cytoarchitectural	regions	of	the	cortex96.	The	approach	can	further	be	

combined	with	 2P	 scanning	 or	 patterned	 illumination	 to	 gain	 higher	 levels	 of	 spatial	

precision	and	anatomical	specificity	of	photostimulation	steps.	

	

However,	neurotransmitter	uncaging	does	carry	with	it	certain	drawbacks.	In	principle,	

any	 neuron(s)	 within	 the	 vicinity	 of	 release	 with	 complementary	 receptors	 to	 the	

neurotransmitter	would	be	stimulated,	making	any	precise	knowledge	of	pre-synaptic	

neurons	difficult	to	ascertain.	Further,	the	spatial	resolution	is	limited	in	the	sense	that	if	

the	 post-synaptic	 neuron	 has	 complementary	 receptors	 within	 the	 vicinity	 of	

illumination,	 this	 could	 create	 a	 confounding,	 large	 response	 which	 could	 dilute	 the	

signal.	 On	 balance,	 once	 can	 achieve	 knowledge	 of	 postsynaptic	 neurons-	 altogether	

showing	that	neurotransmitter	uncaging	can	yield	a	good	knowledge	of	the	distribution	

of	 functional	connections	between	different	areas	of	a	circuit,	 though	precludes	single	

neuron	precision	maps.	

	

1.5.8 OPTOGENETIC	STIMULATION	

	
ptogenetic	mapping	is	similar	to	neurotransmitter	uncaging,	but	instead	relies	on	

photostimulating	 neurons	 expressing	 opsin	 and	 looking	 out	 for	 subsequent	

downstream	 responses	 in	 the	 network.	 This	 approach	 utilises	 1P	 widefield	 or	 light	

patterning	 illumination,	as	well	as	2P	scanning	methodologies	 for	even	greater	spatial	

precision	and	anatomical	specificity	of	photostimulation.	Generally	speaking,	moving	in	

this	direction	of	illumination	strategy	increases	experimental	complexity	–	as	discussed	

in	Section	1.4.3.		

	

O	
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For	the	functional	mapping	experiments	of	this	PhD,	I	aimed	use	a	DMD	to	pattern	1P	

illumination	light	over	an	opsin	expressing	sample	to	get	single	cell	resolution	functional	

maps.	 As	 discussed,	 it	 is	 a	 relatively	 easy	 to	 implement	 strategy,	 providing	 one	 can	

account	 for	 the	 lack	 of	 axial	 confinement.	 The	 particular	 animal	model	 and	 scientific	

context	to	these	mapping	experiments	will	be	discussed	in	more	detail	in	Sections	5.2.1-

2,	 and	 is	 a	 promising	model	 for	 the	 proposed	methodology.	 I	 will	 combine	 this	 light	

patterning	 optogenetic	 approach	 with	 patch	 clamp	 electrophysiology	 to	 report	 the	

activity	 of	 the	 post-synaptic	 neurons,	 as	 this	 affords	 a	 high-resolution	 readout	 of	

subthreshold	activity.		
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CHAPTER	2 	
MATERIALS	AND	METHODS	
	

	

Note:	this	chapter	contains	a	compilation	of	materials	and	methods	used	throughout	my	

PhD.	Whilst	many	items	are	included,	the	majority	of	experimental	methodologies	pertinent	

to	individual	chapters	are	not	included-	these	are	instead	detailed	in	the	relevant	chapters	

for	ease	of	reference.	

	

	

2.1 ANIMALS	
	

ll	 animal	 experiments	 were	 performed	 under	 institutional	 guidelines,	 were	

approved	by	the	United	Kingdom	(UK)	Home	Office	and	were	in	accordance	with	

the	UK	Animals	(Scientific	Procedures)	Act	of	1986	and	associated	guidelines.	
	

Animals	used	for	Chapters	3,	4,	and	5	were	female	C57BL/6	mice	ordered	from	Charles	

River.	The	requested	ages	were	3-4	weeks	postnatal;	this	was	the	youngest	age	we	could	

order,	and	precise	ages	were	not	available	to	us.	These	animals	were	either	experimented	

on	as	wild-type	models,	or	virally	injected	to	express	ChR2-GFP	in	Inter-Telencephalic	

(IT)	neurons	(methodology	detailed	 in	section	2.2.1).	Animals	used	 in	Chapter	6	were	

A	
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triple	 transgenic	 mice-	 the	 details	 of	 which	 are	 detailed	 in	 Section	 2.2.2,	 transgenic	

methods.	

	

2.1.1 ANIMAL	CARE	

	

ll	 animals	 were	 housed	 in	 cages	 on	 a	 reverse	 day/night	 cycle	 prior	 to	

experimentation.	Animal	wellbeing	was	constantly	monitored	and	kept	in	line	with	

Home	Office	regulation.	For	mice	 in	Chapters	3,	4,	and	5	animals	were	handled	 in	 the	

weeks	prior	to	being	sacrificed.	This	acclimatised	them	to	me	picking	them	up,	with	the	

rationale	that	this	would	decrease	animal	stress	at	the	point	of	sacrifice	which	would	in	

turn	maximise	 animal	 welfare	 and	 improve	 slice	 quality.	 Handling	 here	 refers	 to	me	

leaving	my	hand	in	the	cage	and	allowing	the	mice	to	gradually	get	used	to	me,	at	which	

point	I	would	hold	them	for	a	minute	or	two	just	above	the	cage	to	ensure	they	could	

safely	drop	back	in	if	they	wanted.	

	

2.2 TRANSGENIC	STRATEGIES	
	

his	PhD	utilised	two	transgenic	strategies	for	expressing	opsin	in	neurons.	The	first	

was	unilateral	stereotaxic	retroviral	injections	into	Prefrontal	Cortex	of	C57BL/6	

mice	to	express	ChR2-GFP	in	Inter-Telencephalic	(IT)	neurons,	and	the	second	was	via	a	

triple	transgenic	mouse	line	to	express	Chronos-GFP	in	cortical	excitatory	neurons.		

	

2.2.1 CHR2	EXPRESSION	STRATEGY	AND	STEREOTAXIC	VIRAL	INJECTIONS	

	

o	 express	ChR2	 in	 IT	neurons	 in	 the	PFC,	we	 injected	a	 retrovirus	 containing	 a	

ChR2-GFP	payload	unilaterally	in	to	the	PFC	of	wild	type,	C57BL/6	mice	(further	

animal	information	discussed	in	section	2.1).	Retroviruses	travel	retrogradely	from	axon	

terminals	to	cell	bodies,	hence	unilateral	injection	in	the	PFC	would	transfect	IT	neurons	

A	
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in	the	contralateral	hemisphere	relative	to	the	injection	site-	as	well	as	any	other	neurons	

which	have	axons	terminals	in	the	vicinity	of	the	injection	site.	

	

The	 specific	 viral	 construct	 utilised	was	pAAV-Syn-ChR2(H134R)-GFP	 (Addgene),	 and	

the	 injection	 coordinates	 were	 ML	 0.33,	 AP	 2.10,	 DV	 -2.13	 (mediolateral,	 anterior-

posterior,	and	dorsal-ventral	respectively).	All	coordinates	were	relative	to	the	bregma	

point	of	the	particular	animal	undergoing	surgery.	Mice	were	typically	injected	2-4	weeks	

post-natal,	with	precise	ages	unknown	due	to	this	information	being	unknown	from	the	

supplier.	Animals	were	sacrificed	for	experiments	minimally	2	weeks	following	injections	

to	 ensure	 sufficient	 time	 for	 opsin	 expression.	 Please	 note,	 injection	 surgeries	 were	

carried	out	by	Dr	Yu	Liu	with	my	assistance	where	possible.	

	

2.2.2 CHRONOS	EXPRESSION	USING	A	TRIPLE	TRANSGENIC	MOUSE	LINE	

	

	triple	 transgenic	mouse	 line	 (Ai90[TITL-Chronos]-D/Camk2a-tTA/Rasgrf2-	 2A-

dCre	 54	 was	 used	 to	 broadly	 express	 Chronos-GFP	 in	 L2/3	 excitatory	 cortical	

neurons.	Mouse	breeding	and	genotyping	was	carried	out	by	Dr	Yu	Liu.		Intrapleural	(IP)	

injections	 of	Trimethoprim	 (T7883,	 Sigma)	were	made	minimally	 two	weeks	prior	 to	

animal	 sacrifice	 and	 experimentation	 to	 drive	 stabilise	 the	 dCRE	 and	 drive	 robust	

expression	of	Chronos.	

	

2.3 SOLUTIONS	
	

his	 section	 outlines	 the	 various	 solutions	 used	 for	 tissue	 preparation	 and	

electrophysiology	 experiments.	 Note,	 during	 specific	 experiments	 in	 Chapter	 5,	

pharmacological	 additions	were	made	 to	 intracellular	 and	 aCSF	 solutions;	 for	 ease	 of	

reference,	 these	 changes	 are	 noted	 –	 both	 in	 terms	 of	 rationale	 of	 use	 and	 precise	

experimental	protocol-	in	the	Section	5.3.	

	

A	

T	



-	30	-	

	

2.3.1 INTRACELLULAR	SOLUTIONS	

	

ata	from	Chapters	3,	4,	and	5	used	either	a	K-Gluconate	based	internal	solution	or	

a	Caesium	Chloride	based	solution.	The	compositions	(in	mM)	were	as	follows:	

	

K-Gluconate	intracellular	solution:	

	
K-gluconate	 145		
NaCl	 4		
CaCl2	 0.5		
HEPES	 10		
EGTA	 5		
MG-ATP	 4		
Na-GTP	 0.3	

	

Table	2-1	K-Gluconate	based	internal	solution	in	mM	

	

The	pH	was	adjusted	 to	7.3	using	a	1M	KOH	solution,	 and	osmolarity	was	checked	 to	

ensure	it	was	within	270	-	280	mOsm/kg.	This	solution	was	used	for	both	voltage	and	

current	clamp	recordings.	

	

Caesium	Chloride	intracellular	solution:	

	
CsCl	 140		
NaCl	 4		
CaCl2	 0.5		
HEPES	 10		
EGTA	 5		
MG-ATP	 2	

	

Table	2-2	Caesium	Chloride	based	internal	solution	in	mM	

	

D	
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The	pH	was	adjusted	to	7.3	using	a	1M	CsOH	solution,	and	osmolarity	was	checked	to	

ensure	 it	 was	 within	 270	 -	 280	mOsm/kg.	 This	 solution	was	 used	 for	 voltage	 clamp	

recordings.	Internal	solution	was	made	in	50	ml	batches,	aliquoted	into	1	ml	vials,	and	

frozen	ahead	of	experiments.	

	

CHO	cell	K-Gluconate	intracellular	solution:	

	

Chapter	6	used	a	K-Gluconate	based	solution	optimised	for	Chinese	Hamster	Ovary	(CHO)	

cell	electrophysiology.	

	
K-gluconate	 150		
MgCl2	 2		
HEPES	 5	
EGTA	 1.1	

	

Table	2-3	CHO	cell	K-Gluconate	based	internal	solution	in	mM	

	

The	pH	was	adjusted	to	7.3	using	a	1M	KOH	solution,	and	osmolarity	was	adjusted	to	290	

mOsm/kg.	This	solution	was	used	for	both	voltage	and	current	clamp	recordings	of	CHO	

cells.	

	

2.3.2 ACSF	SOLUTIONS	

	

he	composition	of	artificial	cerebrospinal	fluid	(aCSF)	used	for	chapters	3,	4,	and	5	

s	shown	table	2-4.	aCSF	was	made	fresh	on	the	morning	of	each	experiment	and	

oxygenated	by	bubbling	 it	with	95%	O2/	5%	CO2	gas	 for	 a	minimum	of	half	 an	hour	

before	use.	The	osmolarity	was	checked	to	ensure	it	was	between	290	-	310	mOsm/kg.	
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NaCl	 125		
KCl	 2.5		
CaCl2	 2		
MgCl2	 1		
NaH2PO4	 1.25		
NaHCO3	 26		
Glucose	 11		

	

Table	2-4	aCSF	composition	in	mM,	for	chapters	3,	4,	and	5.	

	

The	composition	of	artificial	Cerebrospinal	Fluid	(aCSF)	used	for	Chapter	6	was	(in	mM):	

	
NaCl	 125		
KCl	 2.5		
CaCl2	 2		
MgCl2	 2	
NaH2PO4	 1.25		
NaHCO3	 25		
Glucose	 20		

	

Table	2-5	aCSF	composition	in	mM,	for	chapter	6.	

Once	again,	aCSF	was	made	fresh	on	the	morning	of	each	experiment	and	oxygenated	by	

bubbling	 it	with	95%	O2/	5%	CO2	 gas	 for	a	minimum	of	half	 an	hour	before	use.	The	

osmolarity	 was	 checked	 to	 ensure	 it	 was	 between	 300	 -	 310	 mOsm/kg,	 and	 the	 pH	

buffered	to	7.3-7.4	using	1	M	NaOH.		

	

2.3.3 NMDG	SOLUTIONS	

	

he	N-Methyl-D-glucamine	(NMDG)	slicing	solution	used	for	chapters	3,	4,	and	5	was	

comprised	of	the	following	(in	mM):	
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NMDG	 92	
KCl	 2.5		
NaH2PO4	 1.25	
NaHCO3	 30	
HEPES	 20		
Glucose	 25		
Thiourea	 2		
Na-Ascorbate	 5	
Na-Pyruvate	 3	
CaCl2	 0.5	
MgSO4	 10	

	

Table	2-6	N-Methyl-D-glucamine	(NMDG)	slicing	solution	composition	in	mM,	chapters	3,	4,	and	5.	

The	osmolarity	was	checked	to	ensure	it	was	between	290	mOsm	–	310	mOsm.	Ideally	it	

would	 match	 the	 aCSF	 solution	 used	 to	 minimise	 the	 shock	 to	 brain	 tissue	 when	

transferring	between	solutions.	Finally,	 the	 solution	was	kept	 ice	 cold	when	used	and	

bubbled	with	95%	O2/	5%	CO2	gas	for	a	minimum	of	half	an	hour	before	use.	

	

The	N-Methyl-D-glucamine	(NMDG)	slicing	solution	used	for	chapter	6	was	comprised	of	

the	following	(in	mM):	

	
NMDG	 110	
KCl	 2.5		
NaH2PO4	 1.2	
NaHCO3	 25	
Glucose	 25		
CaCl2	 0.5	
MgCl2	 10	

	

Table	2-7	N-Methyl-D-glucamine	(NMDG)	slicing	solution	composition	in	mM,	chapter	6.	

The	osmolarity	was	checked	to	ensure	it	was	between	300	mOsm	–	310	mOsm.		
	
All	NMDG	solutions	were	used	experimentally	at	most	2	days	after	they	were	made.	Their	
pH	was	carefully	adjusted	to	between	7.3	–	7.4	with	5	M	HCl	solution.	
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2.3.4 EXTRACELLULAR	 SOLUTION	 FOR	 CHINESE	 HAMSTER	 OVARY	 (CHO)	 CELL	
ELECTROPHYSIOLOGY	

	

he	composition	of	extracellular	solution	used	 for	Chinese	Hamster	Ovary	(CHO)	

cell	electrophysiology	in	Chapters	6	was	(in	mM):	

	
NaCl	 140		
KCl	 5		
CaCl2	 10	
MgCl2	 2	
NaH2PO4	 0.3		
NaHCO3	 4		
KH2PO4	 0.4	
Glucose	 5	
HEPES	 5	

	

Table	2-8	Extracellular	solution	composition	in	mM	for	CHO	cell	electrophysiology,	chapter	6.	

The	solution	was	made	fresh	the	beginning	of	the	experiment	week	and	replaced	every	
week.	The	osmolarity	was	checked	to	ensure	it	was	between	300	-	310	mOsm/kg	using	a	
1	M	sucrose	solution;	the	pH	was	adjusted	to	7.3	±0.01	with	1	M	KOH	solution.	
	

2.4 TISSUE	PREPARATION	
	

his	section	describes	the	different	Tissue	preparation	strategies	used	throughout	

this	PhD.	Broadly	speaking,	the	protective	recovery	method	97,98	was	adapted	in	

some	capacity	to	maximise	neuronal	cell	health	at	point	of	experiment.	This	is	true	for	all	

tissue	slice	preparation	methodologies	described	below.	

	

Chapters	3,	4,	and	5:	

	

On	the	day	of	experiment,	ice	cold	NMDG	solution	(section	2.2.4)	and	room	temperature	

(aCSF	section	2.2.3)	would	be	bubbled	with	95%	O2/	5%	CO2	gas	for	a	minimum	of	half	

T	
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an	hour	before	animal	sacrifice.	Two	slice	chambers	were	then	prepared:	one	for	resting	

the	slices	immediately	after	dissection,	and	the	second	for	resting	the	slices	for	the	time	

before	experimentation.	The	former	chamber	contained	NMDG	solution	warmed	to	37°C,	

and	 the	 second	 contained	 room	 temperature	 aCSF.	 Both	 chambers	 were	 constantly	

bubbled	 with	 95%	 O2/	 5%	 CO2	 gas	 to	 ensure	 maximum	 oxygen	 saturation	 of	 both	

solutions.		

	

Mice	were	then	sacrificed	via	cervical	dislocation,	followed	by	immediate	decapitation	in	

accordance	with	UK	Home	Office	guidance.	The	brain	was	rapidly	removed	and	immersed	

in	oxygenated,	 ice	 cold	NMDG	solution.	A	 coronal	dissection	was	made	 to	 remove	 the	

caudal	end	of	the	brain-	including	the	cerebellum.	This	side	was	then	glued	to	the	slicing	

chamber	 and	 immersed	 in	 fresh	 oxygenated	 ice-cold	NMDG.	 	 This	 chamber	was	 then	

placed	within	the	vibratome	live	tissue	slicer	(Campden	Instruments)	for	sectioning.	As	

we	were	primarily	focussed	on	PFC	slices	for	this	project,	we	sliced	3-5	coronal	sections	

from	the	rostral	end	of	brain	(not	including	the	olfactory	bulb);	slices	were	300	µm	thick,	

and	the	quantity	of	slices	would	depend	on	dissection	quality.		

	

After	each	slice	was	produced,	it	was	carefully	placed	within	the	first	resting	chamber	as	

described	 above.	 Each	 slice	 remained	 in	 this	 chamber	 for	 12	 minutes,	 before	 being	

transferred	to	the	second	aCSF	containing	chamber	for	a	minimum	of	45	minutes	before	

experimentation.		

	

Chapter	6:	

	

Mice	 were	 anaesthetised	 with	 isofluorane	 and	 decapitated	 in	 accordance	 with	 Home	

Office	 guidelines.	 The	 brain	was	 immediately	 removed	 and	 placed	 into	 ice-cold	 aCSF	

(section	 2.2.3).	 I	 then	 prepared	 400	 μm	 coronal	 brain	 slices	 with	 a	Microtome	 7000	

(Campden	Instruments)	whilst	the	brain	was	immersed	in	ice-cold	aCSF.	Once	produced,	

brain	 slices	were	 placed	 into	NMDG	 solution	 (section	 2.2.4)	 heated	 to	 39°C	 for	 a	 12-

minute	 recovery	 period.	 The	 slices	 were	 then	 placed	 back	 into	 aCSF	 of	 the	 same	
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composition	 of	 that	 used	 during	 slicing	 for	 a	 1-hour	 resting	 period	 before	

experimentation.	 All	 solutions	were	 constantly	 bubbled	with	 95%	O2/	 5%	CO2	 gas	 to	

ensure	maximum	oxygen	saturation.	Note,	tissue	slicing	for	this	chapter	was	done	in	the	

dark	to	minimise	excitotoxity	to	neurons;	Chronos	is	a	highly	light-sensitive	opsin	variant	

and	 as	 such	 we	 took	 efforts	 to	 mitigate	 the	 effects	 of	 ambient	 light	 actuating	 any	

superfluous	 photocurrents.	We	 used	 red	 LED	 torches	 to	 see	 what	 we	 were	 doing	 as	

Chronos	is	not	sensitive	to	these	wavelengths.	

	

2.5 ELECTROPHYSIOLOGICAL	RECORDINGS	
	

his	section	details	 the	various	methods	used	for	slice	and	cell	electrophysiology	

over	the	course	of	this	PhD.	

	

2.5.1 WHOLE-CELL	RECORDINGS	IN	ACUTE	BRAIN	SLICES	

	

Chapters	3,	4,	and	5:	

	

Acute	coronal	brain	slices	were	placed	in	the	recording	chamber	of	the	microscope	and	

held	in	place	using	a	platinum	iridium	slice	harp.	The	harp	strings	were	made	of	nylon	

threads.	 Slices	 were	 continually	 perfused	 with	 room	 temperature	 aCSF	 which	 was	

constantly	being	oxygenated	with	95%	O2/	5%	CO2	gas.	Slices	were	visualised	using	our	

fixed-stage	upright	microscope	(BX51W1,	Olympus	and	Scientifica	SliceScope,	described	

fully	in	section	4.2.2).	Navigating	using	the	Allen	Brain	atlas	and	neuron	morphology,	I	

targeted	 putative	 L5	 pyramidal	 neurons	 for	 electrophysiological	 recordings	 as	 these	

were	 to	 be	 the	 primary	 targets	 for	 functional	 connectivity	mapping	 paradigms.	 A	 4x	

magnification	was	first	used	to	navigate	to	the	approximate	anatomical	region,	and	a	40x	

magnification	was	then	used	to	resolve	individual	neurons.	

	

T	
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Once	target	neurons	were	identified,	a	patch	pipette	filled	with	a	K-gluconate	or	Caesium	

Chloride	based	internal	solution	(current	and	voltage	clamp	experiments,	respectively;	

described	 in	 section	 2.2.2)	 was	 used	 to	 obtain	 whole-cell	 recordings	 of	 the	 neuron.	

Membrane	 potential	 and	 current	 was	 measured	 using	 a	 CV-7B	 head	 stage	 (Axon	

Instruments)	attached	to	a	Multiclamp	700B	amplifier	(Molecular	Devices).	They	were	

then	digitised	using	a	Power1401	digitiser	(Cambridge	Electronic	Design)	sampling	at	50	

kHz,	and	controlled	using	Signal	(V6.05b,	Cambridge	Electronic	Design).	This	set	up	was	

suitable	for	current	clamp,	dynamic	current	clamp,	and	voltage	clamp	experiments.	

	

Patch	pipettes	were	pulled	from	borosilicate	glass	capillaries	(0.86	mm	internal	diameter,	

1.5	mm	outer	diameter,	Harvard	Apparatus)	using	a	vertical	heated	filament	puller	(PC-

10,	Narishige).	Pipette	resistances	when	filled	with	internal	solution	were	between	6	–	8	

MOhm;	this	was	generally	observed	to	be	the	range	at	which	successful	recordings	were	

made	for	the	L5	pyramidal	neurons.	Higher	or	lower	resistances	often	yielded	large	leak	

currents	or	low	break-in	success,	respectively.	

	

To	break	 into	 the	 cell	membrane	after	 achieving	a	giga-seal,	 10	mV	stepping	voltages	

were	imposed	on	the	neuron	whilst	in	voltage	clamp.	Negative	pressure	was	applied	until	

the	recording	‘broke	in’,	as	noted	when	the	indicative	capacitance	transients	were	seen	

on	the	recording.		

	

Current	 Clamp	 recordings	 were	 made	 whilst	 injecting	 zero	 current	 into	 the	 patched	

neuron;	if	the	resting	membrane	potential	was	not	within	physiological	ranges	(-50	mV	

to	-80	mV),	the	recording	was	thrown	away.	The	same	is	true	for	dynamic	current	clamp	

recordings.	

	

Voltage	Clamp	recordings	were	made	by	holding	the	resting	membrane	potential	at	-70	

mV,	and	sometimes	lightly	adjusted	to	minimise	the	leak	current.	However,	the	holding	

potential	was	always	kept	within	physiological	ranges	as	stated	above.	
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All	 recordings	 were	made	 at	 room	 temperature,	 and	 no	 treatment	 of	 liquid	 junction	

potentials	were	made.	

	

2.5.2 CHINESE	HAMSTER	OVARY	(CHO)	CELL	ELECTROPHYSIOLOGY	

	

nce	 cultured	 and	 transfected,	 GHF	positive	Chinese	Hamster	Ovary	 (CHO)	 cells	

were	 whole-cell	 voltage-	 clamped	 using	 a	 Multiclamp	 700B	 amplifier	 (Axon	

Instruments,	Molecular	Devices).	Membrane	currents	were	digitised	with	a	Power1401	

(Cambridge	Electronic	Design)	at	 a	 sampling	 rate	of	40	kHz	and	controlled	by	Spike2	

software	(V5,	Cambridge	Electronic	Design).	

	

Coverslips	 with	 adhered	 transfected	 cells	 were	 bathed	 at	 room	 temperature	 in	 an	

external	 solution	 (section	 2.2.5).	 The	 patch	 pipette	 was	 filled	 with	 an	 artificial	

intracellular	solution	(section	2.2.3).	

	

Patch	 pipettes	 were	 pulled	 from	 glass	 capillaries	 (PG10150-4,	 World	 Precision	

Instruments)	to	tips	with	resistances	between	4	-	8	MOhm.	Voltage	was	clamped	at	-40	

mV.	Cells	with	leak	currents	of	a	magnitude	greater	than	100	pA	were	excluded	from	the	

analysis.	 The	 access	 and	 input	 resistances	were	monitored	between	photostimulation	

epochs	to	ensure	recordings	remained	healthy.	
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CHAPTER	3 	

INVESTIGATING	THE	EFFECTS	OF	NON-LINEAR	LEAK	

CONDUCTANCES	AND	AMPA	CONDUCTANCES	ON	

ACTION	POTENTIAL	PROPERTIES	
	

	

3.1 	ABSTRACT	

	

ction	 Potential	 (AP)	 properties	 such	 as	 AP	 height,	 Full	 Width	 Half-Maximum	

(FWHM),	 and	 Latency	 to	 spike	 following	 synaptic	 input	 are	 heterogenous	

properties	 within	 and	 across	 neurons.	 A	 factor	 affecting	 these	 properties	 is	 input	

conductance.	 Together,	 these	 variables	 have	 implications	 on	 larger	 scale	 information	

processing	in	the	brain,	as	well	as	processes	such	as	aging	and	pathology.	Crucially,	in	the	

context	 of	 functional	 connectivity	 mapping	 paradigms	 these	 AP	 properties	 could	 be	

confounding	variables	for	connectivity	metrics.		

	

This	 chapter	 sought	 to	 experimentally	 investigate	 the	 effects	 of	 realistic	 AMPA	

conductances	 and	non-linear	GHK	 (Cl-)	 leak	 conductances	 on	AP	properties	 using	 the	

Dynamic	 Current	 Clamp	 (DCC)	 method.	 The	 former	 has	 implications	 on	 functional	

connectivity	mapping	paradigms-	 specifically	how	synaptic	drive	on	 to	 a	pre-synaptic	

neuron	could	affect	post-synaptic	response.		

A	
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I	 first	 show	 that	 recording	 quality,	 as	measured	 by	 series	 resistance,	 has	 little	 to	 no	

correlation	with	AP	latency,	peak,	or	FWHM	across	a	range	of	resistances	from	12	–	50	

MOhm-	 with	 Spearman’s	 Correlation	 Coefficient	 values	 of	 0.433,	 -0.354,	 0.395	

respectively.	This	discounted	the	recording	quality	as	a	confounding	variable	for	further	

measurements	of	AP	properties.	

	

Next,	 I	 show	 that	 the	 AP	 FWHM	 is	 not	 affected	 by	 increasing	 the	 maximum	 AMPA	

conductance	 or	 non-linear	GHK	 leak	 current.	 In	 the	 same	 set	 of	 neurons,	 I	 show	 that	

increasing	 the	maximum	AMPA	 conductance	decreases	 the	AP	 latency	 and	AP	height.	

Crucially,	the	latter	findings	suggest	implications	for	optogenetic	functional	connectivity	

mapping	paradigms	and	provided	 insights	 into	 future	experimental	plans.	Specifically,	

these	data	suggested	that	given	the	intrinsic	variability	of	opsin	expression,	one	must	be	

mindful	 of	 photostimulation	 paradigms	 when	 attempting	 optogenetic	 functional	

mapping;	 variable	 charge-transfer	 responses	 (analogous	 to	 the	 variable	 AMPA	

conductances)	 from	 opsin	 expressing	 neurons	 could	 result	 in	 variable	 AP	 responses,	

which	could	have	knock-on	effects	on	functional	connectivity	metrics.	
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3.2 INTRODUCTION		

	

n	this	introduction,	I	first	discuss	how	Action	Potential	(AP)	properties	are	affected	by	

intrinsic	 conductance	properties	of	neurons.	 I	 then	discuss	how	synaptic	drive	 can	

affect	these	same	properties,	and	then	as	a	consequence	how	both	of	these	factors	can	

affect	 information	processing	at	a	network	level.	Next,	I	detail	two	such	conductances:	

non-linear	GHK	leak	conductances	and	AMPA	conductances	which	are	the	experimental	

focus	 of	 this	 chapter	 and	 examples	 of	 intrinsic	 and	 synaptic	 drive	 conductances	

respectively.	Intrinsic	conductances	are	conductances	which	arise	from	the	neuron’s	own	

physiology,	whereas	synaptic	drive	conductances	are	those	which	arise	as	a	response	to	

a	synaptic	event	(e.g.,	an	AMPA	release	from	a	functionally	connected	neuron).		I	finally	

introduce	the	Dynamic	Current	Clamp	(DCC)	method	before	detailing	the	specific	chapter	

aims.	

	

3.2.1 THE	ACTION	POTENTIAL	(AP)		

	

Intrinsic	neuronal	conductance	properties	

	

ction	 Potential	 (AP)	 properties	 such	 as	 AP	 height,	 Full	 Width	 Half-Maximum	

(FWHM),	 and	 Latency	 to	 spike	 following	 synaptic	 input	 are	 heterogenous	

properties	 within	 and	 across	 neuronal	 subtypes.	 Relative	 to	 the	 two	 voltage-

dependent	conductances	underlying	the	AP	of	a	giant	squid	axon,	mammalian	neurons	

express	multiple	flavours	of	sodium	currents,	voltage-dependent	calcium	and	potassium	

currents,	and	a	range	of	other	conductances	which	contribute	to	an	AP	waveform99.	

	

Though	the	AP	of	a	squid	axon	serves	a	different	function	to	that	of	mammalian	neuron	

soma,	 when	we	 consider	 the	 above	 point	 alongside	 the	 fact	 that	 the	 squid	 axon	 is	 a	

relatively	poor	encoder	of	 information	only	able	to	fire	under	a	narrow	range	of	 input	

frequencies100,	 it	 is	 not	 a	 surprise	 that	 mammalian	 neuron	 soma	 have	 a	 far	 larger	

I	
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repertoire	of	AP	behaviour	and	hence	information	processing	capabilities.	If	we	consider	

the	time,	activity,	and	pathology	varying	expression	of	different	conductances,	we	start	

to	 question	 how	 the	 shifting	 conductance	 landscapes	 of	 individual	 neurons	 affect	

information	processing	at	the	individual	neuron	and	network	level-	and	vice-versa.		

	

Synaptic	drive	

	

ynaptic	 drive	 has	 also	 been	 shown	 to	 affect	 AP	 properties.	 The	 intrinsic	

conductances	 underlying	 an	 AP	 (for	 instance,	 the	 transient	 voltage-dependent	

sodium	 current	 and	 potassium	 currents)	 are	 liable	 to	 inactivation	 following	 sub-	 or	

supra-	threshold	voltages.	Consequently,	the	membrane	voltage	preceding	a	spike-	which	

is	 itself	affected	by	synaptic	drive-	significantly	alter	AP	properties	such	as	height	and	

FWHM	in	layer	2/3	pyramidal	neurons	101.		

	

Furthermore,	 it	has	been	shown	that	the	membrane	potential	and	spiking	activity	of	a	

neuron	 in	 time	windows	prior	 to	 a	measured	AP	 has	 an	 effect	 on	 the	measured	AP’s	

properties.	 For	 instance,	 somatic	 AP	 waveforms	 in	 pyramidal	 neurons	 are	 markedly	

affected	by	spiking	activity	within	a	 time	window	of	50	ms	prior	 to	 the	measured	AP,	

suggesting	 a	 short	 term	 encoding	 of	 information	 within	 a	 neuron’s	 AP	 waveform102.	

Similarly,	fast	rates	of	membrane	potential	change	in	hippocampal	neurons	prior	to	an	

AP	yields	a	relatively	hyperpolarised	AP	threshold,	whilst	a	spiking	activity	in	the	same	

neurons	1	s	prior	to	the	measured	AP	yields	a	relatively	depolarised	AP	threshold	103.	

	

Altogether,	the	variability	in	AP	waveforms	discussed	above	suggest	that	within	a	single	

neuron,	the	intrinsic	excitability	and	synaptic	drive	can	both	contribute	to	some	form	of	

information	 processing.	 This	 becomes	 even	 more	 interesting	 when	 we	 consider	 the	

variability	and	change	in	both	intrinsic	excitability	and	synaptic	drive	given	time,	activity,	

and	 pathology-	 but	 even	 more	 so	 when	 we	 remember	 the	 neuron	 doesn’t	 exist	 in	

isolation;	there	are	downstream	consequences	of	AP	waveform	variability.	

	

S	
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Synaptic	transmission	and	connectivity	metrics	

	

ynaptic	transmission	is	affected	by	the	presynaptic	AP	voltage	99,104.	Studies	of	the	

Calyx	of	Held,	a	large	synapse	in	the	auditory	cortex	in	mammalian	nervous	systems,	

have	 shown	 multiple	 dependencies	 of	 synaptic	 transmission	 on	 AP	 waveform.	 First,	

voltage-gated	Ca2+	channels	are	activated	with	high	efficiency	by	APs	105,	the	waveforms	

of	 which	 dictate	 the	 timing	 of	 Ca2+	 flux	 dependent	 on	 voltage-gated	 Na+	 and	 K+	

channels106.	 Further,	 it	was	seen	 that	 the	broader	 the	AP	waveform	(measured	by	 it’s	

FWHM),	 the	 larger	 the	 Ca2+	 influx107.	 Indeed,	 this	 broadening	 evokes	 highly	 sensitive	

changes	in	neurotransmitter	release;	it	was	seen	that	a	30%	increase	in	AP	width	lead	to	

a	190%	increase	in	postsynaptic	current108.	Interestingly,	it	has	been	shown	that	different	

subtypes	 of	 voltage-gate	 K+	 channels	 seem	 to	 serve	 the	 purpose	 of	 modulating	 the	

presynaptic	AP,	likely	with	the	purpose	of	regulating	synaptic	release	109.	

	

Altogether,	though	one	should	note	that	these	were	studies	of	a	specific	synapse	of	the	

mammalian	 nervous	 system,	 it	 seems	 reasonable	 to	 view	 synaptic	 transmission	 as	 a	

process	 which	 is	 highly	 dependent	 on	 presynaptic	 AP	 waveforms.	 What’s	 more,	 the	

dependence	on	postsynaptic	response	on	presynaptic	AP	waveform	is	one	which	could	

likely	be	propagated	throughout	a	network:	a	wide	AP	in	the	presynaptic	neuron	could	

evoke	a	large	depolarising	current	in	the	post	synaptic	neuron,	which	in	turn	could	evoke	

a	slower	or	larger	magnitude	AP	waveform	and	so	on.	Though	it	is	unclear	how	big	the	

downstream	effects	are,	it	is	still	something	to	bear	in	mind.	

	

In	the	context	of	my	project,	this	is	an	important	consideration.	Photostimulating	neurons	

generates	 large	 depolarising	 currents-	 often	without	 being	 quantified	 experimentally.	

The	consequence	of	this-	together	with	what	we	have	discussed	on	the	effects	of	synaptic	

drive	 on	 AP	waveform-	 indicates	 that	 for	 functional	 connectivity	mapping	 paradigms	

which	rely	on	synaptic	transmission	and	post-synaptic	current	readouts,	one	should	be	

mindful	 that	 photostimulation	 could	 itself	 prove	 to	 be	 a	 confounding	 variable	 for	

functional	connectivity	assays.	The	variable	nature	of	opsin	expression	and	photocurrent	

S	
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response	could	have	a	tangible	effect	on	functional	response	timings	and	magnitudes	in	

the	post-synaptic	neurons,	thereby	biasing	metrics	of	functional	connectivity.	

	

In	this	chapter,	I	sought	to	determine	the	effects	of	a	particular	intrinsic	conductance	and	

synaptic	drive	on	AP	waveform	properties.	The	intrinsic	conductance	I	tested	was	a	non-

linear	Goldman-Hodgkin-Katz	(GHK)	 leak	conductance,	which	could	 in	theory	alter	AP	

FWHM.	The	synaptic	drive	I	sought	to	test	was	a	naturalistic	AMPA	conductance.	This	

latter	conductance	was	chosen	as	it	would	provide	insight	into	how	charge	transfer	over	

the	course	of	a	synaptic	event	could	affect	AP	waveform	properties.	This	measure	could	

then	 be	 compared	 to	 ChR2	 mediated	 photocurrents	 to	 gain	 and	 insight	 in	 to	 how	

photostimulation	could	affect	AP	waveforms	and	hence,	connectivity	metrics.		

	

3.2.2 DYNAMIC	CURRENT	CLAMP	(DCC)	

	

o	study	the	effects	of	biophysically	realistic	conductances	on	neuronal	physiology,	

I	utilised	the	whole-cell	Dynamic	Current	Clamp	method110,111	(DCC).	It	is	a	variant	

of	the	regular	Current	Clamp	(CC)	method,	but	with	the	added	functionality	of	injecting	

voltage	dependent	currents	in	to	the	current-clamped	neuron.	It	achieves	this	via	rapid	

sampling	of	the	membrane	voltage	(typically	at	rates	of	50	kHz	or	more),	the	information	

of	 which	 it	 utilises	 to	 impose	 a	 voltage-dependent	 feedback	 conductance.	 These	

conductances	can	follow	a	large	range	mathematical	models	and	hence	the	utility	of	this	

method	 is	 clear;	 one	 can	 mimic	 and	 impose	 biophysically	 realistic	 conductances	 on	

neurons	(or	any	cell	recording)	which	regular	CC	cannot	achieve.	For	instance,	DCC	has	

been	 shown	 to	 make	 HEK-293	 cells	 ‘spike’	 by	 modelling	 a	 voltage-gated	 sodium	

conductance	on	 the	cells112,	 alongside	recombinant	expression	of	TREK-1	and	TASK-3	

potassium	 channels	 which	 generate	 a	 hyperpolarising	 leak	 current.	 Remarkably,	 just	

these	two	conductances	were	enough	to	generate	AP	like	behaviour	in	a	cell	that	itself	

does	not	spike.	Indeed,	by	replacing	the	TREK-1	and	TASK-3	conductances	with	a	singular	

synthetic	potassium	leak	conductance,	I	was	able	to	recreate	these	results	on	a	model	cell	

T	



-	45	-	

	

which	is	essentially	 just	a	resistor	attached	to	the	head	stage	of	a	regular	patch-clamp	

setup.		

3.2.3 NON-LINEAR	GHK	LEAK		

	

he	specific	non-linear	leak	conductance	I	focussed	on	for	this	chapter	was	a	non-

linear	 Cl-	 	 modelled	 by	 the	 Goldman-Hodgkin-Katz	 (GHK)	 113–115	 equation.	 The	

equation	models	a	passive	leak	current	derived	from	passive	ionic	diffusion	across	a	cell	

membrane	with	an	intra-	and	extra-	cellular	concentration	gradient	of	said	ionic	species.	

The	equation	modelled	by	our	DCC	protocol	is	shown	by	Equation	3-1.	

	

𝐼 = 	−𝑉 !!"#
"$%&

&"'(#"$%&$
)*+,
-.

%#$
)*+,
-.

'																			EQUATION	3-1	

	

Where	𝐼	is	the	leak	current,	𝑉	is	the	membrane	voltage,	𝐺!"# 	is	the	slope	conductance	at	

minimum	membrane	potential,	𝑐$%	and	𝑐&'(	are	the	intracellular	and	extracellular	ionic	

concentrations	respectively,	𝐹	is	Faraday’s	constant,	𝑅	is	the	universal	gas	constant,	𝑍	is	

the	ion’s	valence,	and	𝑇	is	the	absolute	temperature.	

	

3.2.4 AMPA	CONDUCTANCES	

	

he	 AMPA	 model	 conductance	 selected	 was	 an	 exponential	 synapse	 with	 an	

instantaneous	 rise-time	 and	 single	 exponential	 decay.	 The	 model	 is	 shown	 by	

equation	3-2.	

	

𝑔(𝑡) = 	𝐺&'(𝑒
)&

/01234																								EQUATION	3-2	
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Where	𝑔(𝑡)	 time-dependent	 conductance,	𝐺)*+	 is	 the	maximum	conductance,	 𝑡	 is	 the	

time,	and	𝜏,-.*/	decay	constant.		

	

3.2.5 SPECIFIC	CHAPTER	AIMS	

	

his	 chapter	 sought	 to	 experimentally	 investigate	 the	 effects	 of	 realistic	 AMPA	

conductances	and	a	non-linear	GHK	(Cl-)	leak	conductances	on	AP	properties	using	

the	Dynamic	Current	Clamp	(DCC)	method.	The	scientific	goals	were	as	follows:		

	

1) To	investigate	if	varying	non-linear	leak	conductances	could	have	an	effect	on	AP	

FWHM.		

2) To	 understand	 if	 increasing	 input	 conductance	 could	 have	 an	 effect	 on	 AP	

properties.		

3) To	 gain	 insight	 into	 the	 implications	 of	 the	 above	 results	 in	 the	 context	 of	

functional	connectivity	mapping.	

	

3.3 MATERIALS	AND	METHODS	

	

or	this	chapter,	animal	and	animal	care	information	is	detailed	in	Section	2.1.	The	

ChR2	 transgenic	 strategy	 and	 stereotaxic	 viral	 injection	 strategy	 are	 detailed	 in	

Section	2.2.2.	Solutions	used	for	electrophysiology	and	tissue	preparation	are	described	

in	Sections	2.3.4-6;	tissue	slice	preparation	Section	2.4;	and	whole-cell	electrophysiology	

procedures	in	Section	2.5.1.	Note,	the	intracellular	solution	used	in	this	chapter	was	the	

K-Gluconate	based	solution.	Further,	all	electrophysiological	recordings	were	taken	from	

putative	 pyramidal	 neurons	 (as	 determined	 by	 discernible	 cell	 morphology	 and	

approximate	anatomical	region)	within	the	Prefrontal	Cortex	(PFC)	of	C57BL/6	wild-type	

animals.		

	

T	
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3.3.1 DYNAMIC	CURRENT	CLAMP	–	AMPA	MODEL	VERIFICATION	AND	IMPLEMENTATION	

	

Model	verification	

	

Verification	of	the	modelled	AMPA	conductance	described	in	Section	3.2.4	was	done	by	

current	 clamping	 a	 model	 cell	 (PATCH-1U	 MODEL	 CELL,	 Axon	 Instruments).	 AMPA	

conductances	were	programmed	into	Signal	(V6.05b,	Cambridge	Electronic	Devices),	the	

electrophysiology	software,	with	the	following	parameters:	𝜏,-.*/=	2	ms,	and	𝐸0 ,	reversal	

potential	=	-10	mV.	The	set	of	maximum	conductances	𝐺)*+	ranged	from	25	–	70	nS	in	5	

nS	increments.	These	conductances	were	chosen	to	give	a	set	of	minimal	single	events	

which	could	evoke	Action	Potentials	in	neurons.	Note,	the	equation	being	modelled	by	

Signal	was	that	described	in	section	3.2.4.	Once	programmed	in,	the	conductances	were	

imposed	on	to	the	model	cell	whist	reading	out	the	current	through	the	cell.	The	cell	was	

then	held	had	a	range	of	 ‘membrane’	voltages	using	the	Multiclamp	Command	UI,	at	a	

range	between	 -75	mV	 to	 -50	mV	 in	5	mV	 increments;	 these	voltages	were	chosen	 to	

represent	the	physiological	ranges	one	might	find	in	real	electrophysiology	experiments.	

At	each	voltage,	the	set	of	AMPA	conductance	states	were	run	to	determine	the	effect	of	

membrane	voltage	on	AMPA	conductance.	

	

Model	implementation	

	

Implementing	the	set	of	model	AMPA	conductances	was	done	as	follows:	neurons	were	

whole-cell	 patched	 and	 held	 in	 current	 clamp	 as	 described	 in	 Section	 2.5.1.	 Once	 the	

recording	was	deemed	stable	(as	noted	by	a	stable	leak	current	less	than	±	10	pA),	the	set	

of	 model	 conductance	 states	 as	 described	 above	 were	 randomly	 imposed	 on	 to	 the	

neuron,	with	500	milliseconds	between	n	=	5	trials.	There	was	a	200	ms	time	window	

between	states-trial	sets.	The	recoding	was	checked	after	the	whole	set	was	run	to	ensure	

it	was	still	healthy.	

	



-	48	-	

	

3.3.2 DYNAMIC	CURRENT	CLAMP	–	GHK	MODEL	VERIFICATION	AND	IMPLEMENTATION		

	

Model	verification	

	

Verification	of	the	modelled	GHK	conductances	described	in	Section	3.2.3	was	done	by	

current	clamping	a	model	cell	(PATCH-1U	MODEL	CELL,	Axon	Instruments)	as	with	the	

AMPA	model	verification,	but	with	the	additional	step	of	connecting	the	command	voltage	

of	 a	 secondary	 Power1401	 (Cambridge	 Electronic	 Design)	 amplifier	 channel	 into	 the	

model	 cell.	 In	 this	 way,	 this	 secondary	 command	 voltage	 could	 impose	 a	 saw-tooth	

voltage	command	to	the	model	cell,	in	effect	simulating	a	smooth	range	of	‘membrane’	

voltages	from	-100	mV	to	+	50	mV.		

	

GHK	 conductances	 were	 programmed	 in	 to	 Signal	 (V6.05b,	 Cambridge	 Electronic	

Devices)	with	the	following	parameters:	𝑐$%	=	6	mM,	𝑐&'(	=	131.5	mM,	𝑇𝑒𝑚𝑝	=	22°C	(the	

approximate	lab	temperature),	𝑉𝑎𝑙𝑒𝑛𝑐𝑦	=	-1,	and	the	set	of	maximum	conductances			𝐺!"# 	

=	[0.03,	0.3,	1,	2,	3]	nS.	Each	of	this	conductances	were	set	as	a	separate	current	clamp	

protocol	 in	Signal,	and	within	protocol	I	programmed	the	set	of	AMPA	conductance	as	

described	above	in	Section	3.3.1.	Note	once	again,	the	equations	being	modelled	‘behind	

the	scenes’	of	the	Signal	GUI	was	those	described	in	Sections	3.2.3-4.	

	

Once	programmed	in,	each	GHK	conductance	protocol	was	run	on	the	model	cell	as	with	

whilst	the	command	voltage	from	the	secondary	Multiclamp	channel	imposed	the	voltage	

range	described	above.	 In	 this	way	we	could	get	a	 reading	of	 the	current	 through	 the	

model	 cell	 at	 varying	 ‘membrane’	 voltages	 to	 see	 how	 the	 conductance	 varies	 with	

voltage.	This	validation	step	sought	to	check	the	range	of	𝐺!"# 	values	we	could	use	such	

that	we	 ensure	 GHK	 conductance-mediated	 currents	were	within	 physiological	 limits	

over	the	range	of	membrane	voltages	that	one	might	see	over	the	course	of	a	real	whole-

cell	recording.	
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Model	implementation	

	

Implementing	the	set	of	model	GHK	conductances	was	done	similarly	to	the	AMPA	model	

implementation:	 neurons	 were	 whole-cell	 patched	 and	 held	 in	 current	 clamp	 as	

described	in	Section	2.5.1.	Once	the	recording	was	deemed	stable	(as	noted	by	a	stable	

leak	 current	 magnitude	 less	 than	 10	 pA),	 the	 set	 of	 GHK	 conductance	 protocols	 as	

described	above	were	randomly	imposed	on	to	the	neuron,	with	each	protocol	running	

the	set	of	AMPA	conductances	as	described	in	section	3.3.1.	In	this	way,	we	could	yield	

multi-dimensional	datasets	describing	how	AMPA	conductance	and	GHK	leak	affect	AP	

properties.	The	recording	was	checked	after	each	protocol	was	run	to	ensure	it	was	still	

healthy.	Finally,	to	assess	the	effect	of	the	GHK	leak	on	neuronal	resting	potential	(RMP),	

patched	neurons	were	current	clamped	whilst	injecting	zero	current,	and			

	

3.3.3 DETERMINING	WHOLE-CELL	RECORDING	PARAMETERS	AND	DEFINING	AP	HEIGHT,	

LATENCY,	AND	FULL	WIDTH,	HALF-MAXIMUM	

	

hilst	under	voltage	clamp	and	before	breaking	in	to	the	cell	membrane,	a	10	mV	

stepping	 current	 was	 applied	 across	 the	 cell	 membrane.	 From	 this,	 the	

membrane	 capacitance	 was	 calculated	 as	 the	 area	 under	 the	 capacitance	 transient	

current	curve	shaded	in	grey	on	Figure	3-1	a,	divided	by	the	10	mV	voltage	step.	 	The	

series	resistance	was	calculated	using	Ohm’s	law,	specifically	series	resistance,	𝑅 = 𝑉
∆𝐼8 ,		

where	𝑉	 =	 10	mV	 and	 corresponds	 to	 the	 stepping	 voltage	 used	 during	 the	 patching	

procedure,	and	∆𝐼	is	the	maximum	current	response	as	shown	in	Figure	3-1	a.		

	

W	
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Figure	 3-1	 Whole-	 cell	 recording	 quality	 and	 action	 potential	 parameters	 were	 recorded	

systematically	across	all	experiments.	a	Whilst	under	voltage	clamp,	a	10	mV	stepping	current	was	applied	

across	the	cell	membrane.	From	this,	series	resistance	was	calculated	using	Ohm’s	law,	specifically	R	=	V	/	(ΔI)	

where	V	 =	 10	mV	 corresponding	 to	 the	 stepping	 voltage	 used	 during	 the	 patching	 procedure.	 The	Action	

Potential	 (AP)	 height,	 latency,	 and	 Full	Width,	 Half-Maximum	were	 calculated	 based	 on	 the	 annotations	

shown	in	b.	Note,	the	beginning	of	the	latency	window	corresponds	to	the	stimulus	onset,	and	this	example	

trace	was	taken	whilst	the	neuron	was	under	current	clamp	and	an	AMPA	conductance	was	imposed	with	a	

peak	conductance	of	35	nS-	full	methodology	described	in	Section	3.3.1.	

	

The	Action	Potential	(AP)	height,	latency,	and	Full	Width,	Half-Maximum	were	calculated	

based	 on	 the	 annotations	 shown	 in	 Figure	 3-1	 b.	 Note,	 the	 beginning	 of	 the	 latency	

window	corresponds	to	the	stimulus	onset.	Qualitatively,	the	AP	peak	voltage	(or	height)	

was	 determined	 as	 the	maximum	 voltage	 of	 the	 AP	 itself,	minus	 the	 baseline	 voltage	

which	was	taken	as	the	average	membrane	voltage	in	the	50	ms	preceding	the	stimulus;	

the	AP	latency	was	the	time	between	stimulus	onset	and	AP	peak;	and	finally,	the	FWHM,	

illustrated	 by	 the	 asterisk	 in	 Figure	 3-1	 b,	 as	 determined	 as	 the	 Full	 Width	 at	 Half	

Maximum	 of	 the	 AP	 curve	 between	 the	 threshold	 point	 and	 the	 point	 at	 which	 the	

membrane	returns	to	this	threshold	voltage.	Note,	the	description	and	methodology	for	

finding	this	threshold	point	can	be	found	in	section	3.3.4,	and	Figure	3-2.	
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3.3.4 CUSTOM	 DATA	 ANALYSIS	 PIPELINES	 WERE	 DEVELOPED	 TO	 SYSTEMATICALLY	

DETERMINE	ACTION	POTENTIAL	(AP)	PARAMETERS		

	

o	ensure	that	AP	parameters	were	systematically	and	reliably	determined	across	

all	 recordings,	 I	 wrote	 custom	 data	 analysis	 pipelines	 in	 python	 to	 process	 all	

electrophysiological	records.	Figure	3-2	shows	an	outline	of	this	pipeline,	as	well	as	an	

illustration	of	how	the	AP	threshold	was	determined,	which	crucially	determines	how	the	

AP	FWHM	was	determined.	

	

Raw	electrophysiological	data	was	first	fed	into	the	pipeline	(Figure	3-2	a),	segmented	

into	events	using	a	priori	knowledge	of	current	clamp	stimulus	times,	and	then	filtered	

using	a	50	Hz	long	pass	filter	to	remove	any	line	noise	in	the	signal.	Next,	each	AP	event	

was	manually	checked	to	ensure	it	was	properly	segmented	before	characterising	each	

to	 find	 the	AP	height,	 latency,	 and	FWHM.	This	manual	 checking	was	 to	minimise	 the	

effect	 of	 rouge	 software	bugs	 in	 our	 analysis.	 These	data	were	 finally	 aggregated	 and	

passed	on	for	further	statistical	analysis.		

	

A	key	part	of	the	process	was	detecting	the	AP	threshold;	this	was	found	taking	the	second	

derivative	of	the	neuron’s	membrane	current	over	the	course	of	the	AP	(Figure	3-2	b).	

Time	t=0	corresponds	to	the	stimulus	onset	(in	this	case	an	AMPA	conductance	using	the	

Dynamic	 Current	 Clamp	 method	 described	 in	 3.3.2).	 The	 vertical	 dashed	 red	 line	

represents	the	AP	threshold,	determined	by	the	first	peak	in	bottom	plot.	Physically,	this	

peak	 represents	 the	 moment	 the	 neuron	 reaches	 its	 AP	 threshold.	 Using	 this	 same	

process	for	all	AP	events	ensured	systematic	analysis	of	all	data.	

	

	

T	
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Figure	 3-2	 Custom	 data	 analysis	 pipelines	 were	 developed	 to	 systematically	 determine	 Action	

Potential	 (AP)	parameters.	a	Data	pipelines	 took	 in	 raw	electrophysiological	 data	 from	Signal	 (V6.05b,	

Cambridge	 Electronic	 Devices)	 and	 then	 followed	 robust	 segmentation,	 filtering,	 characterisation,	 and	

statistical	analysis	steps	before	being	visualised.	b	Top:	an	example	of	a	segmented	AP	taken	from	a	current	

clamp	recording	of	a	prefrontal	cortex	neuron.	Bottom:	the	corresponding	second	derivative	of	the	neuron’s	

membrane	current	over	the	same	time	course.	Time	t=0	corresponds	to	the	stimulus	onset	(in	this	case	an	

AMPA	conductance	using	the	Dynamic	Current	Clamp	method	described	in	section	3.3.1).	The	vertical	dashed	

red	 line	 represents	 the	 AP	 threshold,	 determined	 by	 the	 first	 peak	 in	 bottom	 plot.	 Physically,	 this	 peak	

represents	the	moment	the	neuron	reaches	its	AP	threshold.	For	each	recording	and	trial,	I	used	the	same	data	

analysis	pipeline	to	find	the	threshold	and	subsequent	AP	parameters.	This	ensured	systematic	analysis	across	

all	experiments.	Statistical	analysis	encompassing	averages,	standard	deviations,	regression	analysis,	Kernel	

Density	Estimates	were	done	using	open	source	python	packages-	specifically	SciPy,	Seaborn,	and	NumPy.	
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3.4 RESULTS	

	

3.4.1 WHOLE-CELL	RECORDING	SERIES	RESISTANCE	BREAKDOWN	

	

o	ascertain	the	role	of	the	series	resistance,	and	by	extension	whole-	cell	recording	

quality	on	AP	properties,	I	first	quantified	the	range	of	series	resistances	used	for	

this	study.	Figure	2-3	shows	range	and	distribution	of	series	resistances	used:	across	23	

recordings	the	mean	value	was	24.67	±	1.92	MOhm	(±	Standard	Error	of	the	Mean).	The	

standard	deviation	was	9.03	MOhm.	Note,	these	values	were	calculated	by	the	method	

described	in	section	3.3.3.	

	
Figure	3-3	Whole-cell	recording	series	resistance	breakdown.	a	Histogram	showing	the	distribution	of	

series	resistances	across	n	=	23	whole-cell	recordings.	Red	ticks	on	the	x-axis	represent	the	series	resistances	

of	individual	neurons	which	were	each	calculated	by	averaging	over	n	=	5	trials	using	the	methodology	outline	

in	section	3.3.1.	The	black	plotted	curve	represents	the	kernel	density	estimate	(KDE)	with	a	gaussian	kernel	

and	 bin	 width	 of	 0.3.	 I	 chose	 this	 bin	 width	 to	 ensure	 each	 sample	 point	 was	 taken	 in	 to	 account	 when	

estimating	the	KDE;	higher	or	lower	values	under	and	overestimated	the	curve	respectively.	The	average	series	

resistance	was	24.67	±	1.92	MOhm	(±	Standard	Error	of	the	Mean).	The	standard	deviation	was	9.03	MOhm.	

T	
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b	 A	 violin	 plot	 of	 the	 same	 data	 in	 a.	 Each	 black	 dot	 represents	 a	 sample	 point,	 and	 the	 shaded	 region	

represents	the	KDE	of	the	data.		

	

3.4.2 ACTION	 POTENTIAL	 (AP)	 LATENCY	 AND	 WHOLE-	 CELL	 RECORDING	 SERIES	

RESISTANCE	HAVE	A	WEAKLY	POSITIVE	CORRELATION	

	

cross	the	same	23	neurons,	it	was	seen	that	there	was	a	weakly	positive	correlation	

(Spearman’s	Correlation	Coefficient	=	0.433)	between	AP	 latency	and	recording	

series	resistance.	Furthermore,	the	average	latency	was	4.76	±	1.03	ms	(±	Standard	Error	

of	the	Mean),	and	the	standard	deviation	was	4.87	ms.	Note,	this	large	standards	deviation	

can	be	explained	by	the	two	neurons	in	the	dataset	which	had	latencies	above	15	ms.	They	

were	 left	 in	 and	 not	 excluded	 as	 the	 recordings	 were	 deemed	 healthy	 based	 of	 the	

recording	series	resistance.	

	

	
	
Figure	3-4	Action	Potential	 (AP)	 latency	and	whole-	cell	recording	series	resistance	have	a	weakly	

positive	correlation.	a	Linear	regression	showing	the	AP	latency	of	n	=	23	neurons	versus	their	respective	

recording	 series	 resistance.	 Each	 latency	was	 calculated	 by	 averaging	 over	 n	 =	 5	 trials	 where	 each	 trial	

corresponded	to	an	AP	which	fired	under	the	lowest	AMPA	conductance	input	tested	on	that	particular	neuron,	

i.e.,	this	data	represents	the	average	AP	which	is	evoked	with	the	minimal	current	input	to	each	neuron.	The	

Spearman’s	Correlation	Coefficient	value	was	0.433,	suggesting	a	weak	correlation	between	latency	and	series	

resistance.	The	dark	orange	line	represents	the	linear	regression,	and	the	shaded	orange	area	represents	the	

A	
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95%	confidence	interval.	b	Histogram	showing	the	distribution	of	latencies.	Red	ticks	on	the	y-axis	represent	

the	average	latency	of	individual	neurons.	The	orange	plotted	curve	represents	the	kernel	density	estimate	

(KDE)	with	a	gaussian	kernel	and	bin	width	of	0.3.	The	average	latency	was	4.76	±	1.03	ms	(±	Standard	Error	

of	 the	Mean).	 The	 standard	 deviation	was	 4.87	ms.	 c	 A	 violin	 plot	 of	 the	 same	 data	 in	 b.	 Each	 black	 dot	

represents	a	sample	point,	and	the	shaded	region	represents	the	KDE	of	the	data.	

	

3.4.3 ACTION	POTENTIAL	(AP)	PEAK	AND	WHOLE-	CELL	RECORDING	SERIES	RESISTANCE	

HAVE	A	WEAKLY	NEGATIVE	CORRELATION	

	

ollowing	AP	latency,	I	then	demonstrated	that	the	AP	peak	voltage	had	a	weakly	

negative	 correlation	 to	 the	 recording	 series	 resistance	 (Spearman’s	 Correlation	

Coefficient	=	-0.354).	The	average	AP	peak	was	46.09	±	2.13	mV	(±	Standard	Error	of	the	

Mean).	The	standard	deviation	was	10.01	mV.	

	

	
	
Figure	 3-5	 Action	 Potential	 (AP)	 peak	 and	 whole-	 cell	 recording	 series	 resistance	 have	 a	 weakly	

negative	correlation.	a	Linear	regression	showing	 the	AP	peak	of	n	=	23	neurons	versus	 their	 respective	

recording	 series	 resistance.	 Each	 latency	was	 calculated	 by	 averaging	 over	 n	 =	 5	 trials	 where	 each	 trial	

corresponded	to	an	AP	which	fired	under	the	lowest	AMPA	conductance	input	tested	on	that	particular	neuron,	

i.e.,	this	data	represents	the	average	AP	which	is	evoked	with	the	minimal	current	input	to	each	neuron.	The	

Spearman’s	Correlation	Coefficient	=	-0.354,	suggesting	a	weakly	negative	correlation	between	AP	peak	and	

series	resistance.	The	dark	green	line	represents	the	linear	regression,	and	the	shaded	green	area	represents	

F	
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the	 95%	 confidence	 interval.	 b	 Histogram	 showing	 the	 distribution	 of	 AP	 peaks.	 Red	 ticks	 on	 the	 y-axis	

represent	the	average	AP	peak	voltage	of	individual	neurons.	The	green	plotted	curve	represents	the	kernel	

density	estimate	(KDE)	with	a	gaussian	kernel	and	bin	width	of	0.3.	The	average	AP	peak	was	46.09	±	2.13	mV	

(±	Standard	Error	of	the	Mean).	The	standard	deviation	was	10.01	mV.	c	A	violin	plot	of	the	same	data	in	b.	

Each	black	dot	represents	a	sample	point,	and	the	shaded	region	represents	the	KDE	of	the	data.		

	

3.4.4 ACTION	POTENTIAL	(AP)	FULL	WIDTH,	HALF-MAXIMUM	(FWHM)	AND	WHOLE-	

CELL	RECORDING	SERIES	RESISTANCE	HAVE	A	WEAKLY	POSITIVE	CORRELATION		

	

inally,	it	was	seen	that	the	AP	FWHM	was	weakly	correlated	to	the	recording	series	

resistance	(Spearman’s	Correlation	Coefficient	=	 	0.375).	The	average	AP	FWHM	

was	2.30	±	0.18	ms	(±	Standard	Error	of	the	Mean),	and	the	standard	deviation	was	0.86	

ms.	

	

	
	
Figure	3-6	Action	Potential	(AP)	Full	Width,	Half-Maximum	(FWHM)	and	whole-	cell	recording	series	

resistance	have	a	weakly	positive	correlation.	a	Linear	regression	showing	the	AP	FWHM	of	n	=	23	neurons	

versus	their	respective	recording	series	resistance.	Each	latency	was	calculated	by	averaging	over	n	=	5	trials	

where	each	trial	corresponded	to	an	AP	which	fired	under	the	lowest	AMPA	conductance	input	tested	on	that	

particular	neuron,	i.e.,	this	data	represents	the	average	AP	which	is	evoked	with	the	minimal	current	input	to	

each	 neuron.	 The	 Spearman’s	 Correlation	 Coefficient	 =	 0.375,	 suggesting	 a	 weakly	 positive	 correlation	

between	AP	FWHM	and	series	resistance.	The	dark	blue	line	represents	the	linear	regression,	and	the	shaded	

F	
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blue	area	represents	the	95%	confidence	interval.	b	Histogram	showing	the	distribution	of	AP	FWHMs.	Red	

ticks	on	the	y-axis	represent	the	average	AP	FWHM	of	individual	neurons.	The	blue	plotted	curve	represents	

the	kernel	density	estimate	(KDE)	with	a	gaussian	kernel	and	bin	width	of	0.3.	The	average	AP	FWHM	was	

2.30	±	0.18	ms	(±	Standard	Error	of	the	Mean).	The	standard	deviation	was	0.86	ms.	c	A	violin	plot	of	the	same	

data	in	b.	Each	black	dot	represents	a	sample	point,	and	the	shaded	region	represents	the	KDE	of	the	data.		

Once	the	effects	of	recording	series	resistance	on	AP	properties	were	quantified,	I	then	

moved	on	to	validate	 the	GHK	model	used	with	the	dynamic	correct	clamp	method	to	

ensure	its	suitability	for	our	needs.	

	

3.4.5 NON-LINEAR	CL-	GOLDMAN-HODGKIN-KATZ	(GHK)	LEAK	VALIDATION	

	

s	the	GHK	model	used	would	be	imposing	a	non-linear,	voltage	dependent	current	

to	patch	clamped	neurons	(for	a	full	description	of	this	model	and	it’s	validation,	

see	3.3.2),	we	needed	to	ensure	that	the	conductances	were	physiologically	suitable	for	

our	experiments.	Specifically,	that	across	the	range	of	membrane	voltages	a	neuron	might	

naturally	be	at	whilst	at	rest	and	whilst	 firing	action	potentials,	 the	leak	conductances	

would	not	be	large	enough	to	affect	the	neurons	health.	

	
	

Figure	3-7	Non-linear	Cl-	Goldman-Hodgkin-Katz	(GHK)	leak	validation.	Altering	the	membrane	voltage	

whilst	 imposing	 a	 non-linear	 leak	 conductance	 (for	 full	 methodology,	 see	 section	 3.3.2)	 on	 a	 model	 cell	

(PATCH-1U	 MODEL	 CELL,	 Axon	 Instruments)	 results	 in	 a	 non-linear	 response	 in	 input	 current.	 As	 the	

A	
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membrane	potential	moves	away	from	the	reversal	potential	of	the	GHK	model	(grey	dashed	line),	there	is	a	

non-	 linear	 current	 response	which	 acts	 to	 drive	 the	membrane	 potential	 back	 to	 the	 reversal	 potential.	

Increasing	the	magnitude	of	the	GHK	leak	(0.03	–	3.00	nS,	represented	by	the	range	of	blue	curves)	shows	that	

the	 larger	 the	magnitude	of	 the	GHK	 leak,	 the	 steeper	gradient	 of	 the	non-linear	 current	 response	as	 the	

neuron’s	membrane	potential	moves	away	from	the	model	reversal	potential.		

Using	a	model	cell	as	described	in	section	3.3.2,	I	demonstrate	the	range	of	conductances	

that	the	GHK	model	could	impose	on	a	real	neuron	were	within	acceptable	physiological	

limits:	injected	currents	between	+10	pA	and	-200	pA	at	membrane	voltages	between	-

100	mV	and	50	mV	respectively,	whilst	using	a	maximum	GHK	leak	conductance	of	3.0	

nS.	 In	 other	 words:	 using	 a	 maximum	 GHK	 leak	 voltage	 of	 3.0	 nS	 ensured	 that	 leak	

currents	imposed	by	the	model	described	in	section	3.3.1	were	within	the	regular	bounds	

that	a	neuron	may	experience	naturally,	so	long	as	the	neuron’s	membrane	potential	was	

also	 within	 its	 physiological	 limits	 (-100	 mV	 to	 50	 mV).	 This	 validation	 process	 is	

described	 further	 in	section	3.3.2.	This	 is	seen	graphically	 in	Figure	3-7.	Furthermore,	

increasing	the	magnitude	of	the	GHK	leak	(0.03	–	3.00	nS,	represented	by	the	range	of	

blue	 curves	 in	 Figure	 3-7)	 shows	 that	 the	 larger	 the	magnitude	 of	 the	 GHK	 leak,	 the	

steeper	gradient	of	the	non-linear	current	response	as	the	neuron’s	membrane	potential	

moves	away	from	the	model	reversal	potential.		

	

3.4.6 A	 NON-LINEAR	CL-	GOLDMAN-HODGKIN-KATZ	 (GHK)	 LEAK	 DRIVES	 NEURONAL	

RESTING	MEMBRANE	POTENTIAL	TOWARDS	THE	MODEL	REVERSAL	POTENTIAL	

	

	theoretical	 observation	 of	 neuron	 membrane	 potential	 whilst	 increasing	 the	

magnitude	of	 the	GHK	 leak	conductance	 is	 that	 the	membrane	potential	will	be	

‘driven’	 towards	 the	 reversal	 potential	 (the	membrane	 potential	 at	which	 no	 current	

arises	 from	a	particular	conductance)	of	 the	GHK	model.	An	example	of	 this	 is	neuron	

resting	 membrane	 potential;	 by	 increasing	 the	 GHK	 leak	 conductance,	 the	 resting	

potential	 should	 shift	 towards	 -77	 mV.	 This	 was	 seen	 experimentally	 across	 n	 =	 9	

recorded	 neurons	 on	 to	 which	 I	 imposed	 increasing	 GHK	 leak	 conductance	 on	 using	

dynamic	current	clamp.	Figure	3-8	shows	these	data.	

A	
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Once	the	GHK	model	conductances	were	validated	as	described	in	section	3.4.5,	I	then	

sought	 to	validate	 the	AMPA	conductances	used	 to	ensure	 they	 too	with	physiological	

relevant	ranges	and	suitable	for	our	needs.	

	

	

	
Figure	3-8	A	non-linear	Goldman-Hodgkin-Katz	 (GHK)	Cl-	 leak	drives	neuronal	 resting	membrane	

potential	towards	the	model	reversal	potential.	Using	Dynamic	Current	Clamp	to	impose	a	non-linear	GHK	

leak	on	whole-cell	recordings	of	PFC	neurons	shows	that	increasing	the	GHK	leak	pushes	the	neuron’s	Resting	

Membrane	Potential	(RMP)	towards	the	model	reversal	potential	(grey	dashed	line,	discussed	in	section	3.4.6).	

Each	connected	curve	represents	data	from	a	single	neuron,	with	n	=	9	neurons	shown.	RMPs	are	found	by	

averaging	the	resting	membrane	potential	of	the	neuron	over	a	1	s	window	whilst	in	current	clamp	injecting	

no	current	outside	of	the	current	resulting	from	the	GHK	leak	conductance	model.	

	

3.4.7 VALIDATION	OF	AMPA	CONDUCTANCES	USED	TO	STUDY	THE	ACTION	POTENTIAL	

(AP)	PROPERTIES	OF	PREFRONTAL	CORTEX	(PFC)	NEURONS.	

	

	goal	of	this	chapter	was	to	measure	the	effects	of	realistic	AMPA	conductances	on	

action	potential	properties.	Hence,	I	needed	to	validate	the	AMPA	models	used	to	

evoke	action	potentials	in	target	neurons.	Figure	3-9	shows	these	results.	

	

A	
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Figure	3-9	Validation	of	AMPA	 conductances	used	 to	 study	 the	Action	Potential	 (AP)	properties	 of	

Prefrontal	Cortex	(PFC)	neurons.	These	data	were	recorded	using	the	Dynamic	Current	Clamp	method	on	a	

model	cell	(section	3.3.1).	a	Increasing	the	maximum	AMPA	conductance	increases	the	magnitude	of	current	

injected	 into	 the	model	 cell,	 from	990	 pA	 to	 1961	 pA	 at	 25	 nS	 and	 50	 nS	maximum	AMPA	 conductances	

respectively.	 Increasing	maximum	conductances	are	shown	in	darker	shades	of	green	and	described	in	the	

legend.	b	The	Resting	Membrane	Potential	(RMP)	of	the	neuron	effects	the	magnitude	of	current	injected;	the	

maximum	current	rises	from	1560	pA	to	2000	pA	at	-50	mV	and	-75	mV	respectively.	Each	curve	represents	an	

AMPA	conductance	of	45	nS	 imposed	on	a	different	RMP.	The	range	of	RMPs	used	represent	physiological	

values	observed	experimentally,	with	darker	shades	of	red	representing	lower	RMPs.	Curves	described	in	the	

legend;	the	darker	the	hue	of	red,	the	higher	the	RMP.	

	

Using	a	model	cell	as	described	in	section	3.3.1,	it	is	seen	that	increasing	the	maximum	

AMPA	conductance	increases	the	magnitude	of	current	injected	into	the	model	cell	from	

990	pA	to	1961	pA	at	25	nS	and	50	nS	maximum	AMPA	conductances	respectively	(Figure	

3.9	a).	Furthermore,	changing	the	resting	membrane	potential	of	the	model	cell	to	ranges	

between	–	75	mV	to	-50	mV	effects	the	current	injected	from	1560	pA	to	2000	pA	whilst	

using	the	same	input	conductance-	as	shown	in	Figure	3.9	b	using	an	AMPA	conductance	

of	45	nS	as	an	example.	Note,	 this	validated	 the	model	used	by	ensuring	 the	 currents	

injected	 by	 the	 model	 across	 all	 testing	 parameters	 (that	 is,	 the	 range	 of	 AMPA	

conductances	between	25	nS	and	50	nS	and	membrane	potentials	between	-50	mV	and	

70	mV)	were	within	 physiological	 ranges	which	would	minimise	 harm	 to	 the	 neuron	

whilst	giving	an	understanding	of	AP	properties	which	would	occur	naturally.	
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3.4.8 CHARACTERISATION	 OF	 CHARGE	 TRANSFER	 DURING	AMPA	 CONDUCTANCE	 TIME	

COURSE	

	

nother	way	of	interpreting	the	input	into	a	neuron	is	by	monitoring	charge	transfer	

over	the	course	of	the	input	event.	This	can	be	calculated	by	integrating	under	the	

current-time	curve	of	the	event.	Figure	3-10	shows	this	process	and	result.	As	expected,	

the	larger	the	AMPA	conductance,	the	larger	the	charge	transfer	over	the	course	of	the	

event.	Further,	the	more	depolarised	the	neuron,	the	lower	the	total	charge	transfer.	

	
Figure	3-10	Characterisation	of	charge	transfer	during	AMPA	conductance	time	course.	The	charge	

transferred	during	the	AMPA	conductance	was	found	by	integrating	the	area	under	the	conductance	curve,	

show	by	the	shaded	grey	area	C,	noted	in	a.	b	Graph	showing	how	increasing	the	maximum	AMPA	conductance	

increases	the	charge	transferred	during	the	AMPA	time	course,	and	furthermore	how	increasing	the	resting	

membrane	potential	(darker	red	curves)	decreases	the	amount	of	charge	transferred.	Data	were	collected	by	

running	 dynamic	 current	 clamp	models	 on	 a	 model	 cell	 (for	 full	 methodology	 see	 section	 3.3.1).	 Charge	

calculations	were	taken	from	single	AMPA	conductance	curves.	

	

3.4.9 RAW	 TRACES	 SHOWING	 THE	 EFFECTS	 OF	 INCREASING	AMPA	 CONDUCTANCE	 ON	

ACTION	POTENTIAL	PROPERTIES	

	

nce	 characterised,	 it	 was	 then	 time	 to	 gain	 and	 understanding	 of	 how	 AMPA	

conductances	effect	AP	properties.	By	using	the	dynamic	current	clamp	method	

with	 the	AMPA	model	as	described	 in	sections	3.3.1	and	3.3.2	respectively,	 I	began	 to	

A	
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quantify	this	relationship;	Figure	3-11	shows	the	effect	of	increasing	AMPA	conductance	

on	one	example	neuron.		

	

	
	
Figure	3-11	Raw	current-clamp	traces	showing	the	effects	of	increasing	AMPA	conductance	on	action	

potential	properties.	a	Trial-averaged	action	potential	(AP)	traces	of	a	single	neuron	reacting	to	increasing	

maximum	AMPA	conductance	(darker	green	traces).	b	Trial-	averaged	phase-plane	plots	of	the	same	traces	

in	a.	The	phase-plane	plots	narrow	with	increasing	conductance.	c-e	quantification	of	the	Full-Width,	Half	

Maximum	(FWHM),	latency,	and	AP	peak	voltage	for	the	traces	shown	in	a	and	b.	The	FWHM	remains	stable	

across	the	conductance	range	with	an	average	FWHM	of	0.572	ms,	standard	deviation	of	0.008	ms,	and	range	

of	 0.028	ms.	 The	 latency	 and	 AP	 peak	 both	 decrease	with	 increasing	 conductance;	 from	 25	 nS	 to	 70	 nS,	

latencies	drop	29.8	%	from	1.148	ms	to	0.884	ms,	and	the	AP	peak	drops	10.1	%	from	32.29	mV	to	29.31	mV.	

Each	trace	and	data	point	were	averaged	over	n	=	5	trials.	Note,	error	bars	for	each	individual	point	(and	

hence	trial	average)	are	too	small	to	be	shown	on	this	scale.	

	

Overlaying	trial-	averaged	(n=5),	raw	AP	traces	and	phase-plane	plots	(Figure	3-11	a,	b)	

show	how	an	AP	is	affected	by	input	AMPA	conductance.	Qualitatively,	we	see	that	the	

latency	 and	 AP	 peak	 both	 decrease	 with	 increasing	 maximum	 AMPA	 conductance.	

Figures	3-11	c-e	quantify	these	data.	The	FWHM	remains	stable	across	the	conductance	
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range	with	an	average	FWHM	of	0.572	ms,	standard	deviation	of	0.008	ms,	and	range	of	

0.028	ms.	The	latency	and	AP	peak	both	decrease	with	increasing	conductance;	from	25	

nS	to	70	nS,	latencies	drop	29.8	%	from	1.148	ms	to	0.884	ms,	and	the	AP	peak	drops	10.1	

%	from	32.29	mV	to	29.31	mV.	

	

3.4.10 RAW	 TRACES	 CURRENT-CLAMP	 TRACES	 SHOWING	 THE	 EFFECTS	 OF	

INCREASING	GHK	LEAK	CONDUCTANCE	ON	ACTION	POTENTIAL	PROPERTIES.	

	

imilarly,	 overlaying	 trial-	 averaged	 (n=5)	 raw	 AP	 traces	 and	 phase	 plane	 plots	

(Figure	3-12	a,	b)	shows	qualitatively	how	AP	properties	are	affected	by	GHK	leak	

conductance.	 In	an	example	neuron	shown	 in	Figure	3-12,	we	see	 that	using	 the	GHK	

model	with	the	dynamic	current	clamp	technique	described	in	section	3.3.2	that	there	is	

an	 increase	 in	 AP	 latency	 and	 decrease	 in	 AP	 peak.	 Further,	 we	 see	 that	 the	 FWHM	

remains	stable	across	the	conductance	range.	Quantitatively,	Figure	3-12,	c-e	show	this	

result:	the	FWHM	remains	stable	across	the	conductance	range	with	an	average	FWHM	

of	0.591	ms,	 standard	deviation	of	0.007	ms,	 and	range	of	0.016	ms.	Across	 the	 same	

conductance	range	of	0	nS	to	20	nS,	the	latency	increases	by	49.5	%	from	1.148	ms	to	

1.716	ms,	and	the	AP	peak	decreases	from	32.29	mV	to	27.28	mV-	constituting	a18.35	%	

drop.	Note,	these	data	are	collected	by	analysing	the	AP	waveforms	of	a	single	neuron	

when	 stimulated	 with	 the	 lowest	 AMPA	 which	 evoked	 an	 AP	 across	 the	 entire	 GHK	

conductance	range.		

S	
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Figure	3-12	Raw	traces	showing	the	effects	of	increasing	GHK	leak	conductance	on	action	potential	

properties.	a	Trial-averaged	action	potential	(AP)	traces	of	a	single	neuron	reacting	to	increasing	GHK	leak	

conductance	(darker	blue	traces).	The	APs	diminish	in	voltage	and	shift	to	the	right.	b	Trial-	averaged	phase-

plane	 plots	 of	 the	 same	 traces	 in	a.	 The	 phase-plane	 plots	 narrow	with	 increasing	 leak	 conductance.	 c-e	

quantification	of	the	Full-Width,	Half	Maximum	(FWHM),	latency,	and	AP	peak	voltage	for	the	traces	shown	

in	a	and	e.	show	this	result:	the	FWHM	remains	stable	across	the	conductance	range	with	an	average	FWHM	

of	0.591	ms,	standard	deviation	of	0.007	ms,	and	range	of	0.016	ms.	Across	the	same	conductance	range	of	0	

nS	to	20	nS,	the	latency	increases	by	49.5	%	from	1.148	ms	to	1.716	ms,	and	the	AP	peak	decreases	from	32.29	

mV	to	27.28	mV-	constituting	a18.35	%	drop.	Each	trace	and	data	point	were	averaged	over	n	=	5	trials,	and	

the	APs	represented	here	were	recorded	at	the	lowest	single	AMPA	conductance	which	evoked	an	AP	across	

all	leak	conductances.	Note,	error	bars	for	each	individual	point	(and	hence	trial	average)	are	too	small	to	be	

shown	on	this	scale.	
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3.4.11 INCREASING	 THE	 MAXIMUM	 AMPA	 CONDUCTANCE	 AND	 GHK	 LEAK	

CONDUCTANCE	DID	NOT	AFFECT	THE	ACTION	POTENTIAL	(AP)	FULL	WIDTH,	HALF-

MAXIMUM	(FWHM)	ACROSS	RECORDED	NEURONS.	

	

ollowing	 the	 same	 procedures	 outlined	 in	 section	 3.3.1-2,	 it	 was	 seen	 that	

increasing	 the	maximum	AMPA	conductance	and	GHK	 leak	 conductance	did	not	

affect	the	FWHM	across	all	recorded	neurons;	Figure	3-13	shows	the	aggregation	of	this	

data.	The	average	FWHM	across	n=9	neurons	are	plotted	in	black,	whilst	the	trial	average	

(n	 =	 5	 trials)	 of	 each	 of	 those	 individual	 neurons	 in	 plotted	 in	 grey.	We	 observe	 that	

increasing	 the	AMPA	conductance	 shows	no	discernible	 effect	 on	FWHM;	 the	average	

standard	deviation	on	the	FWHM	across	all	neurons	and	AMPA	conductances	was	0.009	

ms,	0.011	ms,	and	0.014	ms	for	GHK	leak	conductances	of	0	nS	(a),	1	nS	(b),	and	5	nS	(c)	

respectively.		

	

	
	
Figure	3-13	Increasing	the	maximum	AMPA	conductance	and	GHK	leak	conductance	did	not	affect	the	

action	potential	 (AP)	Full	Width,	Half-Maximum	(FWHM)	 in	recorded	neurons.	By	aggregating	data	

across	n=9	neurons	a-c,	corresponding	to	GHK	maximum	leak	conductances	of	0	nS,	1	nS,	and	5	nS	respectively,	

we	see	that	an	increase	in	maximum	AMPA	conductance	does	not	change	the	FWHM	of	an	AP.	Each	grey	curve	

represents	data	from	a	single	neuron,	whilst	the	black	curve	represents	the	average	across	all	neurons.	Each	

spot	or	data	point	was	taken	after	averaging	n=5	trials,	and	error	bars	are	too	small	to	be	shown	on	this	scale.	

On	average,	increasing	the	GHK	leak	conductance	demonstrated	no	effect	on	the	FWHM;	the	average	standard	

deviation	on	the	FWHM	across	all	neurons	and	AMPA	conductances	was	0.009	ms,	0.011	ms,	and	0.014	ms	for	

GHK	leak	conductances	of	0	nS	(a),	1	nS	(b),	and	5	nS	(c)	respectively.	%).	It	 is	 important	to	note	that	the	

standard	deviation	of	 the	FWHM	for	each	neuron	was	calculated	across	 the	range	of	AMPA	conductances	

which	were	able	to	evoke	action	potentials	in	the	neuron.	We	further	observe	that	increasing	the	GHK	leak	

F	
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conductance	prohibits	the	neuron	from	firing	an	AP	at	lower	AMPA	conductances.	This	explains	the	gradual	

loss	of	data	points	at	lower	AMPA	conductance	trials	as	we	increase	the	GHK	leak	conductance	(moving	from	

graph	a	to	c):	the	increasing	GHK	leak	hyperpolarises	the	cell	and	can	be	seen	as	an	inhibitory	conductance	

on	the	neuron.		

Similarly,	increasing	the	GHK	leak	conductance	shows	no	discernible	change	in	FWHM	

across	all	neurons.	If	we	discount	the	datapoints	for	the	average	FWHM	at	25	nS	and	30	

nS	AMPA	conductances	whilst	using	a	5	nS	GHK	leak	conductance-	these	points	can	be	

seen	as	outliers	which	exist	due	to	the	hyperpolarising	effect	on	the	neuron	leading	to	

lower	AMPA	conductances	not	being	able	to	evoke	APs	in	4	of	the	9	neurons-	then	the	

average	 FWHM	 across	 all	 neurons	 was	 2.02	ms,	 2.03	ms,	 and	 2.01	ms	 for	 GHK	 leak	

conductances	of	0	nS,	1	nS,	and	5	nS	(Figure	3-13	a-c)	respectively.		

	

In	4	of	the	9	recorded	neurons,	we	also	observe	a	‘losses	of	data	as	we	increase	the	GHK	

leak	conductance	(moving	from	left	to	right	in	Figure	3-13).	This	can	be	explained	by	the	

hyperpolarising	 effect	 of	 the	 GHK	 leak	 on	 a	 neuron	which	 can	 be	 seen	 as	 a	 constant	

inhibitory	 conductance-	 the	 consequence	 of	 which	 is	 that	 the	 neuron	 would	 require	

larger	input	conductances	or	charge	transfers	across	its	membrane	to	reach	AP	threshold.	

In	the	context	of	this	experiment:	lower	AMPA	conductances	were	not	able	to	evoke	APs	

in	some	of	the	patched	neurons	when	we	increased	the	GHK	leak	conductance	from	0	nS	

to	5	nS.	

	

3.4.12 INCREASING	THE	MAXIMUM	AMPA	CONDUCTANCE	DECREASES	THE	ACTION	

POTENTIAL	(AP)	LATENCY	ACROSS	ALL	RECORDED	NEURONS	

	

owever,	in	the	same	9	neurons,	it	was	seen	that	increasing	the	maximum	AMPA	

conductance	 decreases	 the	 AP	 latency.	 Figure	 3-14	 shows	 this	 result.	

Quantitatively,	the	average	decrease	in	AP	latency	across	all	neurons	was	0.42	ms,	1.1	ms,	

and	0.8	ms	for	GHK	leak	conductances	of	0	nS,	1	nS,	and	5	nS-	corresponding	to	a	21	%	

decrease,	 65	 %	 decrease,	 and	 42	 %	 decrease	 in	 AP	 latency	 respectively.	 Note,	 the	

decrease	 in	 AP	 latency	 for	 each	 neuron	 was	 calculated	 across	 the	 range	 of	 AMPA	

conductances	which	were	able	to	evoke	APs	in	that	particular	neuron;	these	latency	data	

H	
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are	calculated	from	the	same	APs	used	for	the	FWHM	dataset	in	section	3.4.11.	Hence,	the	

same	hyperpolarising	effect	of	 the	GHK	 leak	conductance	 is	 seen	here,	which	 leads	 to	

‘missing’	data	in	Figure	3-14.	

	

	
	
Figure	3-14	Increasing	the	maximum	AMPA	conductance	decreases	the	action	potential	(AP)	latency	

across	all	recorded	neurons.	By	aggregating	data	across	n=9	neurons	a-c,	corresponding	to	GHK	maximum	

leak	conductances	of	0	nS,	1	nS,	and	5	nS	respectively,	we	see	that	an	increase	in	maximum	AMPA	conductance	

decreases	the	latency	of	an	AP.	The	average	decrease	in	AP	latency	across	all	neurons	was	a	0.42	ms	(21	%	

decrease),	b	1.1	ms	(65	%	decrease),	and	c	0.8	ms	(42	%	decrease).	It	is	important	to	note	that	the	decrease	in	

latency	of	each	neuron	was	calculated	across	the	range	of	AMPA	conductances	which	were	able	to	evoke	action	

potentials	in	that	particular	neuron.	Each	grey	curve	represents	data	from	a	single	neuron,	whilst	the	black	

curve	represents	the	average	across	all	neurons.	Each	spot	or	data	point	was	taken	after	averaging	n=5	trials,	

where	error	bars	are	 too	 small	 to	be	 seen	on	 this	 scale.	We	 further	observe	 that	 increasing	 the	GHK	 leak	

conductance	prohibits	the	neuron	from	firing	an	AP	at	lower	AMPA	conductances.	This	explains	the	gradual	

loss	of	data	points	at	lower	AMPA	conductance	trials	as	we	increase	the	GHK	leak	conductance	(moving	from	

graph	a	to	c):	the	increasing	GHK	leak	hyperpolarises	the	cell	and	can	be	seen	as	an	inhibitory	conductance	

on	the	neuron.		

	

3.4.13 INCREASING	THE	MAXIMUM	AMPA	CONDUCTANCE	DECREASES	THE	ACTION	

POTENTIAL	(AP)	PEAK	VOLTAGE	IN	RECORDED	NEURONS	

	

inally,	in	the	same	set	of	neurons	it	was	seen	that	increasing	the	maximum	AMPA	

conductance	 decreases	 the	 AP	 peak	 voltage	 (Figure	 3-15).	 Quantitatively,	 the	

average	 decrease	 in	 AP	 peak	 voltage	 was	 7.1	 mV,	 2.1	 mV,	 and	 3.0	 mV	 for	 GHK	 leak	

conductances	of	0	nS,	1	nS,	and	5	nS-	corresponding	to	a	17	%	decrease,	4.9	%	decrease,	

F	
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and	7.9	%	decrease	in	AP	peak	voltage	respectively.	Similar	to	section	3.4.12,	the	decrease	

in	 AP	 peak	 voltage	 for	 each	 neuron	 was	 calculated	 across	 the	 range	 of	 AMPA	

conductances	which	were	 able	 to	 evoke	 APs	 in	 that	 particular	 neuron,	 and	 the	 same	

hyperpolarising	effect	of	the	GHK	leak	on	the	neurons	(and	hence	lack	of	data	at	lower	

AMPA	conductances	as	we	increase	GHK	leak	conductance)	is	observed	in	this	data	set.	

	

	
	

Figure	3-15	Increasing	the	maximum	AMPA	conductance	decreases	the	action	potential	(AP)	height	in	

recorded	 neurons.	 By	 aggregating	 data	 across	 n=9	 neurons	 a-c,	 corresponding	 to	 GHK	 maximum	 leak	

conductances	of	0	nS,	1	nS,	and	5	nS	respectively,	we	see	that	an	increase	in	maximum	AMPA	conductance	

decreases	the	latency	of	an	AP.	The	average	decrease	in	AP	peak	voltage	was	a	7.1	mV	(17	%	decrease),	b	2.1	

mV	(4.9	%	decrease),	and	c	3	mV	(7.9	%	decrease).	It	is	important	to	note	that	the	decrease	in	peak	voltage	

for	 each	neuron	was	 calculated	across	 the	 range	of	AMPA	conductances	which	were	able	 to	 evoke	action	

potentials	in	that	particular	neuron.	Each	grey	curve	represents	data	from	a	single	neuron,	whilst	the	black	

curve	represents	the	average	across	all	neurons.	Each	spot	or	data	point	was	taken	after	averaging	n=5	trials,	

where	error	bars	are	 too	 small	 to	be	 seen	on	 this	 scale.	We	 further	observe	 that	 increasing	 the	GHK	 leak	

conductance	prohibits	the	neuron	from	firing	an	AP	at	lower	AMPA	conductances.	We	further	observe	that	

increasing	the	GHK	leak	conductance	prohibits	the	neuron	from	firing	an	AP	at	lower	AMPA	conductances.	

This	explains	the	gradual	loss	of	data	points	at	lower	AMPA	conductance	trials	as	we	increase	the	GHK	leak	

conductance	(moving	from	graph	a	to	c):	the	increasing	GHK	leak	hyperpolarises	the	cell	and	can	be	seen	as	

an	inhibitory	conductance	on	the	neuron.		
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3.5 DISCUSSION		

	

3.5.1 RECORDING	QUALITY	SHOWED	LITTLE	TO	NO	EFFECT	ON	AP	FWHM,	LATENCY,	OR	

PEAK	VOLTAGE	

	

efore	 looking	 at	 the	 relationship	 between	 GHK	 leak	 conductance	 or	 AMPA	

conductance	on	AP	properties,	 it	was	 important	 to	understand	 if	 the	 recording	

series	resistance	would	be	a	confounding	variable	which	itself	affects	AP	latency,	peak	

voltage,	 or	 FWHM.	 By	 demonstrating	 that	 none	 of	 these	 properties	 were	 strongly	

correlated	to	series	resistance	across	our	range	of	recordings	(Spearman’s	Correlation	

Coefficient	values	of	0.433,	-0.354,	0.395	respectively	across	n=23	neurons,	and	series	

resistances	ranging	from	12	MOhm	–	49	MOhm),	we	can	infer	that	data	collected	when	

looking	at	AMPA	and	GHK	leak	conductances	would	not	be	skewed	by	recording	quality	

so	long	as	our	recordings	were	within	those	series	resistance	bounds-	which	they	were.	

	

3.5.2 GHK	LEAK	DID	NOT	AFFECT	AP	FWHM	IN	RECORDED	NEURONS,	BUT	DROVE	RMPS	

TO	REVERSAL	POTENTIAL	

	

y	 imposing	 non-	 linear	 GHK	 leaks	 with	 increasing	 magnitude	 on	 putative	

pyramidal	neurons	in	the	PFC	it	was	seen	that	there	was	no	discernible	effect	on	

the	 FWHM.	 However,	 we	 did	 observe	 that	 the	 GHK	 leak	worked-	 increasing	 the	 leak	

conductance	 drove	 the	 neuron	 resting	 membrane	 potential	 towards	 the	 reversal	

potential	of	the	model.	

It	is	also	important	to	note	that	our	dataset	contained	n=9	neurons.	Though	the	null	result	

was	ubiquitous	across	our	dataset,	by	increasing	our	sample	size	we	could	determine	the	

effect	of	GHK	leak	on	the	AP	FWHM	with	statistical	power.		

	

B	
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3.5.3 INCREASING	AMPA	CONDUCTANCE	DECREASED	AP	PEAK	VOLTAGE	AND	LATENCY	

	

he	final	results	of	this	chapter	showed	the	effects	of	AMPA	conductance	on	the	AP	

latency	 and	 peak	 voltage;	 increasing	 the	 maximum	 conductance	 of	 the	 former	

decreased	 the	 latter	 two	 AP	 parameters.	 Quantitatively,	 the	 average	 decrease	 in	 AP	

latency	across	all	neurons	was	0.42	ms,	1.1	ms,	and	0.8	ms	for	GHK	leak	conductances	of	

0	nS,	1	nS,	and	5	nS-	corresponding	to	a	21	%	decrease,	65	%	decrease,	and	42	%	decrease	

in	AP	latency	respectively.	Further,	the	average	decrease	in	AP	peak	voltage	was	7.1	mV,	

2.1	mV,	and	3.0	mV	for	GHK	leak	conductances	of	0	nS,	1	nS,	and	5	nS-	corresponding	to	

a	17	%	decrease,	4.9	%	decrease,	and	7.9	%	decrease	in	AP	peak	voltage	respectively.		

Crucially,	 these	 two	 parameters	 have	 an	 effect	 on	 synaptic	 release	 and	 hence	

understanding	the	effect	of	AMPA	conductance,	and	analogously,	charge	transfer	during	

an	input	event	(be	it	an	AMPA	waveform	or	a	photocurrent	waveform)	provides	insights	

into	connectivity	mapping	paradigms.	For	 instance,	based	off	 these	results	 it	 could	be	

argued	that	maintaining	consistent	presynaptic	photostimulation	protocols	(light	power	

density,	 spot	 size,	 pulse	 duration)	 is	 paramount	 as	 it	 helps	 to	 mitigate	 variability	 in	

photocurrent	charge	transfer,	and	hence	pre-synaptic	AP	peak	voltage	and	latency.	By	

reducing	 the	 variability	 in	 these	 two	 AP	 parameters,	 we	 mitigate	 the	 variability	 in	

synaptic	release	magnitude	and	timing-	both	of	which	are	already	inherently	variable	but	

have	an	effect	on	functional	connectivity	metrics	such	as	post-synaptic	response	time	and	

magnitude.	

	

3.5.4 FUTURE	DIRECTIONS	FOR	THE	WORK	IN	THIS	CHAPTER	

	

he	entirety	of	this	chapter	utilised	single	neuron	patching.	An	interesting	direction	

here	would	be	to	scale	this	up	to	dual-recording	connectivity	mapping,	with	pairing	

protocols	utilising	realistic	AMPA	conductances	of	varying	maximum	conductance.	In	this	

way	one	could	begin	to	experimentally	demonstrate	the	effect	of	charge	transfer	during	

a	 synaptic	 event	 on	 functional	 connectivity	 metrics	 such	 as	 connection	 probability,	

mEPSC	rates	in	the	post-synaptic	neuron,	and	post-synaptic	response	timings.	

T	
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In	parallel	to	this,	one	could	use	Dynamic	Current	Clamp	(DCC)	to	model	photocurrents.	

This	 will	 be	 discussed	 further	 in	 Chapter	 4,	 though	 was	 a	 planned	 experiment	 that	

unfortunately	timing	and	circumstance	left	unfinished.	One	could	in	principle	factor	in	

membrane	voltages,	expression	variability,	opsin	biophysics,	 light	power	density,	 spot	

size,	and	pulse	duration	in	to	DCC	protocols	which	would	allow	us	to	rapidly	assay	the	

effects	of	these	parameters	on	AP	properties.	Furthermore,	scaling	this	to	dual	patching	

functional	mapping	as	spoken	about	above,	 this	could	even	yield	data	on	how	various	

photostimulation	parameters	could	affect	functional	connectivity	assays.	
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CHAPTER	4 	

DEVELOPMENT,	CHARACTERISATION,	AND	VALIDATION	

OF	A	LIGHT	PATTERNING	MICROSCOPE	FOR	

FUNCTIONAL	CONNECTIVITY	ASSAYS	OF	NEURONAL	

MICROCIRCUITS	
	

4.1 ABSTRACT	

	

o	 achieve	 single-neuron	 resolution	 functional	 connectivity	 maps	 of	 neuronal	

microcircuits	using	optogenetics,	the	photostimulation	light	used	must	be	shaped	

with	high	spatial	and	temporal	precision.	Spatially,	the	light	must	be	confined	such	that	it	

precisely	 illuminates	 individual	 presynaptic	 neurons	 whilst	 avoiding	 any	 indirect	

actuation	of	neighbouring	neurons	and	processes	which	may	express	opsin.	Temporally,	

the	 light	 must	 be	 shaped	 such	 that	 it	 can	 reliably	 actuate	 action	 potentials	 in	 target	

neurons.	To	this	end,	I	characterised	and	developed	the	light	patterning	capabilities	of	a	

microscope	incorporating	a	Digital	Micromirror	Device	(DMD)	into	its	light	path.		

	

Firstly,	 by	 utilising	 an	 ultra-flat	 dichroic	 mirror	 with	 reflection	 and	 transmission	

windows	optimised	for	our	experimental	plans,	I	was	able	to	improve	the	homogeneity	

of	photostimulation	light	across	the	addressable	Field	of	View.	Secondly,	I	validated	the	

system’s	ability	to	generate	arbitrary	light	patterns	within	the	microscope’s	field	of	view	

T	
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with	micrometre	 spatial	precision,	millisecond	 temporal	precision,	microsecond	 jitter,	

and	 light	 spot	 power	 densities	within	 and	 surpassing	 ranges	 cited	 for	 evoking	 action	

potentials	in	Channelrhodopsin-2	(ChR2)	expressing	neurons.	All	together,	these	steps	

demonstrate	 the	microscope’s	 ability	 to	 achieve	 single	 neuron	 precision	many-to-one	

functional	 connectivity	 maps	 of	 neuronal	 microcircuits	 within	 specific	 experimental	

bounds.	

	

Given	 these	 results	 I	 demonstrate	 single	 neuron	 precision	 photostimulation	 of	 Inter-

Telencephalic	(IT)	neurons	in	acute	brain	slices.	I	show	the	range	of	photocurrents	which	

can	 be	 evoked	 using	 different	 photostimulation	 parameters	 including	 spot	 size,	 spot	

location,	light	pulse	duration,	and	light	power.	I	compare	the	charge	transferred	over	the	

course	of	photocurrent	events	using	a	range	of	light	spot	sizes	and	pulse	durations	to	the	

charge	transferred	over	the	course	of	AMPA	conductances	known	to	reliably	evoke	action	

potentials	 in	 pyramidal	 neurons	 and	 demonstrated	 that	 the	 system	 could	 induce	

sufficient	photocurrent	charge	transfer	to	generate	action	potentials	in	ChR2	expressing	

neurons	using	our	particular	 transgenic	model.	 Finally,	 the	 results	of	 these	validation	

steps	helped	determine	the	technical	limitations	of	the	microscope	in	terms	of	the	spatial	

and	 temporal	 precision	 with	 which	 we	 can	 reliably	 photostimulate	 neurons,	 and	 by	

extension	what	scientific	questions	could	be	addressed	with	it.	
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4.2 INTRODUCTION	

	

4.2.1 RATIONALE	FOR	DEVELOPING	THE	MICROSCOPE	

	

ocal	functional	connectivity	assays	of	neuronal	networks	have	in	in	the	past	relied	

on	patch	clamp	electrophysiology	which,	as	discussed	Section	1.2,	are	limited	in	the	

number	of	neurons	which	can	be	studied	at	once	31.	Optogenetic	approaches	can	help	to	

bypass	 this	 limit	 by	 allowing	 optical	 access	 to	 potentially	 all	 neurons	 within	 a	

microscope’s	 FoV.	 However,	 such	 experimental	 paradigms	 depend	 heavily	 on	 the	

transgenic	strategy	for	expressing	the	opsin	as	well	as	the	optical	stimulation	method.		

	

In	an	 ideal	many-to-one	optogenetic	 functional	connectivity	mapping	paradigm	where	

we	photostimulate	putative	presynaptic	neurons	and	measure	the	response	from	a	single	

post-synaptic	neuron,	we	would	be	able	to	precisely	photostimulate	presynaptic	neurons	

without	indirectly	stimulating	any	neighbouring	neurons	or	process	which	express	opsin.	

This	ensures	any	signal	 seen	 in	 the	patch-clamped	postsynaptic	neurons	can	be	more	

reliably	 correlated	 to	 and	 causally	 linked	 to	 the	 activity	 of	 the	 photostimulated	

presynaptic	neuron.	The	difficulty	in	this	precision	stimulation	is	determined	by	several	

parameters:	the	spatial	distribution	of	the	photostimulation	light,	the	light	power	density	

deliverable	to	photostimulation	volume,	the	temporal	profile	of	photostimulation	light,	

and	 finally	 the	 spatial	 sparseness	 or	 density	 of	 opsin	 expression	 in	 neurons	 and	

processes.	 As	 the	 latter	 parameter	 of	 opsin	 expression	 profiles	 involves	 an	 inherent	

biological	variability,	understanding	the	capabilities	and	limitations	of	our	optical	system	

in	reference	 to	 the	 former	 factors	 is	crucial.	The	knowledge	would	 firstly	validate	our	

ability	to	optically	map	the	functional	connectivity	of	IT	neurons.	Secondly,	it	would	guide	

developments	to	our	system	to	improve	its	functionality	with	respect	to	our	experimental	

goal	 of	 local	 functional	 connectivity	 mapping	 of	 neuronal	 microcircuits.	 Finally,	 the	

knowledge	helps	us	 to	understand	 the	range	of	 scientific	questions	we	can	ask	of	our	

specific	animal	model	(described	in	Section	5.2.2)	when	using	this	system.	

	

L	
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Spatial	precision	of	photostimulation	light	

	

The	spatial	precision	of	photostimulation	patterns	is	paramount	when	considering	two	

perspectives.	 First,	 given	 the	expansive,	 tortuous,	 and	overlapping	nature	of	neuronal	

circuitry	it	is	easy	for	extraneous	light	to	photostimulate	any	neighbouring	neurons	and	

on	 neuronal	 processes.	 This	 unintended	 perturbation	 of	 network	 activity	 is	 a	

confounding	 variable	which,	 in	 the	 context	 of	 functional	 connectivity	mapping,	 could	

invalidate	 the	 results	of	 an	experiment	as	 there	would	be	extraneous	activity	diluting	

either/both	the	input	(e.g.,	photostimulating	a	target	putative	presynaptic	neuron	as	well	

as	 a	 neighbouring	 opsin	 expressing	 neuron),	 or	 the	 signal	 (putative	 post-synaptic	

activity).	On	another	note,	being	able	to	reliably	change	the	photostimulation	volume	cast	

on	 to	 a	neuron	 allows	 the	 control	 of	 photocurrent	magnitude	 as	 varying	 areas	 of	 cell	

membrane	hosting	expressed	opsin	can	be	illuminated.	This	in	turn	means	one	is	able	to	

vary	the	magnitude	of	summed	photocurrent,	allowing	more	precise	and	reliable	control	

of	neural	activity.	For	instance,	one	could	attempt	to	maximise	the	spiking	probability	of	

a	 target	neuron	by	maximising	 the	photostimulation	volume	such	 that	 it	 included	 the	

majority	 of	 the	 cell	 soma,	 but	 not	 more	 such	 that	 extraneous	 neurons	 are	 optically	

perturbed.		

	

Temporal	precision	of	photostimulation	light	

	

The	temporal	precision	with	which	photostimulation	patterns	can	be	cast	on	to	a	neuron	

is	 also	 important	 as	 the	 duration	 that	 an	 opsin	 expressing	 neuron	 is	 illuminated	

determines-	along	with	the	opsin	biophysics	and	the	neuron’s	specific	physiology-	how	

much	charge	transfer	there	is	across	the	neuron’s	plasma	membrane.	Subsequently,	this	

and	the	photostimulation	light	volume	work	in	concert	to	determine	the	neuron’s	spiking	

probability	and	activity	once	targeted.		

	 	

	



-	76	-	

	

Overall	rationale	

	

Overall,	 in	functional	connectivity	mapping	paradigms	having	spatially	and	temporally	

precise,	but	also	reliable,	control	of	light	when	perturbing	putative	pre-synaptic	neurons	

is	critical.	Keeping	consistent	control	illumination	strategies	means	fewer	confounding	

variables	when	studying	complex	biological	 systems	with	 inherent	variability.	 Indeed,	

things	like	variable	synaptic	release	following	an	AP,	background	network	activity,	cell	

health,	 desensitisation	 of	 pre-	 and	 post-	 synaptic	 terminals,	 and	 opsin	 expression	

variability	are	all	confounding	variables	which	must	be	considered	and	mitigated	where	

possible.	Herein	lies	the	impetus	of	this	chapter:	to	develop	our	microscope	such	that	we	

are	optimising	it’s	light	patterning	capabilities,	to	carefully	characterise	what	it	is	capable	

of,	and	finally,	to	validate	its	use	for	functional	connectivity	mapping	of	IT	neurons	in	the	

PFC.	

	

4.2.2 EXPLORATION	OF	THE	OPTICAL	HARDWARE	

	

he	optical	system	I	was	working	on	was	a	fixed-stage	upright	microscope	(Olympus	

and	 Scientifica	 SliceScope),	 modified	 to	 include	 a	 DMD	 micromirror	 device	

(Mightex	 Polygon400)	 in	 its	 optical	 path.	 A	 full	 discussion	 of	 optical	 systems	 for	

optogenetics	experiments	is	discussed	in	Section	1.3.3.	Figure	4-1	shows	a	schematic	of	

our	system.	

	

T	
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Figure	4-1	Light	patterning	optical	system.	CMOS	=	Thorlabs	8955MU;	Lt=	180	mm	tube	lens;	D	=	Chroma	

T525lpxr	ultra-flat	2	mm	thick	Dichroic,	or	unmarked	proprietary	dichroic	 (Mightex);	POLYGON	=	Digital	

Micromirror	Device	(Mightex	Polygon400),	which	contained	a	blue	(490	nm	central	wavelength)	LED,	a	red	

(590	nm	central	wavelength)	LED,	and	a	micromirror	device	for	sample	illumination	and	pattern	generation	

respectively;	40x	=	Olympus	40x	water	immersion	objective	lens,	which	could	be	switched	for	a	4x	objective.	

Ex	and	Em	are	mounts	 capable	of	housing	excitation	and	Emission	 filters,	 respectively.	An	 IR	 light	 source	

(coolLED	pE-100,	 770	nm,	not	 shown),	 transmits	 IR	 light	 through	 the	bottom	of	 the	 sample	 to	 image	 the	

sample	on	to	the	camera	via	the	infinity	corrected	objective	and	tube	lens.	Note,	within	the	DMD	system	was	

presumably	a	180	mm	 lens	used	 to	 relay	 light	patterns	 from	 the	 internal	micromirror	array	down	 to	 the	

objective	lens.	The	exact	details	of	the	optics	were	not	available	to	us	from	the	supplier.	

	

There	are	two	combined	light	paths	in	the	system.	First,	IR	light	is	transmitted	through	

the	 sample	 from	 below	 via	 an	 LED	 (cooled	 pE-100,	 770	 nm).	 The	 infinity	 corrected	

objective	lens	(Olympus	40x)	images	this	light	from	its	focal	plane	onto	the	camera	sensor	

(Thorlabs	8955MU)	via	a	180	mm	focal	length	tube	lens.	The	camera	itself	was	controlled	

using	 Micromanager116.	 The	 second	 path	 begins	 at	 the	 DMD	 but	 is	 not	 as	 readily	

describable.		
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The	DMD	system	was	a	proprietary	piece	of	hardware	(Mightex)	with	the	internal	optical	

components	being	 trade	 secrets.	Hence,	 aside	 from	a	 few	details	which	 are	described	

below,	 it	could	almost	be	treated	as	a	black	box	as	 information	on	any	potential	opto-

mechanics,	 filters,	 LEDs,	 or	 other	 optical	 elements	 were	 unavailable	 to	 us.	 Certain	

features	 of	 the	 system	 can	 infer	 a	 basic	 understanding	 of	 the	 DMDs	 inner	 workings,	

however.	In	its	simplest	form,	the	second	light	path	can	be	described	as	such:	red	or	blue	

illumination	light	(490	and	590	nm	respectively)	from	separate	LEDs	within	the	system	

is	cast	on	to	a	micromirror	array,	which	as	described	in	1.4.3,	directs	light	either	towards	

or	away	from	the	sample.	If	towards,	the	light	is	presumably	imaged	at	infinity	using	a	

180	mm	 focal	 length	 relay	 lens.	 The	 reasoning	 for	 this	 is	 that	 the	 DMD	 light	 path	 is	

integrated	below	the	tube	lens	in	Figure	3-1,	and	hence	the	light	needs	to	be	adjusted	to	

be	refocussed	at	the	sample	plane	with	the	infinity	corrected	objective.	A	dichroic	mirror	

then	 either	 transmits	 or	 reflects	 the	 light	 towards	 the	 sample	 plane	 based	 upon	 its	

transmission	and	reflection	windows.	Finally,	the	light	pattern	is	then	imaged	on	to	the	

sample	 plane	with	 the	 objective,	 illuminating	 target	 regions	 of	 the	 sample	within	 the	

microscope’s	FoV.	Finally,	if	any	fluorescence	is	excited	within	the	sample,	this	is	imaged	

on	to	the	camera	sensor	the	same	way	as	the	IR	light	is.		

	

4.2.3 SOFTWARE	CONTROL	OF	SPATIAL	AND	TEMPORAL	LIGHT	PATTERNING	

	

ontrol	 of	 the	 light	patterning	 functions	of	 the	microscope	 can	be	 split	 in	 to	 two	

domains:	temporal	control	and	spatial	control.	Figure	3-2	shows	a	schematic	of	the	

hardware	and	software	control.	

	

Spatially,	 Polyscan	 (Mightex,	 proprietary	 software)	 was	 used	 to	 generate	 arbitrary	

patterns	of	light	within	the	camera’s	Field	of	View	(FoV).	These	patterns	would	then	be	

uploaded	to	the	Digital	Micromirror	Device	(DMD,	Mightex	Polygon400)	and	stored	on	

the	system	until	 triggered	by	 the	 temporal	pattern	control.	Signal	 (V6.05b,	Cambridge	

Electronic	Devices)	was	used	to	generate	temporal	waveforms	which	were	digitised	by	

the	Power1401	hardware	(Cambridge	Electronic	Devices),	which	 in	turn	triggered	the	

C	
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DMD	 to	 cast	 the	 spatial	 patterns	 onto	 the	 sample	 plane	 of	 the	 microscope.	 Upon	

triggering,	 the	 DMD	 would	 send	 feedback	 to	 the	 Power1401	 and	 in	 turn,	 Signal,	 to	

confirm	the	pattern	was	successfully	cast	thus	allowing	validation	during	experiments.	

	

	
	
Figure	4-2	Light	patterning	hardware	and	software	control.	Control	of	the	optical	system	was	split	into	

the	spatial	patterning	of	light	and	the	temporal	patterning	of	light.	Spatially,	Polyscan	(Mightex,	proprietary	

software)	was	used	 to	generate	arbitrary	patterns	of	 light	within	 the	camera’s	Field	of	View	(FoV).	These	

patterns	would	then	be	uploaded	to	the	Digital	Micromirror	Device	(DMD,	Mightex	Polygon400)	and	stored	

on	the	system	until	triggered	by	the	temporal	pattern	control.	Signal	(V6.05b,	Cambridge	Electronic	Devices)	

was	used	 to	generate	 temporal	waveforms	which	were	digitised	by	 the	Power1401	hardware	 (Cambridge	

Electronic	 Devices).	 These	 waveforms	 triggered	 the	 DMD	 to	 cast	 the	 spatial	 patterns	 light	 patterns	 with	

corresponding	temporal	profiles	onto	the	sample	plane	of	the	microscope.	Upon	triggering,	the	DMD	would	

send	feedback	to	the	Power1401	and	in	turn,	Signal,	to	confirm	the	pattern	was	successfully	cast.	This	provided	

me	with	a	validation	that	the	system	had	been	triggered	during	and	post-	experiment.	

	

Polyscan	utilised	a	Graphical	User	Interface	(GUI)	to	manually	‘draw’	patterns	on	to	the	

addressable	 areas	 of	 the	 microscope	 field	 of	 view.	 It	 would	 then	 perform	 some	

calculations	(be	it	simply	directing	micromirrors	towards	the	sample	or	away	depending	

on	the	defined	pattern	or	something	more	sophisticated-	this	information	is	not	known	

and	lives	beneath	the	veil	of	a	trade	secret).		
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4.2.4 THEORETICAL	LIMITS	TO	OUR	LIGHT	SCULPTING	CAPABILITIES	

	

onsidering	the	temporal	domain,	the	Polygon	DMD	(Mightex,	Polygon400)	used	in	

our	system	has	a	quoted	frame	rate	of	4000	frames	s-1.	In	other	words,	the	DMD	can	

in	principle	change	the	spatial	profile	of	light	cast	to	the	sample	plane	of	the	microscope	

every	250	µs.	Discounting	any	delays	 in	 signalling	between	 the	Polygon	 software	and	

hardware,	 this	 essentially	 defines	 the	 theoretical	 limit	 to	 the	 temporal	 precision	 of	

pattern	generation	that	our	system	is	capable	of.	

	

With	respect	to	the	spatial	domain,	the	pixel	dimensions	of	the	DMD	were	quoted	at	16	

µm	x	16	µm.	The	objective	 lens	used	 in	 the	 system	had	a	magnification	of	40x	which	

means	that	considering	no	other	magnification	 in	 the	system	and	 ignoring	any	optical	

aberrations,	the	smallest	spot	we	can	cast	down	to	the	sample	plane	was	0.4	µm	x	0.4	µm	

in	the	lateral	extent.	However,	aberrations	in	the	systems	exist,	and	the	wave	nature	of	

light	describes	a	broadening	of	light	spots	formed	from	rays	emanating	from	the	same	

point	source;	these	rays	will	constructively	interfere	with	one	another	if	the	difference	in	

their	 path	 length	 is	 less	 than	 half	 their	 wavelength.	 So,	 to	 calculate	 an	 approximate	

theoretical	 limit	 to	 the	minimal	 light	 spot	we	 can	 cast	down	 to	 the	 focal	plane	of	 our	

microscope,	we	must	consider	both	of	these	factors.	

	

It	 can	 be	 shown	 that	 when	 considering	 a	 flat	 wavefront	 passing	 through	 a	 circular	

aperture	(an	ideal	case	of	our	light	patterns	passing	through	the	back	of	our	objective)	

the	broadening	of	light	spots	formed	from	a	single	point	source	can	be	described	as	an	

Airy	disk.	The	width	of	this	disk	can	be	calculated	by	Equation	4-1:	

	

D = %.**∙,
-
																																			Equation	4-1	

	

Where	𝐷	is	the	width	of	the	disk,	also	known	as	the	Abbe	limit,	𝜆	is	the	wavelength	of	light	

used,	and	𝜃	is	the	angular	resolution	of	the	system.	The	central	wavelength	of	our	blue	
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LED	is	490	nm,	and	the	NA	of	our	objective	is	1.	Altogether,	this	means	that	in	an	ideal	

case	of	a	flat	wavefront	passing	through	our	objective,	free	from	any	optical	aberrations,	

we	could	theoretically	focus	individually	resolvable	light	spots	in	the	sample	plane	with	

a	lateral	resolution	of	0.245	µm	x	0.245	µm.	This	is	smaller	than	the	theoretical	spot	cast	

by	pointing	an	individual	mirror	in	the	micromirror	array	down	at	our	sample,	hence	we	

can	 conclude	 that	 our	 system	 is	 not	 diffraction	 limited.	 Instead,	 we	 must	 turn	 our	

attention	to	aberrations	in	the	system.	

	

This	now	presents	an	engineering	limit	of	this	project.	The	Polygon	system,	as	discussed,	

is	a	proprietary	piece	of	hardware.	The	internal	optics	were	trade	secrets	meaning	it	is	

difficult	 to	 ascertain	 or	mitigate	 any	 aberrations	which	may	be	 caused	by	 its	 internal	

optics.	Hence,	the	only	optics	we	can	consider	in	this	regard	are	the	two	we	have	control	

over:	the	dichroic	mirror	and	the	objective	itself.		

	

As	a	final	measure	of	spatial	limits	to	our	light	sculpting	capability,	we	consider	the	axial	

extent	 of	 our	 photostimulation	 patterns.	 As	 we	 are	 using	 single	 photon	 illumination	

strategies,	there	is	limited	axial	confinement	and	hence	a	large	axial	spread	of	light.	So,	

even	with	the	smallest	lateral	spot	we	can	generate,	our	axial	spots	size	will	likely	extend	

far	past	the	size	of	a	neuron.	This	will	create	a	significant	limitation	to	functional	mapping	

paradigms	and	must	be	quantified	where	possible.			

	

4.2.5 PLANNED	OPTIMISATIONS	TO	THE	OPTICAL	SYSTEM	

	

wo	attributes	of	 the	microscope	 that	were	 targeted	 for	 improvements	were	 the	

camera’s	FoV	and	the	homogeneity	of	photostimulation	light	in	the	sample	plane.	

With	respect	to	the	FoV,	it	was	reasoned	that	increasing	the	area	of	an	acute	brain	slice	

that	we	could	visualise	without	laterally	moving	the	microscope	stage	would	mean	that	

we	could	rapidly	identify	IT	neurons	(or	more	generally,	any	opsin	expressing	neuron)	

within	the	FoV.	From	this	we	could	rapidly	generate	photostimulation	patterns-	and	as	a	

consequence	rapidly	photostimulate	larger	sets	of	putative	presynaptic	neurons.	
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The	second	targeted	optimisation	was	the	dichroic	mirror.	From	the	get-go,	there	was	

limited,	 and	 arguably	 factually	 incorrect,	 details	 provided	 about	 its	 optical	 properties	

from	the	supplier.	We	were	simply	told	that	it	had	a	‘transmission	window	of	380	nm	–	

750	nm’,	which	was	nonsense	 as	 it	 clearly	 reflected	blue	 light	 (490	nm)	down	 to	 the	

sample	 plane.	 Furthermore,	 the	 dichroic	 was	 significantly	 tarnished.	 Practically,	 the	

dichroic	mirror	is	a	crucial	optic	in	the	system	as	it’s	optical	transmission	or	reflectance	

windows	 control	 the	 flow	 of	 certain	 bandwidths	 of	 light	 through	 the	 light	 path.	

Uncertainties	 in	 its	 optical	 properties	 lead	 to	 uncertainties	 in	 the	 optical	 stimulation	

paradigms;	tarnishing	of	the	mirror	would	cause	inhomogeneities	and	aberrations	in	the	

light	 path.	 These	 aberrations	 would	 manifest	 as	 losses	 of	 spatial	 precision	 in	 light	

patterns	cast	to	the	sample	plane,	and	distortions	of	images	taken	from	the	sample	plane	

by	 the	 camera.	 Such	distortions	would	hinder	 our	 ability	 to	 identify	 opsin	 expressing	

neurons	and	craft	light	patterns	which	fit	within	the	soma	diameter.	Hence,	ensuring	this	

optic	was	optimised	for	the	task	at	hand	was	of	high	priority.		

	

4.2.6 SPECIFIC	CHAPTER	AIMS	

	

he	specific	aims	of	this	chapter	are	as	follows:		

	

1) Identify	and	address	areas	of	improvement	to	the	light	patterning	capabilities	of	

our	optical	 system.	Two	areas	of	 improvements	which	were	 targeted	were	 the	

dichroic	mirror	and	the	microscope	camera.		

2) To	characterise	the	light	patterning	capabilities	of	our	optical	system	in	both	the	

temporal	and	spatial	domains.	Specifically,	 I	wanted	 to	ascertain	 that	we	could	

reliably	generate	photostimulation	spots	within	the	size	of	a	single	IT	neuron	cell	

body	(~10	µm),	at	 light	power	densities	and	 light	pulse	durations	necessary	to	

induce	action	potentials.		

3) To	experimentally	verify	that	we	could	generate	photocurrents	in	our	particular	

animal	model	 using	 the	 optical	 system,	 and	moreover	 verify	 that	mapping	 the	

functional	connectivity	of	IT	neurons	in	the	PFC	using	our	system	was	feasible-	
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and	if	so,	to	what	limitations.	Where	possible,	all	of	the	above	was	to	be	quantified	

and	compared	to	literature	values	of	photostimulation	parameters	used	to	evoke	

action	potentials	in	neurons.		

	

4.3 MATERIALS	AND	METHODS	

	

roadly	speaking,	this	Materials	and	Methods	section	can	be	split	in	to	two	halves.	

The	first	half	spanning	Sections	4.3.1-7	details	the	optical	system	characterisation	

and	control;	the	second	half	spanning	4.3.8-14	details	the	validation	of	the	system.		

	

With	 respect	 to	 the	 electrophysiology	 used	 this	 chapter:	 animal	 and	 animal	 care	

information	is	detailed	in	Section	2.1.	The	ChR2	transgenic	strategy	and	stereotaxic	viral	

injection	strategy	are	detailed	in	Section	2.2.2.	Solutions	used	for	electrophysiology	and	

tissue	preparation	are	described	in	Sections	2.3.4-6;	tissue	slice	preparation	Section	2.4;	

and	 whole-cell	 electrophysiology	 procedures	 in	 Section	 2.5.1.	 Note,	 the	 intracellular	

solution	 used	 in	 this	 chapter	 was	 the	 K-Gluconate	 based	 solution.	 Further,	 all	

electrophysiological	 recordings	 were	 taken	 from	 putative	 pyramidal	 neurons	 (as	

determined	by	discernible	cell	morphology	and	approximate	anatomical	region)	within	

the	 Prefrontal	 Cortex	 (PFC)	 of	wild-type	 animals.	 Finally,	 intracellular	 solutions	were	

filled	 with	 1	 mg	 biocytin	 to	 attempt	 to	 reconstruct	 neuronal	 morphology	 for	 future	

imaging	and	structural	connectivity	assays	(filling	and	slice	preservation	protocols	are	

described	section	4.3.10-11).	

	

4.3.1 SPIN	COATING	RHODAMINE-6G	SLIDES	

	

	mg	of	Poly(methyl	methacrylate)	(PMMA,	Merck)	was	first	dissolved	in	to	100	ml	

ethyl-acetate	(Merck)	a	day	ahead	of	time;	the	PMMA	takes	time	to	fully	dissolve.	

The	 next	 day,	 5	 mg	 Rhodamine-6G	 (Merck)	 was	 dissolved	 in	 to	 10	 ml	 of	 the	 above	

solution,	turning	it	bright	orange.	This	solution	was	then	dripped	on	to	a	10	mm	diameter	

B	
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glass	coverslip	using	a	syringe	fitted	with	a	25	mm	diameter,	1	µm	pore	size	syringe	filter	

(Pall	 Acrodisk,	Merck).	 This	 coverslip	was	 then	 placed	 in	 the	 centre	 of	 a	 spin	 coater	

(P6700	Mark	1,	Spincoater)	and	spun	using	the	following	parameters	which	were	found	

to	create	a	uniform	layer	of	the	Rhodamine-	6G:	

	

RPM	1	 600	

RAMP	1	 5	

TIME	1	 10	

RPM	2	 4000	

RAMP	2	 10	

TIME	2	 100	

RMP	3	 6000	

RAMP	3	 20	

TIME	3	 30	

RAMP	4	 10	
	

Table	4-1	Spincoater	parameters	for	Rhodamine-6G	slide	preparation.	

Once	the	spinning	procedure	was	complete,	cover	slips	were	stored	in	a	4°C	fridge	until	

needed.	

	

4.3.2 GENERATING	SPATIAL	PHOTOSTIMULATION	PATTERNS	

	

patial	 patterns	 of	 light	 were	 generated	 using	 Polyscan	 (Mightex,	 proprietary	

software).	Its	functionality	was	as	follows:	the	signal	from	the	camera	was	fed	into	

the	 software	 via	 USB	 2.0	 collection.	 This	 image	 feed	 was	 then	 displayed	 within	 the	

Graphical	User	Interface	(GUI),	upon	which	patterns	could	be	‘drawn’	on.	In	practice,	the	

user	(me)	drew	on	circles	and	other	simple	vector	images	like	frame-filling	rectangles	for	

full	FoV	illumination	strategies.	Polyscan	then	processed	these	vectors	behind	the	scenes	

to	turn	the	required	mirrors	within	the	DMDs	micromirror	array	toward	or	away	from	

the	sample.	Figure	3-3	shows	a	screenshot	of	the	Polyscan	GUI.	
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Figure	4-3	Polyscan	GUI.	Control	of	 the	spatial	profiles	of	photostimulation	 light	was	achieved	using	the	

Polyscan	 (Mightex,	 proprietary	 software).	 This	 screen	 shot	 shows	 the	 general	 use:	 the	 IR	 feed	 from	 the	

microscope	was	fed	into	the	system,	and	light	pattern	could	be	drawn	as	simple	vector	images	on	top	of	this	

feed.	 The	 software	would	 then	 interpret	 this,	 control	 the	DMD	within	 the	 Polygon	 (polygon400,	Mightex)	

hardware,	and	cast	the	required	light	pattern	down	to	the	sample	plane	of	the	microscope.	The	small	white	

dot	drawn	towards	the	centre	of	the	Field	of	View	above	represents	a	5	µm	light	spot	to	be	cast	down	on	to	a	

real	sample.	

	

4.3.3 TEMPORAL	LIGHT	CONTROL	

	

nce	patterns	were	generated	using	the	Polyscan	GUI,	they	were	uploaded	to	the	

Polygon	device	(polygon400,	Mightex)	via	a	USB	2.0	connection.	Desired	patterns	

were	interweaved	with	empty	patterns	which	served	as	 ‘off’	switches	for	the	previous	

light	desired	pattern.	To	control	the	temporal	patterning	of	these	profiles,	sequential	TTL	

triggers	were	generated	in	Signal	(V6.05b,	Cambridge	Electronic	Devices)	with	timings	

pertinent	to	that	specific	pattern;	each	specific	pattern	had	an	‘on’	pulse	and	an	‘off’	pulse	

separated	 by	 the	 duration	 that	 specific	 light	 patterning	 needed	 to	 be	 incident	 on	 the	

sample	(which	I	define	as	the	light	pulse	duration),	and	each	of	these	pairs	were	spaces	

at	 the	 required	duration	 away	 from	one	 another	 to	 achieve	whatever	 arbitrary	 inter-

O	



-	86	-	

	

pulse	time	needed.	Once	these	temporal	control	waveforms	were	defined	in	signal,	they	

were	sent	directly	to	the	Polygon.		

	

4.3.4 LIGHT	POWER	CONTROL	

	

he	power	output	of	the	Polygon	device	was	controlled	using	the	Polyscan	GUI.	The	

power	levels	were	in	arbitrary	units	from	0	–	1000.	The	calibration	of	this	scale	is	

shown	 in	section	4.4.5.	Before	uploading	any	 light	patterns	 to	 the	polygon,	 the	power	

level	was	set	and	uploaded	alongside	the	patterns.	

	

4.3.5 SPATIALLY	CHARACTERISING	LIGHT	PROFILES	IN	THE	MICROSCOPE	FOCAL	PLANE	

	

patial	light	patterns	were	imaged	on	to	the	surface	of	a	rhodamine-6g	spin	coated	

slide	 and	 imaged	 using	 the	 system	 described	 in	 3.2.2.	 Images	were	 taken	 using	

ImageJ117.	The	polygon	light	power	was	set	manually	to	ensure	the	camera	sensor	was	

not	over	saturated,	and	this	was	quantified	using	the	camera	sensor	histogram	on	the	

micromanager116	 interface.	Due	to	small	heterogeneities	 in	the	spin-coating	process,	5	

images	were	taken	at	the	same	power	level	and	averaged	to	obtain	the	final	image	used	

for	analysis.	Image	averaging,	image	plotting,	and	intensity	cross-section	plotting	was	all	

done	using	custom	python	scripts.	

	

4.3.6 TEMPORALLY	CHARACTERISING	LIGHT	PROFILES	IN	THE	MICROSCOPE	FOCAL	PLANE	

	

o	characterise	the	temporal	profile	of	light	pulses	a	custom	photodiode	circuit	was	

made	and	utilised,	shown	in	Figure	4-4.	

	

T	

S	

T	



-	87	-	

	

	
	

Figure	4-4	The	photodiode	circuit	used	to	characterise	the	temporal	profile	of	light	patterns.	PD	=	photodiode,	

R	=	resistor,	BNC	to	ADC	=	BNC	output	to	ADC	digitiser.	The	photodiode	would	be	placed	at	the	sample	plane	

of	the	microscope.		

Between	 a	 potential	 difference	 of	 6V,	 a	 100	Ohm	 resistor	was	wired	 in	 series	with	 a	

photodiode	(BPX65,	Centronic).		Across	the	photodiode	was	a	BNC	to	ADC	connector;	this	

output	 measured	 any	 potential	 changes	 across	 the	 photodiode	 when	 responding	 to	

incident	light.	

To	 measure	 the	 temporal	 profile	 of	 light	 pulses,	 the	 photodiode	 was	 placed	 at	 the	

approximate	focal	plane	of	the	objective.	Then,	light	patterns	controlled	as	described	in	

4.3.3	were	cast	on	to	the	diode,	with	the	BNC	output	measuring	any	changes	in	voltage	

across	 the	 diode.	 The	 signal	 from	 the	 BNC	 was	 digitised	 by	 a	 Power1401	 digitiser	

(Cambridge	Electronic	Devices)	at	50	kHz,	and	then	analysed	using	custom	python	scripts	

which	matched	the	light	pattern	output	from	the	DMD	with	the	signal	obtained	via	the	

photodiode.		

	

4.3.7 POWER	MEASUREMENT	AND	CALIBRATIONS	

	

easuring	the	power	was	achieved	by	placing	a	power	meter	(PM100D,	Thorlabs)	

at	 the	 approximate	 focal	 plane	 of	 the	 microscope	 objective-	 as	 discerned	 by	

focussing	 light	on	to	the	sensor	of	 the	power	meter	 itself.	 In	the	case	of	simple	power	

measurement,	the	desired	pattern	was	cast	on	to	the	power	meter	and	its	power	read	out.	
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For	the	case	of	calibration,	the	range	of	polygon	power	levels	(0-1000)	were	cast	down	

to	 the	 power	 meter	 sensor,	 each	 time	 measuring	 the	 power	 whilst	 the	 sensor	 was	

continuously	illuminated.	Care	was	taken	to	emulate	lighting	conditions	on	the	day	of	an	

experiment	by	 turning	off	most	ambient	 light	 sources	where	possible.	This	procedure	

was	 repeated	 for	 5	 µm	 spots,	 10	 µm	 spots,	 and	 full	 Field	 of	 View	 photostimulation	

patterns,	with	this	set	of	conditions	repeated	using	both	the	old	(proprietary)	and	new	

(T525lpxr,	Chroma)	dichroic	mirrors.	These	specific	patterns	were	chosen	as	they	were	

the	patterns	used	for	optogenetic	experiments.	

	

4.3.8 LIVE	SLICE	IMAGING:	LOCATING	OPSIN	EXPRESSING	NEURONS	WITH	GFP	

	

	crucial	 aspect	 of	 this	 project	 was	 identifying	 opsin	 expressing	 neurons	 for	

functional	connectivity	mapping.	With	this	in	mind,	the	retro-	viral	construct	we	

selected	(pAAV-Syn-ChR2(H134R)-GFP,	full	methodology	detailed	in	2.2.2)	contained	a	

ChR2-GFP	payload.	Hence,	upon	transfection	with	the	virus	neurons	would	express	ChR2	

which	had	GFP	conjugated	to	it-	the	latter	of	which	we	could	image	using	our	system.	To	

find	opsin	expressing	IT	neurons	in	the	PFC	I	would	first	navigate	to	the	rough	anatomical	

region	using	IR	imaging	and	a	low	magnification	(4x)	objective.		Once	I	had	done	this,	I	

would	cast	full	FoV	blue	light	patterns	down	to	the	sample	plane,	using	powers	lower	that	

1	mW.	This	upper	limit	was	empirically	determined	as	either	the	point	which	maximised	

the	camera	saturation	at	the	brightest	pixels	or	allowed	clear	visualisation	of	the	GFP	in	

transfected	neurons-	which	ever	of	the	two	situations	occurred	first.	In	practice,	opsin	

expression	was	highly	variable,	and	it	was	often	the	former	scenario	which	came	first.	

Further,	to	limit	the	effect	of	excitotoxicity	arising	from	prolonged	exposure	to	blue	light	

induced	 photocurrents,	 attempts	were	made	 to	minimise	 the	 light	 power	 cast	 to	 the	

sample	as	soon	as	possible:	immediately	after	neurons	were	identified	the	blue	light	was	

switched	off.	
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Once	 a	 GFP	 signal	was	 found,	 I	 attempted	 to	 find	 the	 healthiest	 looking	 GFP	 positive	

neurons	(as	judged	by	switching	between	IR	imaging	and	GFP	imaging	whilst	looking	for	

tell-tale	signs	of	cell	health	(no	puckering,	no	visible	nucleus,	a	‘pillow-y’	look-	again	all	

empirically	 and	 subjectively	determined	based	upon	my	own	experience).	These	 cells	

were	then	targeted	for	patching	and	photostimulation	experiments.		

	

4.3.9 PHOTOSTIMULATION	CHARACTERISATION	PROTOCOLS	

	

nce	opsin	expressing	neurons	were	identified,	they	were	first	patched	and	left	in	

voltage	clamp	as	described	 in	Section	2.5.2.	The	neuron	 itself	was	then	 focused	

axially	to	ensure	it	was	in	the	focal	plane	of	the	microscope.	Further,	the	targeted	neurons	

were	aligned	centrally	(with	respect	to	the	lateral,	focal	plane)	in	the	addressable	area	of	

the	microscope	field	of	view.	This	central	point	was	marked	using	the	Region	of	Interest	

(ROI)	manager	in	imageJ,	and	all	target	neurons	were	subsequently	aligned	to	this	point.	

If	the	recording	was	deemed	healthy	(recording	quality	was	constantly	monitored	during	

this	 characterisation	 process;	 leak	 currents	 and	 series	 resistance	 were	 checked	

periodically	between	photostimulation	epochs),	characterisation	protocols	were	run	in	

parallel	to	efficiently	retrieve	data	from	the	neuron:	

	

Soma	targeted	photostimulation	characterisation	

	

First,	 soma-	 targeted	photo	 stimulation	 spots	of	5	µm	and	10	µm	were	 cast	on	 to	 the	

neuron,	with	pulse	durations	in	the	set	of	2,	3,	5,	7,	and	10	ms.	That	spatial	profile	of	the	

light	 was	 defined	 as	 described	 in	 4.3.2,	 and	 the	 temporal	 profile	 was	 generated	 as	

described	in	section	4.3.3.	In	the	first	instance,	a	5	µm	spot	was	used,	and	in	the	second,	

a	10	µm	spot	was	used.	Pulse	durations	were	randomised	using	 the	Signal	U	 for	both	

instances.	 	This	first	characterisation	step	aimed	to	confirm	opsin	expression	in	lieu	of	

reliable	 GFP	 signal	 and	 understand	 how	 pulse	 duration	 and	 light	 spot	 size	 affect	

photocurrents	 in	opsin	expressing	IT	neurons.	The	maximum	polygon	power	of	1000-	
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corresponding	to	a	power	density	of	0.11	𝜇𝑊 𝜇𝑚18 	or	0.125	𝜇𝑊 𝜇𝑚18 	for	a	10	µm	or	5	µm	

spot	 respectively-	 was	 used	 throughout,	 save	 for	 the	 case	 of	 the	 light	 power	

characterisation	protocol	described	below.	

	

Lateral	spatial	characterisation:	

	

Once	soma	targeted	photostimulation	data	were	collected,	I	then	sought	to	understand	

how	 lateral	displacement	of	 the	photostimulation	 spots	 affect	photocurrents	 in	 target	

neurons.	To	this	end,	rather	than	generating	photo	stimulation	spots	with	the	required	

lateral	displacements	relative	to	the	neuron,	I	chose	to	move	the	microscope	stage	and	

hence	neuron	relative	to	the	centrally	aligned	ROI.	This	 is	discussed	further	on	 in	this	

chapter,	 but	 the	 brief	 reason	why	 I	 chose	 to	 characterise	 this	way	was	 experimental	

simplicity	in	the	face	of	poor	opsin	expression	profiles	and	cell	health,	technical	issues	

with	the	microscope,	and	maintaining	the	exact	same	light	spot	characteristics	for	each	

laterally	displaced	data	point.		

	

So,	the	stage	was	displaced	in	5	µm	increments	away	from	the	target	neuron.	The	map	of	

photostimulation	spots	is	shown	below	in	Figure	4-5.	

	

At	each	 lateral	photostimulation	 location	(1-9	 in	Figure	4-5),	a	5	µm	photostimulation	

spot	 was	 cast	 with	 the	 full	 set	 of	 pulse	 durations	 used	 for	 the	 soma-targeted	

photostimulation	characterisation	(2,	3,	5,	7,	and	10	ms).	This	particular	characterisation	

step	was	designed	to	yield	data	on	the	lateral	spatial	confinement	of	our	photostimulation	

spot,	 the	 spatial	 precision	 needed	 to	 evoke	 photocurrents	 in	 single	 neurons,	 and	 the	

temporal	 profile	 of	 light	 one	 could	 use	 to	 mitigate	 any	 off-target	 photocurrents.	

Throughout	this	step,	the	maximum	polygon	power	of	1000-	corresponding	to	a	power	

density	of	0.11	𝜇𝑊 𝜇𝑚18 	or	0.125	𝜇𝑊 𝜇𝑚18 	for	a	10	µm	or	5	µm	spot	respectively-	was	

used.	
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Figure	4-5	Optogenetic	spot	patterning	grid.	To	test	the	efficacy	of	precise	spatial	photostimulation	using	

our	system,	light	spots	were	sequentially	cast	to	a	sample	with	increasing	lateral	distance	from	the	grid	centre.	

The	grid	was	centred	on	a	patched	ChR2	expressing	neuron,	and	each	circle	represents	a	photostimulation	

spot;	number	spots	show	5	µm	spots,	and	the	dashed	circle	represents	a	10	µm	spot.	Spot	1	was	centred	on	the	

target	neuron.	Scale	bar	=	5	µm.	

	

Axial	photocurrents	characterisation	

	

Our	photostimulation	 light	was	collimated	single	photon	LED	 light.	Hence,	we	knew	a	

priori	 that	 there	 would	 be	 limited	 axial	 spatial	 confinement	 of	 our	 light	 patterns.	

Nevertheless,	 I	sought	to	demonstrate	this	and	see	 if	 there	were	 limits	with	which	we	

could	axially	displace	our	photostimulation	spots	whilst	still	evoking	photocurrents	as	

intended.	This	would	also	yield	 information	on	 the	axial	 extent	of	our	patterns	 so	we	

could	attempt	to	avoid	targeting	any	neurons	which	had	other	opsin	expressing	neuron	

in	the	same	axial	column	of	light.	

	

To	test	this,	photostimulation	spots	were	targeted	to	the	cell	soma	as	described	above	for	

the	soma-targeted	characterisation.	Then,	the	same	photostimulation	protocol	was	run	

as	above,	this	time	whilst	axially	displacing	the	neuron	by	refocusing	the	microscope	such	

that	the	neuron	was	axially	displaced	from	the	focal	plane	of	the	objective.	This	was	done	

such	that	the	focal	plane	was	at	the	surface	of	the	brain	slice,	at	the	neuron	itself,	and	-

100	µm	below	the	neuron.	The	 latter	number	was	selected	as	 this	was	essentially	 the	
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deepest	one	could	image	our	slices	whilst	still	resolving	neurons-	any	deeper	and	tissue	

scattering	of	light	became	predominant	for	both	IR	light	and	GFP	fluorescence,	and	single	

cell	 optical	 functional	mapping	would	not	 be	 possible.	 This	 is	 further	 explored	 in	 the	

discussion	section	of	this	chapter.	Throughout	this	step,	the	maximum	polygon	power	of	

1000-	corresponding	to	a	power	density	of	0.11	𝜇𝑊 𝜇𝑚18 	or	0.125	𝜇𝑊 𝜇𝑚18 	for	a	10	µm	

or	5	µm	spot	respectively-	was	used.	

	

Light	power	photocurrent	characterisation		

	

The	final	characterisation	protocol	was	focussed	on	the	relationship	between	light	power	

(and	hence	light	power	density)	and	photocurrents.	This	was	done	using	the	same	soma-

targeted	strategy	as	above	but	only	using	a	5	µm	spot,	and	this	this	varying	the	polygon	

light	power	output	from	0-1000	(0	𝜇𝑊 𝜇𝑚18 	-	0.125	𝜇𝑊 𝜇𝑚18 ).	This	was	done	to	gain	and	

insight	 as	 to	 how	 one	 could	 modulate	 photocurrent	 magnitude	 by	 modulating	 light	

pattern	power	density.		

	

4.3.10 BIOCYTIN	FILLING	PROTOCOL	

	

o	 enable	 post-experiment	 reconstruction	 of	 neuron	 morphology,	 1	 mg/ml	 of	

biocytin	 (B4261,	 Merck)	 was	 dissolved	 into	 internal	 solution	 of	 any	 variation	

described	 in	 Section	 2.3.4.	 Biocytin	 salt	 was	 added	 to	 pre-made	 aliquoted	 internal	

solution	 immediately	 after	 defrosting	 on	 the	 day	 of	 experiment,	 and	 then	 thoroughly	

shaken	 to	 ensure	 proper	 dissolution	 of	 the	 salt.	 Once	 this	 was	 confirmed	 by	 visual	

inspection,	I	used	the	internal	for	electrophysiology	experiments	as	normal.	This	allowed	

the	biocytin	could	naturally	dialyse	with	the	intracellular	contents	of	the	neuron	during	

whole-cell	recordings.		

	

T	
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4.3.11 SLICE	STAINING	AND	FIXING	PROTOCOL.	

	

fter	whole-cell	recordings	of	neurons	using	biocytin	containing	internal	solutions,	

the	recording	pipette	was	slowly	withdrawn	to	reseal	the	cell.	The	brain	slice	was	

then	then	immediately	removed	from	the	recording	chamber	and	placed	in	4%PFA/96%	

PBS	which	was	itself	stored	in	a	4°C	cold	room.	After	at	least	24	hours,	slices	were	washed	

three	times	 in	PBS	before	being	 immersed	 in	a	PBS	solution	containing	0.5%	Triton-X	

(Merck)	and	0.5%	streptavidin-conjugated	Alexa-594	(S11227,	ThermoFisher	Scientific)	

for	3-4	hours.	The	Triton-X	permeabilised	the	cell	membranes	within	the	entire	slice	and	

the	streptavidin	bound	to	the	biocytin.	The	slice	was	finally	washed	3	times	with	PBS	and	

mounted	between	a	glass	slide	and	coverslip	with	DAPI	Vectashield	fluorescent	mounting	

medium	(H-	1000,	Vectashield®).		

	

Note,	 at	 each	 stage	 individual	 slices	 were	 placed	 in	 a	 chamber	 of	 a	 12-well	 plate	

containing	approximately	300	µl	 of	 the	 relevant	 solution.	Transferring	 slices	between	

solutions	was	done	with	the	soft	end	of	a	fine	paint	brush,	and	washing	the	slices	entailed	

emptying	the	extra	solution	from	the	chamber	using	a	Pasteur	pipette	and	replacing	it	

with	PBS-	each	time	gently	shaking	the	well	plate.	

	

DAPI	was	chosen	to	stain	the	nuclei	of	all	cells	within	the	brain	slice,	and	Alexa-594	was	

chosen	as	its	fluorescence	profile	was	spectrally	separate	from	GFP	meaning	we	could	in	

principle	image	both	ChR2-GFP	expressing	neurons	as	well	as	the	biocytin	filled	neuron.	

This	allows	the	opportunity	for	structural	connectivity	mapping	and	is	discussed	further	

in	1.3.1.	

	

4.3.12 FIXED	SLICE	CONFOCAL	IMAGING	

	

ixed	slices	were	imaged	using	a	Leica	SP8	Inverted	confocal	microscope	(Facility	

for	 Imaging	 by	 Light	 Microscopy	 (FILM),	 Imperial	 College).	 This	 system	 was	

A	

F	
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capable	of	imaging	the	DAPI,	GFP,	and	Alexa-594	giving	us	multi-spectral	images	of	our	

slices.	 Please	 note,	 imaging	 was	 done	 with	 the	 help	 of	 Dr	 David	 Gaboriau,	 a	 FILM	

Microscopy	Specialist.	

	

4.3.13 REGISTERING	 IR	 AND	 CONFOCAL	 IMAGES	 FOR	 PHOTOSTIMULATION	 SPOT	

LOCALISATION	

	

igure	4-6	shows	the	stages	of	identifying	and	characterising	the	photostimulation	

capabilities	of	our	system.	In	the	first	instance,	neuron	morphology	was	ascertained	

using	IR	and	GFP	imaging	under	our	microscope	(Figure	4-6	a	and	b).	The	dashed	black	

line	 represents	 the	 inferred	 morphology	 of	 the	 neuron	 soma,	 the	 rectangular	 grid	

represents	the	same	grid	in	Figure	4-5,	added	to	scale.	This	inferred	morphology	was	then	

rotated	and	scaled	along	with	the	grid	such	that	the	dashed	line	matched	the	maximum	

intensity	z-projections	shown	in	Figure	4-6	c	and	d.	These	z-projection	images	were	the	

confocal	 images	 of	 the	 same	 neuron	 patched	 in	 Figure	 4-6	 a	 and	b.	 In	 practice,	 this	

registration	process	was	manual	and	done	using	Illustrator	(2022,	Adobe).	Logically,	as	

all	 images	 are	 of	 the	 same	 coronal	 slice,	 with	 the	 imaging	 light	 (optical	 axis)	

perpendicular	 to	 the	 slice	 surface,	 this	 process	 should	 yield	 good	 registration	 results.	

However,	I	note	the	subjectivity	in	inferring	neuron	morphology	and	the	role	that	tissue	

deformation	occurring	during	the	slice	preservation	may	have	on	this	result.	

	

F	
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Figure	 4-6	 Lateral	 light	 spot	 placement	 map	 for	 photocurrent	 characterisation	 of	 ChR2	 positive	

neurons.	a	IR	and	b	490	nm	(blue-channel)	images	of	a	ChR2	expressing	neuron	taken	using	our	system	during	

photostimulation	experiments.	The	contrast	in	b	was	adjusted	in	attempt	to	highlight	the	GFP	signal	in	the	

soma	of	the	target	neuron.	c	and	d	are	maximum	intensity	z-projection	confocal	images	taken	post-experiment	

showing	an	overlay	of	Alexa-594	(magenta)	and	DAPI	nuclear	staining	(cyan).	Precise	imaging	methodologies	

are	outlined	in	section	4.3.12.	The	labelled	grid	in	a	and	b	represent	the	same	grid	in	Figure	4-5,	to	scale.	The	

dashed	outlines	in	a	and	b	highlight	the	neuron	soma-	the	geometry	and	orientation	of	which	were	used	to	

align	the	grid	in	d	post-experiment	to	map	photocurrent	induced	by	casting	spots	to	different	map	locations.	

All	images	from	this	figure	are	of	the	same	Inter-Telencephalic	Neuron	in	the	Prefrontal	cortex.	All	scale	bars	

20	µm.	
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4.3.14 DATA	ANALYSIS	

	

	analysed	all	 images	and	electrophysiological	recordings	 in	this	chapter	by	writing	

custom	python	scripts	for	each	experiment.	

	

4.4 RESULTS	

	

4.4.1 ARBITRARY	SPATIAL	PATTERNS	OF	LIGHT	CAN	BE	GENERATED	USING	OUR	SYSTEM	

	

he	first	step	towards	validating	the	system	for	our	needs	was	to	demonstrate	that	

arbitrary	 light	patterns	 could	be	generated	 in	 the	microscopes	 field	of	view.	By	

generating	 patterns	within	 the	Polyscan	GUI	 and	 casting	 them	 to	 the	 sample	 palm	 as	

described	in	section	4.3.2,	we	were	able	to	ascertain	that	any	pattern	could	be	generated	

successfully.	Figure	4-7	shows	this	result.	

	

The	next	step	was	 to	replace	 the	dichroic	mirror	 to	 improve	the	spatial	precision	and	

homogeneity	of	light	cast	down	to	the	sample	plane.	

	

	

I	

T	
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Figure	4-7	Arbitrary	spatial	patterns	of	light	can	be	generated	using	our	system.	Spatial	patterns	can	

be	arbitrarily	generated	within	 the	Digital	Micromirror	Device’s	addressable	area,	 itself	a	 sub-area	of	 the	

microscope’s	Field	of	View	(FoV).	a	The	addressable	area	of	the	DMD	was	split	in	to	a	10	x	10	grid,	with	each	

node	being	19.5	μm	x	34.5	μm	(grey)	and	an	example	node	(blue)	was	cast	to	the	sample	plane.	b	The	example	

node	 from	 in	a	 imaged	 using	 a	 fluorescent	 (spin-coated	 Rhodamine-6G)	 slide	 in	 the	 sample	 plane	 of	 the	

microscope.	c	The	Guided	User	Interface	(GUI)	within	Polyscan	which	is	used	to	generate	spatial	light	patterns	

in	the	microscope	sample	plane.	In	this	example,	an	IR	feed	of	an	acute	brain	slice	in	the	sample	plane	is	fed	in	

to	Polyscan,	and	a	5	µm	spot	(white,	circled	in	red)	was	drawn	on	top	of	a	patched	neuron	and	cast	to	the	

sample	using	the	tools	within	the	GUI.	d	Arbitrary	spatial	patterns	can	be	generated	and	cast	to	the	sample	

plane.	All	scale	bars	=	20	µm.	

	

4.4.2 SELECTION	OF	A	NEW	DICHROIC	MIRROR	BASED	UPON	EXPERIMENTALLY	RELEVANT	

OPTICAL	WINDOWS	

	

o	ensure	the	correct	optic	was	chosen	when	replacing	the	dichroic	mirror,	I	took	

careful	consideration	of	the	optical	spectra	involved	in	our	experimental	plan.	We	

would	be	using	blue	light	(specifically	with	a	central	wavelength	of	490	nm),	and	casting	

that	down	to	the	sample	via	the	dichroic	to	both	photostimulate	ChR2	neurons	and	excite	

GFP	 fluorescence.	Hence,	 the	 dichroic	would	need	 to	 be	 reflective	 at	 this	wavelength.	

T	
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However,	 to	 visualise	 the	 GFP	 conjugated	 to	 the	 ChR2	 (and	 hence	 opsin	 expressing	

neurons)	the	dichroic	would	also	need	to	be	transmissive	for	the	emission	spectrum	of	

GFP.	Figure	4-8	shows	the	relevant	optical	spectra	for	our	experimental	plans,	as	well	as	

the	chosen	dichroic	transmissivity	(and	by	extension,	reflectivity).	

	

	
Figure	 4-8	 Selection	 of	 a	 new	 dichroic	 mirror	 based	 upon	 relevant	 optical	 windows.	 Taking	 in	 to	

consideration	the	spectrum	of	light	emitted	by	our	blue	LED	(blue	curve),	the	action	spectrum	of	ChR2	(black	

curve),	 and	 the	 excitation	 and	 emission	 spectrum	 of	 eGFP	 (conjugated	 to	 the	 ChR2	 used	 for	 optogenetic	

mapping,	light	and	dark	green	curves	respectively),	a	new	ultra-flat	dichroic	(dashed	black	line,	T526-lpxr,	

Chroma)	 was	 selected	 which	 reflects	 the	 blue	 excitation	 light	 towards	 the	 sample	 plane	 whilst	 allowing	

transmission	of	the	eGFP	emission	spectrum	towards	the	camera.	This	configuration	allowed	the	visualisation	

of	ChR2	positive	neurons	within	our	microscope’s	Field	of	View.	On	this	plot,	the	normalised	response	for	the	

dichroic	represents	the	transmissivity	of	the	dichroic.	

	

As	illustrated	in	Figure	4-8,	the	transmissivity	profile	of	the	dichroic	essentially	reflects	

the	 490	 nm	 excitation	 light	 down	 to	 the	 sample,	whilst	 allowing	 the	majority	 of	 GFP	

emission	photons	to	be	transmitted	back	up	to	the	camera	for	imaging.	It	is	important	to	

note,	though	the	490	nm	excitation	light	was	named	as	such,	the	spectra	provided	by	the	

supplier	(Mightex)	was	that	shown	by	the	blue	curve	in	Figure	4-8.	This	curve	looks	more	

centred	at	470	nm.	Hence,	 future	word	could	 characterise	 the	ground	 truth	 spectrum	

using	a	spectrometer.	
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Once	replaced,	I	then	sought	to	characterise	the	improvement	and	general	capability	of	

spatial	 light	 patterning	 of	 our	 system	 with	 respect	 to	 field	 uniformity	 and	 spatial	

precision.		

	

4.4.3 REPLACING	THE	DICHROIC	MIRROR	IMPROVED	THE	HOMOGENEITY	OF	ILLUMINATION	

LIGHT	IN	THE	SAMPLE	PLANE	

	

o	assess	the	field	uniformity	of	spatial	light	patterns,	I	cast	a	full-field	light	pattern	

down	to	the	sample	plane,	as	described	in	Section	4.3.2.	The	rational	was	to	image	

these	patterns	and	understand	how	light	was	distributed	across	the	addressable	area	of	

the	microscopes	FoV.	Figure	4-9	shows	these	results.		

	

Under	the	same	illumination	strategies,	the	new	dichroic	showed	three	improvements:	

first,	a	higher	efficiency	of	light	delivery	across	the	field	of	view	(Figure	4-9	a,	b,	and	e);	

second,	greater	homogeneity	of	light	across	the	pattern	(Figure	4-9	e);	and	thirdly,	it	cast	

light	to	more	of	the	addressable	area	(Figure	3-6	a-d).	

	

T	
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Figure	4-9	Replacing	the	dichroic	mirror	improved	the	homogeneity	of	illumination	light	in	the	sample	

plane.	 Intensity	plots	of	the	old	dichroic	(a,	proprietary,	Mightex)	and	new	dichroic	(b,	Chroma	T525lpxr)	

reveal	that	under	the	same	illumination	conditions	the	new	dichroic	illuminated	more	of	the	Field	of	View,	and	

with	 greater	 light	 intensity.	 The	 same	 LED	power	 and	 alignment	were	 used,	 and	 each	 plot	was	 taken	 by	

averaging	over	10	images	taken	by	casting	the	illumination	light	on	a	spin-coated	Rhodamine-6G	slide.	c	and	

d	show	the	corresponding	horizontal	and	vertical	intensity	cross-	sections	of	each	image.	e	Quantitively,	we	

observe	the	new	dichroic	registers	higher	intensity	(counts)	across	the	illumination	area,	with	more	camera	

pixels	 registering	higher	 intensities,	and	a	 clearer	bi-modal	distribution	 relative	 to	 the	old	dichroic	which	

shows	a	more	heterogenous	distribution	of	intensities	across	all	pixels.	
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4.4.4 SPOT	 SIZES	 OF	 PHYSIOLOGICAL	 RELEVANCE	 TO	 SINGLE-NEURON	

PHOTOSTIMULATION	WERE	RELIABLY	GENERATED	

	

o	ensure	photostimulation	spots	of	physiological	relevance	(that	is,	sizes	smaller	

than	the	cell	soma	diameter)	could	be	reliably	cast	to	the	sample	plane,	I	generated	

5	µm	and	10	µm	spots	and	 imaged	them	as	described	 in	section	4.3.2.	The	results	are	

shown	in	figure	4-10.	For	this	test,	only	the	new	dichroic	was	used	as	it	was	now	clear	

that	the	old	dichroic	was	not	suitable	for	our	needs.	

	

Taking	the	vertical	and	horizontal	cross	section	of	average	intensity	plots	for	both	spot	

sizes	 (4-10	c-d),	 I	 show	 that	we	can	 reliably	 cast	 spots	of	both	 sizes.	The	average	 full	

width,	half-maximum	(FWHM)	for	 the	5	µm	spot	was	5	±	0.2	µm	in	the	horizonal	and	

vertical	cross-sections,	and	the	average	FWHM	for	the	10	µm	spot	was	10	±	0.2	µm	in	the	

horizonal	and	vertical	cross-sections.	

	

T	



-	102	-	

	

	
	
Figure	 4-10	 Spot	 sizes	 of	 physiological	 relevance	 to	 single	 neuron	 photostimulation	were	 reliably	

generated.	Average	intensity	plots	of	a	5	µm	and	b	10	µm	light	spots	taken	by	casting	the	respective	spots	

onto	a	spin	coated	rhodamine-6G	slide.	c	and	d	show	the	corresponding	horizontal	and	vertical	intensity	cross-	

sections	 of	 each	 spot.	 All	 data	 were	 taken	 by	 averaging	 over	 5	 images	 for	 each	 spot	 to	 account	 for	 any	

variability	in	rhodamine-6G	coverage	on	the	slide.	The	average	full	width,	half-maximum	(FWHM)	for	the	5	

µm	spot	was	5	±	0.2	µm	in	the	horizonal	and	vertical	cross-sections,	and	the	average	FWHM	for	the	10	µm	spot	

was	10	±	0.2	µm	in	the	horizonal	and	vertical	cross-sections.	All	spot	images	were	taken	from	the	centre	of	the	

microscope	Field	of	View.		

	

To	get	another	measure	of	light	delivery	efficiency	and	to	calibrate	the	power	output	of	

the	polygon	system,	I	next	sought	to	measure	the	light	power	at	the	sample	plane.	
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4.4.5 REPLACING	THE	DICHROIC	MIRROR	IMPROVED	THE	EFFICIENCY	OF	LIGHT	DELIVERY	

TO	THE	SAMPLE	PLANE	

	

y	measuring	the	light	power	at	the	sample	plane	of	the	microscope	(methodology	

described	in	section	4.3.7),	I	determined	that	under	the	same	conditions	the	new	

dichroic	outperformed	the	old	dichroic	with	respect	to	the	efficiency	of	light	delivered	to	

the	sample	plane.	This	was	true	for	full-field	illumination	(4-11	a),	as	well	as	for	light	spot	

sizes	of	5	µm	and	10	µm	(4-11	b,	c).	Furthermore,	the	light	power	at	the	sample	plane	

showed	a	sub-linear	response	to	polygon	light	power	(4-11	a-c).	Crucially,	the	system	can	

generate	 5	 and	10	µm	diameter	 spots	with	power	densities	 encompassing	 the	power	

densities	seen	in	literature	to	make	ChR2	expressing	neurons	spike.	

	

B	
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Figure	4-11	Replacing	the	dichroic	mirror	improved	the	efficiency	of	light	delivery	to	the	sample	plane.	

We	observe	a	non-linear	response	to	polygon	light	power/power	density	and	higher	efficiency	light	delivery	

to	the	sample	plane	when:	a	illuminating	the	entire	addressable	field	of	view	with	increasing	polygon	power	

levels;	b	power	and	c	power	density	calibrations	casting	a	5	µm	and	10	µm	spot	to	the	sample	plane	with	

increasing	Polygon	power	 (0-1000	arbitrary	units).	 Spots	were	 cast	 to	 the	 centre	of	 the	addressable	area	

where	the	power	meter	was	placed,	and	data	were	taken	when	the	reading	stabilised	for	2	seconds.	
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After	ascertaining	that	the	new	dichroic	was	suitable	for	our	needs	with	respect	to	power	

efficiency	and	the	spatial	precision	and	distribution	of	light	cast	to	the	sample	plane,	it	

was	time	to	understand	the	temporal	characteristics	of	light	patterning	that	the	system	

was	capable	of.	

	

4.4.6 LIGHT	PATTERNS	CAN	BE	TRIGGERED	WITH	MILLISECOND	TEMPORAL	DURATIONS	

	

he	 first	 step	 to	 characterising	 the	 temporal	 light	 patterning	 capabilities	 of	 the	

system	was	to	ensure	we	could	shape	light	pulses	with	millisecond	precision.	To	

answer	 this	 question,	 I	wired	 together	 a	 photodiode	 circuit	 to	measure	 the	 temporal	

profile	of	light	patterns	(full	methodology	described	in	section	4.3.6).		

	

	
Figure	4-12	Light	patterns	can	be	triggered	with	millisecond	temporal	durations.	Spatial	light	patterns	

were	triggered	by	sending	‘on’	and	‘off’	signals	to	the	DMD	in	the	form	of	Transistor-Transistor	Logic	(TTL)	

pulses.	The	‘on’	pulse	at	0	ms	(black	line)	was	followed	by	‘off’	signals	at	2,	3,	5,	7,	and	10	ms	seconds	(darkening	

shades	of	green).	The	top	plot	shows	these	pulses,	and	the	bottom	shows	the	temporal	light	profile	measured	

at	the	sample	plane	using	a	photodiode	circuit	(described	in	section	4.3.6).	Note	the	slow	fall-off	of	voltage	is	

explained	by	the	exponentially	decaying	photodiode	current	rather	than	decay	light	intensity.	The	dashed	lines	

show	relevant	TTL	triggers.	

T	



-	106	-	

	

As	seen	in	Figure	4-12,	when	generating	light	pulses	with	2,	3	,5,	7,	and	10	ms	durations	

the	temporal	profile	of	light	measured	at	the	sample	plane	was	of	the	same	duration	as	

the	 corresponding	 pattern	 cast	 to	 the	 diode	 circuit.	 The	 dashed	 vertical	 lines	 in	 the	

bottom	plot	coincides	with	the	time	at	which	the	photodiode	starts	discharging-in	other	

words	when	the	light	is	switched	off.		

	

4.4.7 LIGHT	 PATTERNS	 WERE	 ACCURATELY	 AND	 RELIABLY	 CAST	 WITH	 MEASURED	

DURATIONS	IDENTICAL	TO	THE	PROGRAMMED	DURATION	

	

longside	temporal	precision,	accuracy	and	reliability	of	light	pattern	generation	is	

of	paramount	importance.	Accuracy	in	this	case	translates	to	the	system	casting	a	

light	pulse	for	the	correct	duration	(i.e.,	what	it	was	programmed	to	do),	and	reliability	

means	that	it	can	repeatably	cast	the	programmed	durations.	

	

	
Figure	 4-13	 Light	 patterns	 were	 accurately	 cast	 with	 measured	 durations	 identical	 to	 the	

programmed	duration.	By	measuring	the	pulse	width	of	light	at	the	sample	plane,	we	see	that	the	theoretical	

(programmed)	duration	of	light	pulses	matched	the	measured	pulse	duration.	

Figure	 4-13	 shows	 that	 the	measured	 pulse	 length	 at	 the	 sample	 plane	matched	 the	

theoretical	programmed	pulse	width	identically.		

	

A	
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4.4.8 LIGHT	 PULSES	 WERE	 MEASURED	 WITH	 MICROSECOND	 LATENCIES	 AND	 ERRORS	

ACROSS	ALL	PULSE	DURATIONS	

	

o	 quantify	 the	 difference	 in	measured	 vs.	 programmed	 pulse	width,	 I	 took	 the	

average	difference	between	the	values	across	5	trials	and	plotted	the	result.	This	

error	was	reliably	20	µs	across	all	pulse	widths	(Figure	4-14,	top	plot).	Furthermore,	the	

latency	between	light	pulse	trigger	and	measuring	peak	light	power	under	the	object	in	

me	was	found	to	be	180	µs	for	all	light	pulses	(Figure	4-14,	bottom	plot).	Altogether,	this	

demonstrates	 the	 system	 reliably	 cast	 light	 patterns	 to	 the	 sample	 with	 the	 desired,	

physiologically	relevant,	pulse	durations.		

	

	
Figure	 4-14	 Light	 pulses	 were	 measured	 with	 microsecond	 latencies	 and	 errors	 across	 all	 pulse	

durations,	indicating	highly	precise	temporal	control	of	light	patterns.	Top	plot:	the	error	of	the	pulse	

width	remained	steady	at	20	µs	across	all	pulse	widths.	Bottom	plot:	the	latency	of	response	(measured	as	the	

time	of	peak	voltage	minus	trigger	time)	remained	steady	at	180	µs.	Note,	these	data	were	averaged	over	n=5	

trials,	and	errors	were	plotted	but	too	small	to	see	on	this	scale.	

	

Note,	the	sampling	rate	as	which	the	signal	from	the	photodiode	was	digitised	was	50	kHz	

which	equates	to	a	temporal	resolution	of	20	µs.	In	short	this	means	that	the	rate	at	which	

T	
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I	sampled	limited	the	measures	of	pulse	width	error	and	latency	of	response-	giving	an	

experimentally	constrained	precision	(to	all	the	above	recordings)	of	±	10	µs.	

	

Once	I	had	determined	that	the	optical	system	was	theoretically	capable	of	single	neuron	

precision	 photostimulation,	 millisecond	 temporal	 precision,	 and	 microsecond	 pulse	

width	error,	it	was	time	to	validate	its	use	experimentally.	The	following	section	detail	

the	validation	phase	of	this	chapter.	

	

4.4.9 SOMA-TARGETED	 PHOTOSTIMULATION	 CHARACTERISATION:	 INCREASING	

PHOTOSTIMULATION	 SPOT	 SIZE	 AND	 LIGHT	 PULSE	 DURATION	 INCREASED	

PHOTOCURRENTS	IN	A	CHR2	EXPRESSING	NEURON	

	

o	 validate	 the	 light	 patterning	 capabilities	 of	 our	 microscope	 for	 functional	

connectivity	 mapping	 with	 single	 cell	 spatial	 precision,	 I	 first	 sought	 to	

characterise	the	soma	targeted	photocurrents	I	could	evoke	with	a	5	µm	and	10	µm	spot.	

To	do	this,	I	patched	and	photostimulated	a	ChR2-GFP	expressing	neuron	as	described	in	

section	4.3.9.	The	raw	photocurrent	traces	are	shown	below	in	Figure	4-15.		

	

We	 see	 that	 increasing	 the	 pulse	 duration	 increases	 the	 peak	 evoked	 photocurrent	

(viewing	the	plots	from	top	to	bottom).	We	also	see	that	the	larger	the	spot	size,	the	larger	

the	photocurrent	(viewing	the	plots	from	left	to	right).	Average	traces	are	shown	in	black,	

whilst	individual	traces	are	shown	in	grey.	Photostimulation	epochs	are	shaded	in	blue.	

	

	

T	
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Figure	4-15	Increasing	photostimulation	spot	size	and	light	pulse	duration	increased	photocurrents	

in	a	ChR2	expressing	neuron.	Raw	current-	clamp	traces	of	photocurrents	of	the	same	Inter-	Telencephalic	

neuron	shown	in	Figure	4-6	when	photostimulating	with	a	5	µm	diameter	a-e	and	10	µm	diameter	f-j	490	nm	

photostimulation	spot.	Reading	downwards	in	the	figure	shows	how	longer	photostimulation	times	using	the	

same	 spot	 diameter	 increases	 peak	 photocurrents,	 whilst	 reading	 left-right	 shows	 how	 using	 the	 same	

stimulation	time	but	a	larger	diameter	spot	has	the	same	effect.	Grey	traces	represent	individual	trials	(n	=	5),	

and	black	 traces	 represent	 trial	averages.	Blue	bars	 represent	photostimulation	epochs.	All	 scale	bars	are	

identical.	The	power	density	of	the	spots	were	0.11	𝜇𝑊 𝜇𝑚!$ 	or	0.125	𝜇𝑊 𝜇𝑚!$ 	for	the	10	µm	or	5	µm	spots,	

respectively.	
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4.4.10 SOMA	 TARGETED	 PHOTOSTIMULATION	 CHARACTERISATION:	 AVERAGE	

PHOTOCURRENT	OVERLAYS	FOR	5	µM	AND	10	µM	PHOTOSTIMULATION	SPOTS	

	

he	average	 traces	 from	Figure	4-15	are	 shown	below,	 this	 time	with	 increasing	

pulse	durations	being	shaded	with	darker	shades	of	blue.		

	

	
	
Figure	 4-16	 Average	 photocurrent	 overlays	 for	 5	 µm	 and	 10	 µm	 photostimulation	 spots.	 Average	

current	clamp	photocurrent	traces	for	the	a	5	µm	and	b	10	µm	photostimulation	spot	trials	in	Figure	4.15.	

Darkening	shades	of	blue	represent	longer	photostimulation	durations	(labelled	in	the	legend),	and	the	grey	

dashed	lines	represent	the	stimulation	onset.	All	curves	are	averages	of	n=5	trials	in	the	same	neuron	using	

power	densities	of	0.11	𝜇𝑊 𝜇𝑚!$ 	or	0.125	𝜇𝑊 𝜇𝑚!$ 	for	the	10	µm	or	5	µm	spots,	respectively.	

	

Each	blue	trace	shows	the	average	raw	traces	over	n=	5	trials,	and	we	see	clearly	that	

increasing	spot	size	and	pulse	duration	increases	the	photocurrent.	

	

4.4.11 SOMA	 TARGET	 PHOTOSTIMULATION	 CHARACTERISATION:	 QUANTIFIED	

AVERAGE	PEAK	PHOTOCURRENTS	FOR	5	µM	AND	10	µM	PHOTOSTIMULATION	SPOTS	

	

he	quantified	peak	photocurrent	for	the	data	in	Figures	4-15	and	4-16	are	shown	

in	Figure	4-17.	When	increasing	the	light	pulse	duration	from	2	ms	to	10	ms,	the	

T	

T	



-	111	-	

	

peak	photocurrent	rises	from	100	±	0.3	pA	to	200	±	2	pA	for	the	10	µm	spot	and	from	41	

±	2	pA	to	114	±	8	pA	for	the	5	µm	spot.	

	

	
	
Figure	 4-17	 Quantified	 average	 peak	 photocurrents	 for	 5	 µm	 and	 10	 µm	 photostimulation	 spots.	

Average	current	clamp	photocurrent	traces	for	the	5	µm	(dark	blue)	and	10	µm	photostimulation	spot	trials	

in	Figures	4-15	and	4-16.	Each	data	point	is	a	trail	average	across	n	=	5	trials,	and	vertical	lines	represent	the	

Standard	Error	on	the	Mean	(SEM)	values.	Power	densities	of	0.11	𝜇𝑊 𝜇𝑚!$ 	or	0.125	𝜇𝑊 𝜇𝑚!$ 	for	the	10	µm	

or	5	µm	spots,	respectively	were	used	for	this	dataset.	

	

4.4.12 LATERALLY	 DISPLACING	 THE	 PHOTOSTIMULATION	 SPOT	 REDUCED	

PHOTOCURRENT	MAGNITUDE	AND	DEMONSTRATED	THE	SPATIAL	CONFINEMENT	OF	

PHOTOSTIMULATION	SPOT	

	

o	get	an	experimental	verification	of	lateral	spatial	precision	of	photostimulation	

spots,	 I	 then	photostimulated	 spots	with	 lateral	 displacement	 from	 the	 neuron.	

Shown	below.	Note,	the	locations	(numbers	1-9)	refer	to	the	optogenetic	stimulation	grid	

described	in	Figure	4-5,	and	shown	inset	in	Figure	4-18	b.		

T	
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Figure	 4-18	 Laterally	 displacing	 the	 photostimulation	 spot	 reduced	 photocurrent	magnitude	 and	

demonstrated	the	spatial	confinement	of	photostimulation	spots.	Referring	to	the	photostimulation	spot	

map	in	b	(location	numbers	1-9),	the	average	photocurrent	traces	for	a	5	µm	photostimulation	spot	are	shown	

in	a	with	corresponding	 location	numbers	1-9.	 Increasing	 light	pulse	durations	are	shown	with	darkening	

shades	of	blue,	with	pulse	durations	ranging	from	2	-10	ms.	 	Each	trace	 is	averaged	over	n	=	5	trials,	and	

vertical	lines	represent	the	photostimulation	onset.	As	seen,	the	longer	the	light	pulse	duration,	the	larger	the	

photocurrent,	 and	 the	 further	 away	 the	 photostimulation	 spot,	 the	 smaller	 the	 photocurrent.	 Note,	 the	

photocurrents	do	not	disappear	completely	when	laterally	displaced-	with	reference	to	the	map	in	a	it	is	likely	

that	the	light	spot	is	photostimulating	opsin	in	the	neuronal	processes.	

	

We	see	that	displacing	the	spot	relative	to	the	neuron	decreased	the	photocurrent,	almost	

eliminating	 it	altogether.	This	confirms	that	our	photostimulation	patters	are	spatially	

confined	 in	 the	 lateral	 extent.	However,	we	 see	 that	 laterally	displaced	photocurrents	

exist,	and	with	reference	to	the	putative	photostimulation	map	in	Figure	4-18	b,	it	would	

seem	that	I	was	photostimulating	opsin	expressing	processes.	
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4.4.13 AXIALLY	 DISPLACING	 THE	 PHOTOSTIMULATION	 SPOT	 SHOWS	 MINIMAL	

IMPACT	ON	PEAK	PHOTOCURRENT	OR	PHOTOCURRENT	RISE-TIME	

	

ith	respect	to	the	axial	confinement	of	our	spots,	we	see	that	axially	displacing	

our	spot	whilst	photostimulating	the	neuron	soma	(methodology	described	in	

section	4.3.9)	had	minimal	effect	on	photocurrent	peak	magnitude	or	the	10-90	rise	time,	

as	shown	in	figure	4-19.	Qualitatively,	both	parameters	remain	relatively	flat	across	all	

axial	depths	of	focus	and	pulse	durations	tested	for	this	neuron.	Due	to	the	variability	of	

the	data,	 this	observation	was	difficult	 to	properly	quantify.	Further	measurements	or	

increasing	 the	 number	 of	 neurons	 recorded	 from	 may	 help	 to	 derive	 a	 precise	

quantitative	measure.	

	

	

	
	
Figure	4-19	Axially	displacing	the	photostimulation	spot	shows	minimal	impact	on	peak	photocurrent	

or	 photocurrent	 rise-time.	 Axially	 displacing	 our	 spot	 whilst	 photostimulating	 the	 neuron	 soma	

(methodology	described	in	section	4.3.9)	had	minimal	effect	on	photocurrent	peak	magnitude	a	or	the	10-90	

rise	time	b.	Both	parameters	remain	relatively	flat	across	all	axial	depths	of	focus	and	pulse	durations	tested	

for	 this	 neuron.	 Each	 circle	 represents	 the	 trial	 average	 (n=5	 trials,	 and	 the	 vertical	 lines	 represent	 the	

Standard	Error	on	the	Mean	(SEM).	The	darker	the	shade	of	blue,	the	longer	the	pulse	duration	as	noted	in	the	

figure	legend	on	the	right-hand	side.	For	all	trials,	a	5	µm	light	spot	was	used	with	a	power	density	of	0.125	
𝜇𝑊

𝜇𝑚!$ .	
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4.4.14 THE	 EFFECTS	 OF	 PHOTOSTIMULATION	 LIGHT	 POWER	 ON	 PEAK	

PHOTOCURRENT	AND	RISE	TIME	

	

he	 final	 validation	 step	 was	 characterising	 the	 effect	 of	 light	 power	 on	

photocurrents.	Figure	4-20	show	these	results.	

	

	
	
Figure	4-20	The	effects	of	photostimulation	light	power	on	peak	photocurrent	and	rise	time.	Varying	

the	light	power	from	0-1000	units	(in	this	case,	0	𝜇𝑊 𝜇𝑚!$ 	-	0.125	𝜇𝑊 𝜇𝑚!$ ,	for	full	methodology	see	section	

4.3.9)	 showed	 a	 flat	 response	 in	 average	 peak	 photocurrent	 a	 and	 10-90	 rise	 times	 b.	 Increasing	 pulse	

durations	are	shown	in	darker	shaders	of	blue.	The	larger	the	pulse	duration,	the	larger	the	average	peak	

photocurrent.	However,	increasing	the	pulse	duration	seemed	to	have	no	effect	on	the	10-90	rise	time	in	the	

neuron	 recorded.	 Each	 circle	 represents	 the	 trial	 average	 (n=5	 trials,	 and	 the	 vertical	 lines	 represent	 the	

Standard	Error	on	the	Mean	(SEM).	The	darker	the	shade	of	blue,	the	longer	the	pulse	duration	as	noted	in	the	

figure	legend	on	the	right-hand	side.	

	

Varying	the	light	power	from	0-1000	units	(in	this	case,	0	𝜇𝑊 𝜇𝑚18 	-	0.125	𝜇𝑊 𝜇𝑚18 ,	for	

full	methodology	see	section	4.3.9)	showed	a	flat	response	in	average	peak	photocurrent	

and	10-90	rise	times.	Increasing	pulse	durations	are	shown	in	darker	shaders	of	blue.	The	

larger	the	pulse	duration,	the	larger	the	average	peak	photocurrent.	However,	increasing	

the	 pulse	 duration	 seemed	 to	 have	 no	 effect	 on	 the	 10-90	 rise	 time	 in	 the	 neuron	

recorded.	
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4.4.15 COMPARING	PHOTOCURRENT	CHARGE	TRANSFER	TO	AMPA	CONDUCTANCE	

CHARGE	TRANSFER	

	

evisiting	the	charge	transfer	per	AMPA	conductance	and	membrane	potential	in	

Figure	3-10,	we	 can	begin	 to	make	 an	 assessment	 on	 spiking	probability	 given	

particular	 photostimulation	 paradigms.	 Figure	 4-21	 below	 shows	 the	 comparison	

between	the	charge	transfer	measured	for	the	AMPA	conductances	shown	in	Figure	3-10,	

and	the	charge	transfer	across	the	set	of	photostimulation	protocols	(5	µm	and	10	µm	

spot	 sizes	 at	 light	 pulse	 durations	 of	 2	 ms	 –	 10	 ms.	 The	 total	 charge	 transfer	 for	

photocurrent	events	was	calculated	in	a	similar	way	to	that	of	the	AMPA	conductance;	it	

was	essentially	the	area	under	the	average	photocurrent	trace.	

	

	
Figure	 4-21	 Comparison	 of	 total	 charge	 transfer	 between	 AMPA	 conductances	 and	 photocurrent	

events.	Replotting	the	charge	transfer	per	AMPA	conductance	and	membrane	potential	in	Figure	3-10	(left	

plot)	next	to	the	charge	transfer	during	a	photocurrent	event	(right	hand	plot),	using	a	10	µm	spot	diameter	

with	a	5	ms	pulse	duration	and	above	begins	to	match	the	charge	transfer	over	the	course	of	the	set	of	AMPA	

events	tested	in	Section	3.4.8.	Note,	power	densities	of	0.11	𝜇𝑊 𝜇𝑚!$ 	or	0.125	𝜇𝑊 𝜇𝑚!$ 	for	the	10	µm	or	5	µm	

spots,	respectively	were	used	for	this	dataset.	

R	
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The	data	shown	in	Figure	4-21	shows	that	photostimulation	spots	10	µm	in	diameter	at	

light	 pulse	 durations	 greater	 that	 5	 ms	 have	 comparative	 charge	 transfer	 to	 AMPA	

conductances	which	were	shown	to	evoke	APs	in	neurons	(for	the	corresponding	data,	

please	see	section	3.4.	

	

4.5 DISCUSSION	

	

4.5.1 REFLECTION	ON	CHAPTER	AIMS	

	

The	functionality	of	our	system	was	successfully	improved	in	relation	to	our	experimental	

needs	

	

The	first	goal	of	this	chapter	was	to	develop	the	light	patterning	microscope	such	that	I	

could	optimise	it’s	use	for	local	functional	connecting	mapping	of	neuronal	microcircuits	

with	single	cell	spatial	precision.	To	this	end	I	installed	a	new,	ultra-flat	dichroic	mirror	

optimised	for	the	optical	spectra	relevant	to	our	animal	models	and	experimental	plan	

Figure	 4-8).	 By	 assessing	 the	 homogeneity	 of	 light	 when	 casting	 full	 field	 of	 view	

illumination	 down	 to	 the	 sample	 plane	 of	 our	microscope,	 I	 demonstrated	 a	marked	

improvement	to	our	systems	light	patterning	capabilities	(Figures	4-9	and	4-10).	With	

reference	 to	 the	 histograms	 of	 pixel	 intensity	 (Figure	 4-9	b),	 we	 see	 clearly	 that	 the	

distribution	 if	pixel	 intensities	 for	 the	old	dichroic	mirror	was	 far	more	heterogenous	

than	the	new	dichroic,	with	the	population	of	intensities	more	left	leaning	than	the	new.	

This	 suggests	 a	 heterogenous	 illumination	 of	 the	 sample	 plane,	 and	 a	 less	 efficient	

delivery	of	light	to	the	sample	when	contrasting	to	the	new	dichroic;	the	new	dichroic	has	

a	cleaner	bimodal	distribution	of	pixel	 intensities	corresponding	with	 illuminated	and	

non-illuminated	 areas	 of	 the	 sample	 plane.	 It	 also	 has	 far	more	 pixels	 illuminated	 at	

greater	 intensities-	 once	 again	 suggesting	 a	 higher	 efficient	 of	 light	 delivery.	 This	

disparity	of	light	efficiency	is	seen	clearly	in	power	calibrations	(Figure	4-11),	ad	driven	

home	 by	 the	 fact	 that	 all	 of	 the	 above	 described	 data	 used	 identical	 illumination	

strategies.	 Ultimately,	 this	 improvement	 in	 performance	 can	 be	 explained	 by	 the	 old	
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dichroic	being	 tarnished	and	 likely	not	optimised	 for	 the	 task	at	hand-	 though	 for	 the	

latter	 point	 no	 further	 comment	 can	 be	 made	 without	 precise	 knowledge	 of	 the	

specifications	of	the	optic.		

	

To	conclude	this	specific	aim	with	respect	to	experimental	constraints,	the	new	dichroic	

allows	us	to	distribute	light	more	evenly	to	different	neurons	across	the	addressable	area	

of	the	microscope’s	Field	of	View.	We	would	also	need	less	light	power	than	with	the	old	

dichroic	 to	 achieve	 the	 same	 spot	 power	 densities.	 In	 other	 words:	 we	 can	 rapidly	

photostimulate	more	neurons	with	comparatively	lower	experimental	complexity	and	a	

higher	degree	of	experimental	robustness	and	consistency.	

	

The	microscope	is	able	to	reliably	generate	spatially	precise	photo	stimulation	spots	with	

sizes	of	physiological	relevance	to	single	neuron	level	many	to	one	functional	connectivity	

mapping	experiments	

	

The	second	aim	of	this	chapter	was	to	characterise	the	light	patterning	capabilities	of	our	

optical	 system	 in	 both	 the	 temporal	 and	 spatial	 domains.	 Specifically,	 I	 wanted	 to	

ascertain	 that	we	 could	 reliably	 generate	 photostimulation	 spots	within	 the	 size	 of	 a	

single	IT	neuron	cell	body	(~10	µm),	at	power	densities	and	pulse	durations	necessary	

to	induce	action	potentials.		

	

In	the	spatial	domain,	I	firstly	demonstrate	that	we	can	generate	arbitrary	lateral	spatial	

patterns	of	light	in	the	sample	plane,	before	showing	that	we	can	reliably	cast	laterally	

confined	spots	down	to	the	sample	plane.	The	latter	was	achieved	by	imaging	5	µm	and	

10	µm	spots	with	a	fluorescent	Rhodamine-6G	spin-coated	slide	(Figure	4-10).	Both	spots	

had	an	uncertainty	in	diameter	(as	measured	by	the	Full	Width,	Half	Maximum	of	the	spot	

image	 intensity	 cross-sections)	 of	 0.2	 µm.	 This	 shows	 we	 can	 reliably	 generate	

physiologically	relevant	spots	size	in	the	later	extent	of	our	sample.	
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We	were	able	to	reliably	generate	light	patterns	with	millisecond	temporal	precision	

	

In	 the	 temporal	domain,	 I	 used	a	 custom	photodiode	 circuit	 to	measure	 the	 temporal	

profile	 of	 light	 patterns	 at	 the	 sample	 plane.	 I	 show	 that	 we	 can	 precisely	 generate	

patterns	with	millisecond	precision,	and	furthermore	reliably	with	microsecond	errors	

(Figure	4-14).	With	the	former,	pulse	widths	were	repeatedly	generated	with	errors	in	

duration	20	µs	±	10	µs	suggesting	we	can	generate	pulse	widths	of	any	length	with	a	high	

degree	of	reliability.	This	value	equates	to	a	1	%	error	on	a	2	ms	pulse	width	and	could	in	

principle	be	smaller	than	measured.	The	measurement	was	limited	by	the	sampling	rate	

of	 the	Power1401	digitisation.	Sampling	above	50	kHz	could	provide	a	more	accurate	

measure.		With	respect	to	pulse	latency,	it	was	seen	that	across	all	pulse	widths	there	was	

a	 consistent	 180	 µs	 latency	 between	 pattern	 triggering	 and	 peak	 photodiode	 current	

measurement.	This	suggests	that	we	have	a	small	systematic	error	in	our	pulse	timing	

measurements,	but	a	reliable	one	meaning	we	can	easily	subtract	this	error	or	generally	

take	it	into	account	depending	on	the	experimental	paradigm	we	chose.		

	

I	 validated	 the	 microscopes	 capability	 by	 demonstrating	 precise	 temporal	 and	 spatial	

control	of	photocurrents		

	

The	final	aim	of	this	chapter	was	to	validate	the	system’s	use	for	single	neuron	precision	

functional	 mapping	 in	 our	 animal	 model.	 By	 whole-cell,	 voltage	 clamping	 an	 Inter-

Telencephalic	 (IT)	 neuron	 in	 the	 PFC	 and	 running	 an	 array	 of	 photostimulation	

characterisation	 protocols	 (described	 in	 section	 4.3.9),	 I	 validate	 that	 we	 can	

photostimulate	single	 IT	neurons	 in	the	PFC,	and	by	extension,	 that	our	microscope	 is	

capable	of	single	neuron	precision	functional	connectivity	mapping.		

	

By	photostimulating	the	soma	of	said	neuron	with	5	µm	and	10	µm	spots	I	show	that	the	

latter	 evokes	 larger	 photocurrents	 than	 the	 former.	 Similarly,	 increasing	 the	 pulse	

duration	increases	the	peak	evoked	photocurrent	(Figures	4-15,	4-16,	and	4-17).	To	take	

this	a	step	 further	and	demonstrate	 the	 lateral	 spatial	 confinement	of	 light	patterns,	 I	
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laterally	displaced	the	spots	from	the	target	neuron	and	observed	a	marked	decrease	or	

disappearing	of	any	photocurrents	(Figure	4-18).	Indeed,	with	reference	to	the	registered	

photostimulation	grid	in	Figure	4-18	b,	it	seems	likely	that	photocurrents	observed	while	

illuminating	laterally	displaced	areas	relative	to	the	neuron	some	arise	from	stimulation	

of	opsin	expressing	processes	of	the	same	neuron.	Though	the	registration	process	itself	

has	 some	 subjectively	 involved	 and	 it’s	 accuracy	 cannot	 be	 completely	 relied	 upon	 (I	

manually	 selected	 morphologies	 which	 I	 myself	 perceived	 to	 be	 similar)	 this	 points	

towards	 a	 significant	 limitation	 of	 our	 system-	 ChR2-GFP	 is	 expressed	 in	 the	 entire	

transfected	neuron,	hence	it	is	within	the	realm	of	possibility	that	we	could	be	adding	a	

confounding	 variable	 to	 optical	 connectivity	 mapping	 paradigms	 in	 the	 form	 of	

unintended	 photostimulation	 of	 neuronal	 processes.	 Though	 this	 was	 something	 we	

considered	from	the	get-go	when	planning	these	experiments,	these	data	provide	a	nice	

illustration	and	validation	for	this	limiting	aspect	of	our	mapping	paradigms.	

	

Power	densities	and	charge	transfers	were	in	theory	sufficient	for	evoking	Action	Potentials	

	

Considering	Figure	4-11,	we	see	that	we	can	generate	5	and	10	µm	diameter	spots	with	

power	 densities	 encompassing	 the	 power	 densities	 seen	 in	 literature	 to	 make	 ChR2	

expressing	neurons	spike49.	Furthermore,	referring	to	Figure	4-21,	we	see	that	using	a	10	

µm	spot	diameter	with	a	5	ms	pulse	duration	and	above,	and	a	power	density	of	0.11	
𝜇𝑊

𝜇𝑚18 ,	we	begin	to	match	the	charge	transfer	over	the	course	of	the	set	of	AMPA	events	

tested	in	Section	3.4.8	at	a	range	of	biophysically	realistic	membrane	potentials.	The	key	

part	 of	 this	 is	 that	 the	 entire	 range	 of	 AMPA	 conductance	were	 able	 to	 evoke	 action	

potentials	in	patched	neurons.	Hence,	we	can	make	an	inference	on	our	photostimulation	

protocols:	using	the	above	stated	parameters	which	match	the	AMPA	charge	transfers,	it	

is	possible	that	we	are	evoking	APs	in	putative	presynaptic	neurons.		

	

However,	it	is	worth	discussing	the	datasets	used.	With	respect	to	the	AMPA	dataset,	we	

have	no	precise	knowledge	of	the	neuronal	classes	used.	So,	whilst	I	observed	APs	using	

the	AMPA	conductance	protocols,	 it	 could	be	 that	 these	were	 from	a	 cell	 class	with	 a	
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different	excitability	 than	 IT	neurons,	hence	not	necessarily	a	 comparable	dataset.	On	

balance,	upon	visual	inspection	of	cell	morphology	during	patching,	and	looking	at	the	set	

of	AP	properties,	it	is	likely	that	these	were	pyramidal	neurons,	and	furthermore	given	

their	anatomical	location	in	the	slice	(I	specifically	aimed	for	Layer	5	pyramidal	neurons	

in	 the	PFC	using	 the	Allen	Brain	Atlas	as	guide),	 it	 is	possible	 that	 they	are	of	 similar	

physiologies	 to	 the	 IT	 neurons	 I	 photostimulated.	 With	 respect	 to	 the	 photocurrent	

charge	 dataset:	 the	 dataset	 came	 from	 a	 single	 neuron.	 This	 paucity	 of	 data	 is	

unfortunately	 due	 to	 poor	 cell	 health	 and	 expression	 profiles	 of	 ChR2	 expressing	

neurons-	 as	 discussed	 at	multiple	 points	 of	 this	 thesis-	 but	 in	 essence	 increasing	 the	

number	 of	 neurons	 which	 this	 graph	 is	 derived	 from	 can	 help	 us	 more	 reliably	 and	

quantifiably	make	inferences	on	presynaptic	spiking,	but	furthermore	gain	a	trial	average	

which	 works	 towards	 ironing	 out	 expression	 heterogeneity;	 we	 could	 calculate	 an	

average	charge	transfer	per	photostimulation	parameter	set	over	a	range	of	expression	

levels	 which	 could	 help	 us	 to	 tweak	 photostimulation	 parameters	 to	 maximise	

presynaptic	spiking	probability	in	repose	to	photostimulation.	This	is	especially	critical	

without	any	reporting	of	presynaptic	activity.		

	

4.5.2 SYSTEM	LIMITATIONS	AND	FUTURE	EXPERIMENTAL	CONSIDERATIONS	

	

s	we	began	to	see	during	the	characterisation	step,	there	were	certain	limitations	

to	the	capabilities	of	our	system.	Here,	I	will	outline	these	limitations	and	suggest	

possible	directions	one	could	take	to	mitigate	their	effects.	

	

No	axial	confinement	of	photostimulation	spots	

	

A	clear	limitation	of	our	system	was	the	axial	confinement	of	photostimulation	spots.	We	

knew	a	priori	 that	 this	would	be	 the	 case;	we	were	using	 LED	 light	 and	 in	 the	 single	

photon	illumination	domain,	hence	axial	confinement	would	be	low.	As	seen	in	Figure	4-

19,	this	is	clearly	the	case:	axially	displacing	the	photostimulation	spot	whilst	using	the	

same	photostimulation	paradigms	has	no	effect	on	peak	photocurrent	or	the	10-90	rise	

A	
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times	of	said	photocurrents.	Hence,	in	the	view	of	functional	connectivity	mapping	using	

our	system,	we	must	take	care	not	to	select	any	putative	pre-	or	post-	synaptic	neurons	

which	may	have	other	ChR2-GFP	expressing	neurons	in	the	same	axial	column.	Moreover,	

given	the	expression	of	ChR2-GFP	in	neuronal	processes	which	could	be	spanning	several	

or	all	possible	axial	columns	in	our	sample,	this	is	an	important	factor	to	consider	going	

forward.	 One	 possible	way	 of	 getting	 around	 this	 problem	 of	 poor	 axial	 confinement	

would	be	moving	from	a	1	photon	to	2	photon	illumination	regimes	(with	an	overview	of	

the	myriad	elaborate	systems	being	developed	described	in	Section	1.4.6).	However,	this	

is	not	readily	doable	without	the	necessary	laser	systems.		

	

Opsin	expression	variability	and	ubiquity	

	

Opsin	expression	proved	to	be	a	stubborn	hinderance	to	this	project	at	large.	In	my	view,	

this	can	be	broken	down	in	to	three	domains:	1)	variability	of	expression,	2)	the	effects	

of	expression	itself,	and	3)	ubiquity	of	expression.	

	

First,	 it	was	 observed	 that	 expression	 variability	was	 extremely	 high,	 even	 given	 our	

attempts	at	having	uniform	expression	strategies	across	all	animals.	This	included	using	

the	 same	 virus	 titre,	 injection	 location,	 mouse	 age,	 and	 experiment	 time	 following	

injections.	Outside	of	intrinsic	biological	variability,	the	variability	in	expression	could	be	

explained	by	varying	injection	flow	rates	(this	proved	difficult	to	maintain	on	our	system)	

or	unknown	blockages	of	the	injection	pipette.		

	

For	 reference,	 we	 injected	 10	 mice,	 8	 of	 which	 were	 female,	 and	 two	 male.	 The	

coordinates	remained	the	same,	save	for	one	animal	which	we	inverted	the	medial	lateral	

coordinate	to	avoid	a	blood	vessel	on	the	original	side.	The	virus	titre,	batch	and	surgical	

procedure	remained	uniform	across	 the	cohort.	We	 furthermore	sacrificed	all	animals	

14-21	days	post	injection.	
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The	 consequence	 of	 the	 variability	 was	 that	 we	 observe	 4	 of	 the	 10	 animals	 having	

noticeable	expression	 levels,	 of	which	2	we	were	able	 to	 collect	data	 from	due	 to	 cell	

health	issues-	which	segues	nicely	into	the	effects	of	expression.	

	

More	often	than	not	the	intersection	between	healthy	neurons	and	expressing	neurons	

was	woefully	low.	Though	only	an	observation	without	any	scientific	process	to	confirm,	

it	seemed	as	though	opsin	expression	was	bad	for	neuron	health98.	We	routinely	observed	

GFP	 signal	 (and	 hence	 opsin	 expression)	 in	 dead	 cells.	 However,	 we	 also	 observed	

minimal	 fluorescence	 in	 opsin	 positive	 cells	 (indeed,	 the	 two	 neurons	 described	 in	

sections	4.4.9-20	displayed	minimal	GFP	expression,	and	yet	were	opsin	positive).	This	

suggests	that	perhaps	too	much	expression	is	bad	for	cell	health,	and	as	a	consequence	

we	could	reduce	virus	titre	for	future	work.		

	

Finally,	with	respect	 to	 the	ubiquity	of	expression,	we	observed	GFP	signal	essentially	

throughout	our	sample,	making	the	discernment	of	ChR2-GFP	neurons	difficult.	This	was	

likely	 due	 to	 expression	 in	 neuronal	 processes,	 and	 hence	 a	 future	 direction	 could	

consider	utilising	soma	targeted	variants	of	ChR2-GFP.	These	variants,	while	not	perfect,	

limit	 expression	 to	 the	 soma	 of	 transfected	 neurons	 only.	 This	 would	 mean	 that	 for	

functional	 connectivity	 mapping	 experiments	 one	 could	 eliminate	 the	 possibility	 of	

photostimulating	opsin	expressing	processes.	However,	this	is	not	a	free	lunch;	by	going	

down	this	path	one	loses	the	ability	to	structurally	map	opsin	expressing	neurons	in	our	

model,	precluding	any	possibility	of	mapping	functional	to	structural	connectivity.		

	

Larger	datasets	

	

Finally,	as	a	direct	consequence	of	cell	health,	opsin	expression,	various	author	illnesses,	

hospital	 trips,	 and	 global	 pandemics,	 our	 n-numbers	 were	 rather	 low.	 A	 clear	 future	

direction	of	this	work	would	be	to	optimise	the	ChR2	expression	strategy	where	possible	

and	repeat	all	experiments	to	gain	some	statistical	power	to	our	results.	
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CHAPTER	5 	

OPTICALLY	MAPPING	THE	LOCAL	FUNCTIONAL	

CONNECTIVITY	OF	INTER-TELENCEPHALIC	NEURONS	IN	

THE	PREFRONTAL	CORTEX	
	

	

5.1 	ABSTRACT	

	

fter	developing,	characterising,	and	validating	the	light	patterning	microscope	for	

single-neuron	resolution	photostimulation	with	millisecond	temporal	precision,	I	

sought	to	map	the	local	functional	connectivity	of	Inter-Telencephalic	(IT)	neurons	in	the	

Prefrontal	Cortex	(PFC).		During	the	aging	process,	cross-sectional	Positronic	Emission	

Tomography	(PET)	studies	of	the	brain	have	shown	increased	bilateral	metabolic	activity	

in	the	PFC,	but	only	in	individuals	scoring	higher	on	cognitive	performance	assays25,26.	A	

proposed	 explanation	 of	 this	 phenomena	 is	 network	 remodelling:	 the	 brain	 recruits	

broader	networks	of	neurons	to	maintain	cognitive	performance	over	time.	However,	at	

the	level	of	neuronal	microcircuits	the	underlying	neural	network	structure	and	function	

through	time	is	not	well	understood.	This	presents	an	opportunity	for	our	microscope:	

understanding	the	local	functional	connectivity	of	such	neurons	could	shed	light	on	our	

understanding	of	aging	in	the	brain.	

	

A	



-	124	-	

	

With	this	in	mind,	we	unilaterally	injected	a	retrovirus	containing	ChR2-GFP	into	the	PFC	

of	wild-type	mice.	This	led	to	expression	of	opsin	in	the	contralateral	PFC	hemisphere-	

specifically	 in	 neurons	 projecting	 to	 the	 injection	 site.	 Using	 full	 Field	 of	 View	 (FoV)	

photostimulation	 whilst	 voltage-clamping	 a	 non-expressing	 neuron,	 I	 show	 that	 IT	

neurons	 are	 functionally	 connected	 to	 non-	 IT	 neurons	 in	 the	 same	 local	 region.	

Furthermore,	I	observe	polysynaptic	activity	after	full	FoV	stimulation,	indicative	of	more	

complicated	 functional	 architectures.	 To	 confirm	 functional	 connectivity	 within	 this	

sample,	 I	 utilised	 tetrodotoxin,	 4-	 Aminopyridine,	 and	 Kynurenic	 acid	 to	 block	 action	

potentials	 and	 synaptic	 transmission,	 which,	 upon	 addition,	 eliminated	 any	 light-

stimulus	related	responses	in	the	patched	neuron.	

	

I	 then	 attempt	 single	 neuron	 precision	 functional	 mapping	 in	 another	 sample	 with	

confirmed	local	functional	connectivity,	finding	no	evidence	of	single	neuron	functional	

connectivity.	Unfortunately,	due	to	cell	health,	expression	profiles,	and	timing	constraints	

on	this	project	I	was	unable	to	gather	further	data.	Nonetheless	I	conclude	that	our	system	

is	capable	of	addressing	our	scientific	goals	within	specific	limits	and	outline	future	work	

and	directions	of	this	project.	
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5.2 INTRODUCTION	

	

ere	 I	 discuss	 the	 scientific	 context	 of	 this	 chapter,	 specifically	 how	 functional	

connectivity	in	the	brain	may	be	affected	by	the	aging	process.	I	then	move	on	to	

the	topic	of	optical	functional	connectivity	mapping,	and	the	specific	goals	of	this	chapter.	

For	a	broader	discussion	of	connectivity	and	connectivity	mapping,	please	see	Chapter	1,	

Sections	1.3	and	1.5.	Similarly,	for	a	broader	discussion	of	optogenetics	and	the	related	

optical	microscopy	tools,	please	see	Chapter	1,	Section	1.5.	

	

5.2.1 SCIENTIFIC	CONTEXT	

	

uring	 the	 natural	 aging	 process,	 the	 brain	 is	 thought	 to	 employ	 compensatory	

processes	to	mitigate	the	effects	of	cognitive	decline25,26,118.	One	such	process	is	

network	 remodelling,	 where	 broader	 neural	 networks	 are	 recruited	 to	 maintain	

cognitive	performance	over	time26.	This	network	remodelling	is	potentially	seen	in	the	

Prefrontal	 Cortex	 (PFC).	 The	 PFC	 is	 highly	 interconnected	 to	 other	 cortical	 and	

subcortical	regions	and	is	implicated	in	a	range	of	cognitive	functions	including	working	

memory,	long	term	memory,	decision	making,	and	attention.	These	functions	are	known	

to	be	affected	by	aging,	 therefore	understanding	how	PFC	circuitry	changes	over	 time	

could	help	us	to	better	understand	the	aging	process.	

	

Cognitive	assays	on	humans	 testing	episodic	memory	retrieval	have	shown	that	 those	

who	maintain	performance	as	they	age	have	increased	bilateral	metabolic	activity	in	the	

PFC	(as	revealed	by	Positron	Emission	Tomography	(PET)).	Conversely,	younger	subjects	

and	 those	 who	 demonstrate	 a	 decline	 in	 performance	 over	 time	 were	 observed	 to	

maintain	 unilateral	 activity	 patterns	 in	 the	PFC25.	 However,	 the	 underlying	 functional	

connectivity	at	a	single	neuron	level	precision	is	not	well	known.		

	

H	

D	
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Network	 remodelling	 which	 could	 explain	 this	 change	 in	 metabolic	 activity	 could	 be	

occurring	in	Inter-Telencephalic	(IT)	neurons	which	project	between	PFC	hemispheres33.	

As	discussed	in	Section	1.3,	neurons	with	similar	functional	purposes	are	more	likely	to	

be	 functionally	 connected32,37,40	 to	one	another	 than	neurons	with	differing	 functional	

purposes.	Furthermore,	when	considering	the	theory	of	network	remodelling	it	could	be	

that	these	IT	neurons	whose	functions	include	cross-hemisphere	connectivity	could	form	

the	basis	of	a	network	scaffold	upon	which	functional	architectures	could	be	built	when	

redistributing	computation.	Herein	lies	the	scientific	context	to	the	connectivity	mapping	

experiments	 of	 this	 chapter:	 to	 validate	 the	 use	 of	 the	 light	 patterning	 microscope	

developed	and	characterised	in	Chapter	4	for	local	functional	connectivity	mapping	of	IT	

neurons	in	the	PFC.	

	

5.2.2 ANIMAL	MODEL	DESCRIPTION	AND	JUSTIFICATION	

	

Please	note,	this	section	can	also	be	considered	as	the	justification	for	the	animal	model	used	

in	Chapter	4	Sections	4.4.9-15.	

	

o	study	the	local	functional	connectivity	of	IT	neurons	in	the	PFC,	we	unilaterally	

injected	a	retrovirus	in	to	the	PFC	of	C57BL/6	wild	type	mice.	The	full	methodology	

can	be	found	in	Section	2.2.2.	The	rationale	behind	this	was	as	follows:	IT	neurons	in	the	

PFC	which	project	across	hemisphere	to	the	injection	site	would	express	ChR2-GFP	(for	

a	 diagram	of	 this,	 please	 see	 Figure	5-3),	 hence	 allowing	 local	 functional	 connectivity	

mapping	 experiments	 amongst	 these	 functionally	 defined	 (and	 functionally	 similar)	

neurons.		

	

Figure	5-1	below	shows	a	2-photon	serial	tomography	image	of	an	example	of	our	animal	

model	(please	note,	credit	for	this	image	goes	to	Dr	Gerald	Moore).	Of	note,	we	see	that	

in	the	contralateral	hemisphere	(left	hemisphere	in	the	image)	relative	to	injection	site	

(right	hemisphere)	has	a	relatively	sparse	expression	profile	of	ChR2-GFP.		

	

T	
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Figure	5-1	Serial	2	photon	image	of	our	animal	model	used	for	functional	connectivity	maps.	A	rostral-

caudal	intensity	projection	of	Inter	Telencephalic	(IT)	neurons	in	the	Prefrontal	Cortex	(PFC)	obtained	from	

serial	2-photon	tomography	imaging	(TissueCyte	image	and	figure	credit	to	Dr	Gerald	Moore	and	Professor	

Stephen	Brickley).	In	this	figure,	the	right	hemisphere	is	the	injection	(ipsilateral)	hemisphere,	and	the	left	is	

the	 contralateral	 hemisphere	which	was	 the	 focus	 of	 local	 connectivity	mapping	 paradigms.	 Inset	 on	 the	

bottom	right	is	a	sagittal	cross-section	illustrating	the	extent	of	the	rostral-caudal	intensity	projection,	as	well	

as	 a	 colour	 code	map	 noting	 IT	 neuron	 depths	 in	 the	 above	 projection.	We	 see	 denser	 expression	 in	 the	

ipsilateral	injection	hemisphere	relative	to	the	contralateral	hemisphere.	Furthermore,	going	by	colour	we	see	

that	labelled	IT	neurons	seem	to	occupy	a	similar	coronal	slice	of	the	model.	

	

Figure	5-2	shows	the	cortical	layer	breakdown	of	labelled	IT	neurons	in	the	same	image	

set	as	Figure	6-1.	We	see	a	laminar	distribution	of	IT	neurons	projecting	to	the	injection	

site	with	contralateral	 IT	neurons	distributed	across	cortical	 layers.	Hence,	 this	model	

provides	a	sensible	 testing	bed	 for	our	 light	patterning	microscope:	 there	 is	a	relative	

sparsity	of	opsin	expression	which	is	beneficial	considering	the	poor	axial	confinement	

of	 our	 light	 patterns	 and	 the	 expansive	nature	 of	 dendrites	which	may	be	 expressing	
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opsin.	Furthermore,	the	laminar	distribution	of	expressing	IT	neurons	means	that	if	we	

found	that	opsin	expression	was	too	dense	for	functional	mapping	using	our	system,	we	

could	 in	 principle	 move	 to	 inter-laminar	 IT	 neuron	 functional	 mapping	 and	 take	

advantage	of	the	natural	spatial	segregation	of	neurons	between	cortical	layers.	

	

	
Figure	5-2	Cortical	layer	breakdown	of	labelled	Inter-Telencephalic	(IT)	neurons	in	the	contralateral	

hemisphere	of	our	animal	model	used	in	functional	connectivity	mapping	experiments.	On	the	left	we	

see	traced	neurons	from	each	noted	cortical	layer,	obtained	using	Simple	neurite	trace	(ImageJ	plugin).	We	

see	IT	neurons	distributed	in	layers	2/3,	5,	and	6a;	IT	neurons	are	not	seen	in	layer	1	to	the	histogram	bar	is	

represented	in	white.	Layer	2/3	neurons	are	cell	type	1,	layer	5	neurons	are	slender	tufted	pyramid	neurons,	

and	layer	6a	neurons	are	corticocortical	neurons.	Image	and	figure	credit	to	Dr	Gerald	Moore	and	Professor	

Stephen	Brickley.	

	

5.2.3 OPTICAL	FUNCTIONAL	CONNECTIVITY	MAPPING	

	

or	a	discussion	of	optical	functional	connectivity	mapping,	please	see	Section	1.5.	I	

discuss	 the	 various	 methods	 for	 optical	 mapping	 and	 weigh	 the	 experimental	

paradigm	against	patch	clamp	electrophysiology.	

	

F	



-	129	-	

	

5.2.4 SPECIFIC	CHAPTER	AIMS	

	

he	overarching	goal	of	this	chapter	was	to	use	our	light	patterning	system	to	map	

the	 local	 functional	 connectivity	of	 Inter-Telencephalic	 (IT)	neurons	 in	 the	PFC.	

Broken	down,	the	aims	of	this	chapter	were	as	follows:	

	

1) Demonstrate	that	 local	 functional	connectivity	amongst	 IT	neurons	exists	using	

full	Field	of	View	photostimulation,	pharmacological	intervention,	and	whole	cell	

electrophysiology.	Specifically,	 I	aimed	to	whole-cell	voltage-clamp	a	ChR2-GFP	

expressing	 or	 non-expressing	 neuron	 situated	 amongst	 opsin	 expressing	 IT	

neurons.	I	would	then	photostimulate	the	entire	FoV	while	centred	on	the	patched	

neuron	and	look	out	for	any	stimulation-synced	responses	in	the	patched	putative	

post-synaptic	 neuron.	 Finally,	 by	 pharmacological	 intervention	 I	 would	 block	

synaptic	 input	 on	 to	 the	 post-synaptic	 neuron,	 which	 would	 eliminate	 this	

stimulation-	synced	response	and	hence	demonstrate	that	there	is	local	functional	

connectivity.	

2) Once	aim	1	yielded	positive	results,	I	would	then	repeat	the	experiment,	but	before	

pharmacologically	 blocking	 any	 responses	 I	 would	 switch	 to	 single	 neuron	

precision	 functional	 mapping	 with	 the	 aim	 of	 finding	 any	 individual	 neurons	

which	were	functionally	connected	to	the	post-synaptic	neuron.	This	would	entail	

rapidly	 photostimulating	 putative	 pre-synaptic	 neurons	 in	 succession,	 with	

photostimulation	 parameters	 (spot	 size,	 pulse	 duration,	 and	 power	 density)	

which	 would,	 as	 discussed	 in	 Chapter	 4,	 be	 theoretically	 suitable	 for	 evoking	

action	potentials	in	the	pre-synaptic	neurons.	

	

5.3 MATERIALS	AND	METHODS	

	

or	this	chapter,	animal	and	animal	care	information	is	detailed	in	Section	2.1.	The	

ChR2	 transgenic	 strategy	 and	 stereotaxic	 viral	 injection	 strategy	 are	 detailed	 in	

T	
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Section	2.2.2.	Solutions	used	for	electrophysiology	and	tissue	preparation	are	described	

in	Sections	2.3.4-6;	tissue	slice	preparation	Section	2.4;	and	whole-cell	electrophysiology	

procedures	in	Section	2.5.1.	Note,	the	intracellular	solution	used	in	this	chapter	was	the	

Caesium	 Chloride	 based	 solution.	 With	 respect	 to	 solutions	 in	 general,	 some	

pharmacological	changes	were	made	for	the	experiments	in	this	chapter;	one	should	take	

the	 solution	 compositions	 in	 sections	 2.3.4-6	 as	 the	 base	 ingredients	 list,	 with	 any	

additions	for	the	following	experiments	described	in	the	following	methodologies.	

	

Photostimulation	pattern	generation	was	achieved	using	the	methodology	described	in	

sections	4.3.2-3-	for	the	spatial	and	temporal	control	respectively.	Light	pattern	power	

was	controlled	using	the	Polyscan	GUI	(Mightex,	proprietary	software).	

	

5.3.1 LOCATING	ANATOMICAL	REGIONS	FOR	FUNCTIONAL	CONNECTIVITY	MAPPING	

	

ocating	promising	regions	for	functional	connectivity	mapping	was	a	challenging	

task.	The	methodology	I	followed	was	as	such:	first,	navigate	to	the	contra-lateral	

hemisphere	relative	to	the	retro-viral	injection-	this	was	done	by	keeping	careful	track	of	

animal	 injection	site,	 slicing	procedures,	and	slice	 transferral	such	that	we	could	keep	

track	of	which	hemisphere	was	which.	It	was	further	confirmed	by	the	expression	profile	

of	GFP	in	each	hemisphere;	the	contralateral	hemisphere	expresses	less	opsin	than	the	

ipsilateral	hemisphere.	Next,	I	navigated	to	the	approximate	anatomical	region	in	the	PFC	

containing	Layer	5/6	pyramidal	neurons.	This	was	done	using	the	Allen	brain	atlas	as	

guide	 (https://atlas.brain-map.org/).	 Once	 this	 had	 been	 done,	 the	 next	 task	 was	

selecting	appropriate	sets	of	neurons	for	functional	connectivity	assays.	

	

5.3.2 SELECTING	 PUTATIVE	 PRE-	 AND	 POST-	 SYNAPTIC	 NEURONS	 FOR	 SINGLE	 NEURON	

PRECISION	FUNCTIONAL	MAPPING	

	

L	
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nce	at	 the	 correct	 anatomical	 region,	 the	hunt	 for	 the	 “Goldilocks	 zone”	begun:	

healthy	neurons	which	were	either	ChR2-GFP	positive	or	themselves	surrounded	

by	 healthy	 looking	 ChR2-GFP	 positive	 neurons.	 The	 former	 case	would	 yield	 data	 on	

many-to-one	 intra-functional	 connectivity	 amongst	 IT	 neurons,	 and	 the	 latter	 would	

provide	 control	 data	 on	 the	 local	 functional	 connectivity	 of	 IT	 neurons	 and	 non-IT	

neurons.	Care	was	taken	to	avoid	patching	or	photostimulating	neurons	with	other	GFP	

expressing	neurons	in	the	same	axial	column-	this	was	due	to	the	poor	axial	confinement	

of	our	photostimulation	light	and	discussed	in	section	4.5.	As	it	were,	both	cell	health	and	

ChR2-GFP	 expression	 were	 wildly	 variable	 (subjective	 measure	 expanded	 on	 in	 this	

chapter’s	discussion)	hence	this	process	often	warranted	compromise	on	either	factor.	

Indeed,	 as	 experimental	 time	wore	 on	 the	 tissue	 slices	would	 succumb	 to	 their	 fight	

against	entropy	and	start	to	die;	the	sooner	I	selected	a	region	the	better.	

	

Once	an	area	was	found	and	a	target	post-synaptic	neuron	was	patched,	I	then	moved	on	

to	photostimulation	protocols.	Note,	in	the	context	of	these	experiments	when	I	refer	to	

‘post-synaptic’	neurons	they	are	the	patched	neuron,	and	when	I	refer	to	pre-synaptic	

neurons	 they	 are	 considered	 putatively	 connected	 to	 the	 post-synaptic	 neuron	 and	

targeted	for	single-neuron	precision	photostimulation.	

	

5.3.3 CHR2	 EXPRESSION	 CONFIRMATION	 AND	 FULL-FIELD	 PHOTOSTIMULATION	

PROTOCOL	

	

ue	 to	 expression	 variability,	 GFP	 signal	 was	 not	 a	 reliable	 measure	 of	 opsin	

expression.	With	 this	 in	mind	 I	 first	moved	 the	 post-synaptic	 neuron	 in	 to	 the	

centre	of	the	FoV	and	targeted	its	soma	with	a	10	µm	photostimulation	spot,	after	which	

I	ran	the	same	protocol	for	lateral	spatial	confinement	characterisation	as	described	in	

section	 4.3.	 The	 subsequent	 observation	 of	 photocurrents	 (or	 lack	 thereof)	 would	

confirm	whether	or	not	the	neuron	was	opsin	positive.		

	

O	
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Next,	I	photostimulated	the	full	addressable	area	of	the	microscope’s	Field	of	View	(FoV)	

using	a	10	ms	light	pulse	at	a	5	Hz	frequency	and	power	density	of	0.67	mW µm18 .	This	

was	designed	to	maximise	the	likelihood	of	inducing	photocurrents	in	opsin	expressing	

neurons/processes	within	the	FoV,	and	hence	confirm	functional	connectivity.		

	

With	regards	to	the	electrophysiology	method	used	for	this	protocol,	the	post-synaptic	

neuron	was	held	in	voltage	clamp	at	-70	mV,	and	the	solutions	used	were	stock	solutions	

as	described	 in	2.3.4-6.	A	CsCl	based	 intracellular	 solution	was	used	 to	 reduce	 space-

clamp	 issues	 thus	 allowing	higher	 resolution	 readout	 of	 afferent	mini	 Excitatory	Post	

Synaptic	 Currents	 (mEPSCs).	 Further,	 all	 intracellular	 solutions	were	 filled	with	1	mg	

biocytin	 to	 attempt	 to	 reconstruct	 neuronal	 morphology	 for	 future	 imaging	 and	

structural	 connectivity	 assays	 (filling	 and	 slice	 preservation	 protocols	 are	 described	

section	4.3.10-11).	A	1	kHz	low-pass	filter	was	applied	to	all	electrophysiological	data	to	

help	detect	mEPSCs.	

	

If	a	stimulus	synchronised	current	response	was	observed	in	the	post-synaptic	neuron,	

functional	 connectivity	within	 the	 FoV	was	 inferred	 and	 I	moved	on	 to	 single	neuron	

photostimulation	procedures.	If	not,	discarded	the	recording	and	moved	on	to	another	

area	and/or	target	post-synaptic	neuron.	

	

5.3.4 SINGLE	NEURON	PHOTOSTIMULATION	PROTOCOLS	

	

or	experimental	simplicity	and	to	keep	photostimulation	light	profiles	identical,	I	

laterally	displaced	the	microscope	stage	to	move	target	pre-synaptic	neurons	in	to	

the	centre	of	the	microscope	FoV.	As	noted,	the	target	pre-synaptic	neurons	were	in	an	

ideal	 scenario	 clearly	 GFP	 fluorescent	 and	 healthy	 (subjectively	 speaking	 based	 upon	

many	aeons	worth	of	patching	PFC	neurons).	
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Once	centred,	the	following	protocol	was	run:	a	5	µm	spot	was	target	directly	to	the	cell	

soma,	as	photostimulated	with	 light	pulse	durations	of	10	ms	at	a	rate	of	1	Hz,	with	a	

power	density	of	0.128	µW µm18 .	This	was	repeated	for	at	least	1	minute	per	pre-synaptic	

neuron.	 Further,	 a	 baseline	 recording	 was	 made	 whilst	 no	 photostimulation	 was	

happening-	this	was	essentially	a	151	s	recording	of	spontaneous	synaptic	inputs	into	the	

postsynaptic	neuron	and	would	serve	as	a	benchmark	against	which	photostimulation	

epochs	would	be	compared.	Between	these	photostimulation	epochs	–	which	can	also	be	

considered	 pairing	 protocols-	 the	 recording	 quality	 of	 the	 post-synaptic	 neuron	 was	

monitored,	 and	 it	 was	 ensured	 that	 the	 series	 resistance	 and	 leak	 current	 had	 not	

increased.	Finally,	the	lateral	stage	displacement	required	to	centre	pre-synaptic	neurons	

in	the	FoV	was	tracked	to	gain	data	on	the	distance	of	pre-synaptic	neurons	from	the	post-

synaptic	neuron.	Each	putative	pre-synaptic	neuron	was	stimulated	in	series	and	selected	

randomly	 from	 the	 set	 of	promising	neurons	 in	 the	FoV.	 	 Figure	5-3	 shows	a	 cartoon	

summarising	this	optical	connectivity	mapping	paradigm.	
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Figure	5-3	Single	neuron	precision	optical	functional	mapping	schematic.	a	A	wild	type,	C57BL/6	mouse	

is	unilaterally	injected	in	the	Prefrontal	Cortex	(PFC)	using	a	retrovirus	construct	(pAAV-Syn-ChR2(H134R)-

GFP,	Addgene).	Two	weeks	following	injection,	animals	are	sacrificed,	and	functional	mapping	experiments	

are	carried	out.	b	A	schematic	of	the	functional	connectivity	mapping	protocol	described	in	Sections	5.3.2-4.	

Ipsi-	and	contra-	lateral	hemispheres	are	labelled,	as	well	as	the	laminar	distribution	of	Inter	Telencephalic	

neurons.	 In	 this	 figure,	 the	 right	 hemisphere	 is	 the	 injection	 (ipsilateral)	 hemisphere,	 and	 the	 left	 is	 the	

contralateral	hemisphere	which	was	the	focus	of	local	connectivity	mapping	paradigms.	
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5.3.5 PHARMACOLOGICAL	INTERVENTIONS	TO	PHOTOSTIMULATION	PROTOCOLS	

	

Tetrodotoxin	

	

Tetrodotoxin	 (TTX,	 Merck)	 is	 a	 Sodium	 (Na)	 channel	 blocker	 and	 inhibits	 action	

potentials.	Hence	by	adding	TTX	to	the	aCSF	in	the	slice	recording	chamber	one	can	stop	

any	postsynaptic	 activity	 and	 in	principle	 reduce	photocurrent	mediated	pre-synaptic	

release	on	to	post-synaptic	synaptic	terminals.	With	this	in	mind,	after	full	FoV	and	single	

neuron	 precision	 photostimulation,	 I	 added	 1	 µM	 TTX	 to	 the	 aCSF	 to	 the	 recording	

chamber	aCSF	supply.	I	waited	5	minutes	to	allow	the	TTX	to	fully	bind	to	Na	channels	

before	re-running	full	FoV	photostimulation	protocols	as	discussed	above.	The	goal	was	

to	eliminate	polysynaptic	activity	(that	is,	activity	comprised	of	neurons	within	the	local	

network	 activating	 one	 another	 as	 a	 downstream	 functional	 consequence	 of	

photostimulating	the	initial	neuron-	this	could	eventually	lead	to	more	afferent	inputs	to	

the	 patched	 neuron	 i.e.	 polysynaptic	 activity)	 and	 understand	 if	 future	 functional	

mapping	procedures	should	by	default	utilise	TTX;	polysynaptic	activity	is	a	confounding	

variable	for	functional	mapping	assays.	

	

4-Aminopyridine		

	

4	 -	 Aminopyridine	 (4-AP,	 Merck)	 is	 an	 antagonist	 of	 voltage-gated	 potassium	 (K)	

channels.	Hence,	it	also	helps	inhibit	any	action	potential	initiation	and	propagation.	It	

was	added	to	aCSF	to	give	a	final	concentration	of	0.5	µM	and	was	paired	with	TTX	for	the	

‘Area	 2’	 functional	 mapping	 dataset	 of	 this	 chapter.	 This	 combination	 of	 chemicals	

together	was	meant	to	block	any	action	potentials	in	the	preparation	whilst	carrying	out	

any	functional	connectivity	assays.	This	would	eliminate	polysynaptic	activity	along	with	

the	addition	of	TTX	but	lead	us	to	relying	on	sufficient	depolarisation	of	the	putative	pre-

synaptic	neuron	when	photostimulated;	 in	the	absence	of	an	AP	the	neuron	could	still	

release	 neurotransmitter	 if	 depolarised	 sufficiently-	 allowing	 still	 enabling	 functional	

connectivity	experiments.	
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Kynurenic	Acid	

	

Kynurenic	 acid	 (Merck)	 is	 an	 antagonist	 of	 AMPA,	 NMDA,	 and	 Glutamate	 receptors.	

Hence,	 addition	 of	 the	 substance	 in	 to	 aCSF	 inhibits	 post-synaptic	 events.	 I	 aimed	 to	

‘spike’	 the	 bath	 with	 the	 substance	 to	 eliminate	 any	 photostimulation	 mediated	

responses	in	the	patched	neuron;	if	adding	Kynurenic	acid	to	the	bath	stops	any	response	

currents	in	the	postsynaptic	neuron	following	photostimulation	of	pre-synaptic	neurons	

or	more	generally	the	microscope	FoV,	this	can	be	seen	as	a	confirmation	of	functional	

connectivity.	This	pharmacological	intervention	strategy	was	used	for	the	‘Area	1’	dataset	

of	this	chapter	(described	in	5.4).	In	practice,	100	µL	of	2	mM	Kynurenic	acid	was	micro-

pipetted	into	the	recording	chamber	to	bring	the	final	concentration	to	4	µM.	Care	was	

taken	to	not	nudge	any	equipment	or	induce	any	turbulences	in	the	aCSF	whilst	pipetting	

to	minimise	disruptions	to	the	electrophysiological	recording.	This	step	was	done	after	

photostimulation	epochs.	

	

5.3.6 DATA	ANALYSIS	

	

ata	 analysis	 for	 this	 chapter	was	 split	 in	 to	 two	 halves:	 	mEPSC	 detection	 and	

characterisation,	 and	 general	 electrophysiological	 analysis	 and	 connectivity	

analysis.	

	

mEPSC	detection	

	

mEPSCs	were	 detected	 and	 characterised	 using	 the	 open-source	 software	WinEDR	 (v	

3.9.7,	 Strathclyde	 Electrophysiology	 Software).	 Raw	 electrophysiological	 traces	 were	

output	 from	 Signal	 (V6.05b,	 Cambridge	 Electronic	 Devices)	 and	 input	 in	 to	WinEDR.	

WinEDR	then	output	summary	data	frames	which	I	then	processed	further	using	custom	

python	scripts.	
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Cross-correlation	analysis	for	single	neuron	functional	mapping	

	

Cross-correlation	analysis	aims	to	characterise	the	events	(response)	around	a	stimulus	

time-	with	 the	 stimulus	 here	 referring	 to	 presynaptic	 photostimulation	 and	 response	

refers	to	mEPSC	events.	It	takes	the	time	of	each	event	and	subtracts	it	from	the	stimulus	

time,	after	which	this	difference	is	this	plotted	as	a	histogram.	By	using	this	analysis,	I	

sought	to	view	if	there	were	any	changes	in	peri-stimulus	events	between	the	different	

pre-synaptic	neuron	photostimulation	epochs.	

	

This	analysis	was	done	in	python.	I	looked	at	time	difference	windows	±100	ms	from	the	

stimulus	and	plotted	them	for	each	photostimulation	epoch.	

	

General	electrophysiological	data	analysis	

	

Save	for	mEPSC	detection	and	characterisation,	I	analysed	all	electrophysiological	data	

using	 custom	 python	 scripts	 which	 read	 in	 raw	 recordings	 and	 processed	 them	

accordingly.	

	

5.4 RESULTS	

	

esults	for	this	chapter	are	split	across	two	data	sets.	The	first,	labelled	‘Area	1’,	is	a	

specific	 PFC	 region	 containing	 a	 non-expressing	 putative	 pyramidal	 neuron	

centred	within	the	microscope	Field	of	View	(FoV	–	198	µm	x	345	µm)	and	is	surrounded	

by	opsin	expressing	processes	and	neurons	as	discerned	by	GFP	signal.		The	second	data	

set	is	labelled	‘Area	2’	and	is	taken	from	a	second	animal.	It	is	another	PFC	area	that	is	

ostensibly	 similar	 to	 Area	 1.	 Both	 tissue	 samples	 were	 obtained	 using	 the	 same	

methodologies-	 from	 animal	 care	 and	 transgenic	 strategy	 to	 tissue	 slice	 preparation.	

Finally,	 in	 both	 samples	 the	 non-expressing	 target	 cell	 was	 patched	 using	 the	

R	
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methodology	used	in	Section	2.5.1.	The	recording	was	left	in	Voltage	Clamp	to	monitor	

photocurrents	 or	 Excitatory	 Post-Synaptic	 Currents	 (EPSCs).	 The	 patched	 neuron	 is	

referring	 to	 the	 post-synaptic	 neuron,	 and	 any	 neurons	 targeted	 for	 single	 neuron	

photostimulation	are	referred	to	as	putative	pre-synaptic	neurons.	

	

5.4.1 AREA	1	MICROSCOPE	FIELD	OF	VIEW	

	

he	first	data	set	for	this	chapter	is	described	at	the	beginning	of	this	results	section.	

The	postsynaptic,	patched	neuron	was	a	non-expressing	neuron,	as	confirmed	by	

both	GFP	signal	and	no	direct	photocurrents	 from	single	cell	photostimulation.	The	IR	

and	GFP	FoV	for	this	area	are	shown	below	in	Figure	5-4.	
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Figure	5-4	Area	1	Field	of	View	and	experimental	 functional	 connectivity	map.	 The	microscope	FoV	

shown	by	an	IR	 image	of	 the	area	a,	and	b	490	nm	image	of	 the	area.	The	patched,	non-	expressing	post-

synaptic	neuron	is	circled	with	a	20	µm	black	circle.	Scale	bars	are	20	µm.	The	FoV	was	353	µm	x	186	µm.	
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5.4.2 AREA	 1:	 FULL	 FIELD	 OF	 VIEW	 PHOTOSTIMULATION	 WITH	 TTX,	 4-AP,	 AND	

KYNURENIC	ACID	CONFIRMS	FUNCTIONAL	CONNECTIVITY	

	

hotostimulating	the	full	addressable	area	of	the	microscope’s	Field	of	View	(FoV)	

using	 a	 10	ms	 light	 pulse	 at	 5	 Hz	 (vertical	 blue	 bars)	 demonstrates	 functional	

connectivity	and	polysynaptic	activity	following	stimulation	epochs.	The	power	density	

of	the	photostimulation	pattern	was	0.67	mW/µm2.	The	raw	electrophysiological	traces	

are	 shown	 in	 Figure	 5-5	 below.	 Figure	 5-5	 a	 shows	 the	 response	 current	 whilst	

photostimulating	the	slice	with	aCSF	containing	1	µM	TTX	and	0.5	µM	4-AP,	and	b	shows	

the	 current	 response	 in	 the	postsynaptic	 neuron	 after	 spiking	 the	 recording	 chamber	

with	4	µM	4-Aminopyridine	to	block	any	synaptic	events	in	the	post-synaptic	neuron.	We	

see	that	in	b	there	is	minimal	discernible	current	response	to	photostimulation,	serving	

as	 a	 confirmation	 of	 functional	 connectivity.	 We	 also	 note	 the	 25	 ms	 delay	 between	

photostimulation	and	response	current	in	the	postsynaptic	neuron.	
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Figure	5-5	Area	1	full	Field	of	View	photostimulation	with	Kynurenic	acid	spike	confirms	functional	

connectivity.		Photostimulating	the	full	addressable	area	of	the	microscope’s	Field	of	View	(FoV)	using	a	10	

ms	 light	pulse	at	 5	Hz	 (vertical	 blue	bars)	 demonstrates	 functional	 connectivity	and	polysynaptic	 activity	

following	stimulation	epochs.	The	power	density	of	the	photostimulation	pattern	was	0.67	mW/µm2.	a	shows	

the	 response	 current	whilst	 using	 aCSF	 containing	 1	 µM	TTX	 and	 0.5	 µM	 4-AP,	 and	 b	 shows	 the	 current	

response	in	the	postsynaptic	neuron	after	spiking	the	recording	chamber	with	4	µM	4-Aminopyridine	to	block	

any	synaptic	events	in	the	post-synaptic	neuron.	We	see	that	in	b	there	is	minimal	discernible	current	response	

to	 photostimulation,	 serving	 as	 a	 confirmation	 of	 functional	 connectivity.	 We	 also	 note	 the	 25	 ms	 delay	

between	photostimulation	and	response	current	in	the	postsynaptic	neuron.	

	

5.4.3 AREA	1:	FULL	FIELD	OF	VIEW	PHOTOSTIMULATION	TRIAL	OVERLAYS	

	

he	same	raw	traces	for	the	dataset	Figure	5-5	is	shown	in	Figure	5-6.	We	see	more	

clearly	how	there	are	time	delayed	current	responses	following	photostimulation	

(Figure	5-6	a).	We	also	observe	asynchronous	synaptic	events.	Figure	5-6	b	then	goes	on	

T	
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to	demonstrate	that	adding	Kynurenic	acid	to	the	recording	chamber	eliminations	any	

current	responses	in	the	post-synaptic	neuron.	

	

	

	
Figure	5-6	Area	1:	Full	Field	of	View	photostimulation	trial	overlays.	Trial	overlays	for	full	Field	of	View	

photostimulation	using	aCSF	with	a	 1µM	TTX	and	0.5	µM	4-Aminopyridine,	 and	b	 the	 same	but	with	 the	

addition	of	4	µM	Kynurenic	acid.	a	shows	a	time	delayed	current	response	following	photostimulation-	in	2	of	

5	trials.	We	also	observe	asynchronous	synaptic	events.	b	then	goes	on	to	demonstrate	that	adding	Kynurenic	

acid	to	the	recording	chamber	eliminates	any	photocurrent	mediated	current	responses	in	the	post-synaptic	

neuron,	indicating	functional	connectivity	between	non-Inter-Telencephalic	neurons	and	Inter-Telencephalic	

neuron.	

	

5.4.4 AREA	 2	 MICROSCOPE	 FIELD	 OF	 VIEW	 AND	 EXPERIMENTAL	 FUNCTIONAL	

CONNECTIVITY	MAP	

	

he	microscope	FoV	and	connectivity	map	for	area	2	is	shown	in	Figure	5-7.	Figure	

5-7	a	shows	an	IR	image	of	the	area,	and	Figure	5-7	b	shows	a	490	nm	image	of	the	

area.	The	patched,	non-	expressing	putative	pyramidal	neuron	is	circled	in	black	with	a	

dimeter	of	20	µm.	Neurons	which	appeared	GFP	positive	and	hence	photostimulated	as	

potential	pre-synaptic	neurons	relative	to	the	patched	neuron	are	circled	in	white,	with	

diameters	of	10	µm.	Scale	bars	are	20	µm.	
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Figure	5-7	Area	2	Field	of	View	and	experimental	functional	connectivity	map.	a	shows	an	IR	image	of	

the	area,	and	b	a	490	nm	image	of	the	area.	The	patched,	non-	expressing	putative	pyramidal	neuron	is	circled	

in	 black	 with	 a	 dimeter	 of	 20	 µm.	 Neurons	 which	 appeared	 GFP	 positive	 and	 hence	 photostimulated	 as	

potential	pre-synaptic	neurons	relative	to	the	patched	neuron	are	circled	in	white,	with	diameters	of	10	µm.	

Scale	bars	are	20	µm.	The	entire	field	of	View	was	353	µm	x	186	µm.	
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5.4.5 AREA	 2:	 DISTANCES	 OF	 PUTATIVE	 PRE-SYNAPTIC	 NEURONS	 FROM	 THE	 POST-

SYNAPTIC	NEURON	

	

he	 distance	 of	 each	 putative	 presynaptic	 neuron	 targeted	 for	 single	 neuron	

precision	functional	connectivity	mapping	is	summarised	in	table	5-1.	

	

Presynaptic	

Neuron	ID	

X	 distance	

(µm)	

Y	 distance	

(µm)	

Z	 distance	

(µm)	

Euclidean	distance		

(µm)	

1	 4.8	 15.5	 0	 16.23	

2	 -35.8	 27.3	 0	 45.02	

3	 55.9	 -12.3	 0	 57.24	

4	 71	 -2.5	 0	 71.04	

5	 89.8	 -2	 0	 89.82	

6	 -48.1	 76.7	 0	 90.53	

7	 92.6	 3	 0	 92.65	

8	 127.2	 25.3	 0	 129.69	

9	 -105.2	 20.1	 0	 107.10	
	

Table	5-1	Distances	of	putative	pre-synaptic	neurons	from	the	post-synaptic	neuron.	Distances	were	

found	 by	 monitoring	 the	 lateral	 stage	 displacement	 when	 moving	 target	 neurons	 to	 the	 centre	 of	 the	

microscope	Field	of	View.	Note,	a	negative	X	distance	means	the	neuron	was	to	the	right-hand	side	of	the	post-

synaptic	neuron	relative	to	the	image,	and	negative	Y	distance	means	the	neuron	was	below	the	post-synaptic	

neuron.	

	

5.4.6 AREA	 1:	 FULL	 FIELD	 OF	 VIEW	 PHOTOSTIMULATION	 SHOWS	 FUNCTIONAL	

CONNECTIVITY,	AND	POLYSYNAPTIC	ACTIVITY	

	

y	photostimulating	 the	 full	addressable	area	of	 the	DMD	as	described	 in	5.3.3,	 I	

observed	large,	stimulus-synchronised	response	currents	in	the	voltage	clamped	

post-synaptic	cell	(Figure	5-8).	Further,	there	were	noticeable	increases	in	asynchronous	

T	

B	
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synaptic	events	suggesting	polysynaptic	activity	induced	by	photostimulation.	Adding	1	

µM	Tetrodotoxin	(TTX)	to	 the	aCSF	as	described	 in	5.3.5	saw	a	noticeable	decrease	 in	

asynchronous	responses.	Interestingly,	it	appeared	that	the	first	full	FoV	stimulation	trial	

using	TTX	induced	an	action	current	in	the	patched	neuron.	This	is	discussed	further	in	

Section	5.5	of	this	chapter	but	in	brief	could	indicate	incomplete	binding	of	TTX	to	Nav	

channels.	

	

	

Figure	5-8	Area	2	Full	Field	of	View	photostimulation	shows	functional	connectivity	and	polysynaptic	

activity.	Photostimulating	the	full	addressable	area	of	the	microscope’s	Field	of	View	(FoV)	using	a	10	ms	light	

pulse	at	5	Hz	(vertical	blue	bars)	demonstrates	 functional	connectivity	and	polysynaptic	activity	 following	

stimulation	epochs.	a	shows	the	response	current	whilst	using	regular	aCSF,	and	b	shows	the	current	response	

in	 the	 postsynaptic	 neuron	 after	 a	 1	 µM	addition	 of	 Tetrodotoxin	 (TTX)	 to	 the	 recording	 chamber	 of	 the	

microscope.	We	see	that	in	b	there	is	a	noticeable	decrease	in	polysynaptic	activity	relative	to	a.	The	power	

density	of	the	photostimulation	pattern	was	0.67	mW/µm2.	

	



-	146	-	

	

5.4.7 AREA	2:	FULL	FIELD	 OF	VIEW	 PHOTOSTIMULATION	 TRIAL	 OVERLAYS	 AND	 PEAK	

RESPONSE	QUANTIFICATION	

	

n	the	same	data	shown	in	5.4.6,	a	desensitisation	of	current	responses	in	the	patched	

post-synaptic	 neuron	 was	 seen	 after	 sequential	 photostimulation	 trials.	 The	

simulation	frequency	was	5	Hz,	with	each	stimulation	epoch	 lasting	10	ms.	Figure	5-9	

shows	a	quantification	of	this	observation.		

	

	

Figure	5-9	Full	Field	of	View	photostimulation	trial	overlays	and	peak	response	quantification.	The	

peak	aggregate	current	response	in	the	post-synaptic	neuron	decreased	with	subsequent	photostimulation	

trial.	 a	 and	 b	 show	 the	 single	 trial	 overlays	 in	 grey	 (no	 pharmacological	 intervention	 and	 with	 1	 µm	

Tetrodotoxin	 respectively),	 with	 and	 the	 trial	 averaged	 responses	 are	 in	 black	 (n	 =	 5).	 c	 and	 d	 plot	 the	

quantified	peak	aggregate	response	of	each	trial.	

I	
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Once	 the	 full	 FoV	 response	 demonstrated	 that	 there	 was	 some	 form	 of	 functional	

connectivity	 within	 the	 addressable	 area	 of	 the	 microscope,	 I	 sought	 to	 map	 single-

neuron	resolution	functional	connectivity.	Note,	the	TTX	full	FoV	experiments	in	5.3.6-7	

above	 were	 done	 after	 these	 single	 neuron	 mapping	 experiments	 in	 order	 to	 allow	

photostimulation	trials	to	evoke	action	potentials	in	putative	pre-synaptic	neurons.	

	

5.4.8 AREA	2:	SINGLE	NEURON	RESOLUTION	CONNECTIVITY	MAPPING	–	POST-SYNAPTIC	

NEURON	MEPSC	TRIAL	OVERLAYS	

	

he	methodology	 for	single	neuron	resolution	 functional	connectivity	mapping	 is	

described	in	section	5.3.4.	Figure	5-10	shows	the	average	trial	overlays	for	each	

putative	 pre-synaptic	 neuron	 photostimulation	 epoch	 (neurons	 1	 -9),	 as	 well	 as	 the	

baseline	trial	overlays	whilst	not	simulating	anything.	Light	grey	traces	are	single	trials;	

black	 traces	 are	 trial	 averages	 across	 however	 many	 photostimulation	 trials	 were	

conducted	on	that	particular	neuron;	grey	shaded	areas	represent	the	standard	deviation	

of	 the	 traces,	 and	 blue	 bars	 represent	 photostimulation	 epochs.	 Average	 traces	 in	 all	

recording	 epoch	 are	 seen	 to	 be	 almost	 flat,	 with	 no	 discernible	 response	 to	 the	

photostimulation	epochs.	

	

T	
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Figure	5-10	Single	and	average	trial	overlays	for	each	pre-synaptic	neuron	photostimulation	epoch.		

The	average	trial	overlays	for	each	putative	pre-synaptic	neuron	photostimulation	epoch	(neurons	1	-9),	as	

well	as	the	baseline	trial	overlays	whilst	not	simulating	anything.	Each	pre-synaptic	neuron	was	stimulated	

with	a	5	µm	light	spot	with	a	power	density	of	0.128	µ𝑊 µ𝑚!$ ,	and	a	pulse	duration	of	10	ms	with	a	frequency	

of	 1	 Hz.	 Light	 grey	 traces	 are	 single	 trials;	 black	 traces	 are	 trial	 averages	 across	 however	 many	

photostimulation	trials	were	conducted	on	that	particular	neuron;	grey	shaded	areas	represent	the	standard	

deviation	 of	 the	 traces,	 and	 blue	 bars	 represent	 photostimulation	 epochs.	 Average	 traces	 in	 all	 recording	

epochs	are	seen	to	be	almost	flat.	
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5.4.9 AREA	2:	SINGLE	NEURON	RESOLUTION	CONNECTIVITY	MAPPING	–	POST-SYNAPTIC	

NEURON	MEPSC	AMPLITUDE	DISTRIBUTIONS	

	

nother	 metric	 for	 assessing	 functional	 connectivity	 is	 mEPSC	 amplitudes.	 The	

larger	the	AP	or	depolarisation	of	the	pre-synaptic	terminal,	the	larger	the	release	

of	neurotransmitter,	and	hence	larger	the	mEPSC	on	the	post-synaptic	neuron.	Figure	5-

11	shows	normalised	histograms	of	mEPSC	events	recorded	in	the	post	synaptic	neuron	

during	 the	 set	 of	 photostimulation	 epochs.	 Plotted	 on	 top	 of	 each	 distribution	 is	 the	

Kernel	Density	Estimate	for	the	data.	Upon	inspection,	 the	distributions	of	each	epoch	

look	qualitatively	similar.	 If	 there	were	functional	connectivity,	one	might	see	a	 larger	

number	of	larger	mEPSCs,	or	perhaps	a	larger	number	of	events	in	general.	

A	
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Figure	5-11	normalised	mEPSC	amplitude	distributions	recorded	in	the	post-synaptic	neuron	for	each	

photostimulation	 epoch.	 Distributions	 are	 normalised	 to	 the	 recording	 duration	 each	 specific	

photostimulation	epoch,	 either	 in	 the	 control	with	no	photostimulation	or	whilst	 stimulating	pre-synaptic	

neurons	 1-9.	 The	 blue	 curves	 are	 the	 Kernel	 Density	 Estimates	 of	 the	 respective	 distribution.	 Single	 and	

average	trial	overlays	for	each	pre-synaptic	neuron	photostimulation	epoch.		
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5.4.10 AREA	 2:	 SINGLE	 NEURON	 RESOLUTION	 CONNECTIVITY	 MAPPING:	 POST-

SYNAPTIC	NEURON	MEPSC	CROSS-CORRELATIONS	

	

s	photostimulation	could	 in	principle	affect	 the	number	of	peri-stimulus	mEPSC	

events	 in	 the	 postsynaptic	 neuron,	 I	 conducted	 a	 cross-correlation	 analysis	 as	

described	in	Section	5.3.6.		The	results	are	shown	in	figure	5-12,	with	each	subplot	once	

again	 showing	 the	 results	 from	 each	 photostimulation	 epoch,	 as	 well	 as	 the	 no-

stimulation	control.		

	

We	note	that	upon	qualitative	review	of	the	data,	there	seems	to	be	no	difference	between	

each	epoch	in	terms	of	peri-stimulus	event	times	and	occurrences	in	general;	we	would	

expect	 to	 see	 more	 peri-stimulus	 events	 if	 there	 was	 a	 functionally	 connected,	

photostimulated	pre-synaptic	neuron.	In	attempt	to	quantify	this,	I	decided	to	count	the	

average	number	of	events	recorded	in	the	200	ms	window	post-stimulus.	

	

A	
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Figure	5-12	Cross-correlation	analysis	of	peri-stimulus	mEPSC	events.	 The	dashed	grey	vertical	 lines	

mark	 the	photostimulation	 time,	and	the	x-axis	 spans	±100	ms	 from	this	 time.	Each	plot	 is	 titled	with	 the	

respective	photostimulation	epoch.	



-	153	-	

	

5.4.11 AREA	 2:	 NORMALISED	 NUMBER	 OF	 MEPSCS	 WITHIN	 200	 MS	 FROM	

PHOTOSTIMULATION	

	

he	 normalised	 number	 of	 mEPSC	 events	 recorded	 in	 the	 post-synaptic	 neuron	

during	each	photostimulation	epoch	are	shown	below	in	Figure	5-13.	

	

	

Figure	5-13	Normalised	number	of	mEPSC	events	per	photostimulation	epoch.	Neuron	0	represents	the	

control	recording	with	no	photostimulation,	and	all	other	neurons	are	the	same	labelled	putative	presynaptic	

neurons	in	the	preceding	data.	The	horizontal	dashed	line	represents	the	baseline	mEPSC	quantity.	

	

One	can	interpret	figure	5-11	as	the	average	number	of	mEPSCs	recorded	across	all	trials	

for	each	particular	pre-synaptic	neuron	photostimulation	epoch.	We	see	that	in	7	of	the	

9	epochs	there	is	a	smaller	number	of	events	recorded	relative	to	the	baseline	recording.	

	

	

	

T	
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5.4.12 AREA	 2:	 MEPSC	 RATE	 VS.	 PRE-SYNAPTIC	 DISTANCE	 FROM	 THE	 POST-

SYNAPTIC	NEURON	

	

nother	 parameter	 which	 has	 been	 shown	 to	 effect	 functional	 connectivity	

probability	 is	 distance	 between	 neurons.	 As	 such,	 I	 took	 careful	 note	 of	 these	

distance	when	photostimulating	pre-synaptic	neurons.	Figure	5-14	shows	the	functional	

connectivity	mapping	data	from	area	1	sorted	with	respected	to	pre-	and	post-	synaptic	

neuron	distance.	Note,	 the	data	point	at	0	µm	belongs	to	the	baseline	recording	of	the	

post-synaptic	neuron	itself	whilst	not	photostimulation	was	happening.		

	

Figure	5-14	mEPSC	rate	vs.	pre-synaptic	neuron	distance	from	the	post-synaptic	neuron.	The	dashed	

horizontal	line	represents	the	baseline	mEPSC	rate	whilst	no	photostimulation	is	occurring.		

	

It	is	seen	that	there	does	seem	to	be	a	downward	trend	in	mEPSC	rate	as	the	distance	of	

photostimulated	neuron	increases.		

	

	

	

	

A	
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5.5 DISCUSSION	

	

5.5.1 REFLECTIONS	ON	CHAPTER	AIMS	

	

I	 demonstrate	 local	 functional	 connectivity	 between	 Inter-Telencephalic	 and	 non-Inter	

Telencephalic	neurons	

	

I	 show	 using	 full	 field	 of	 view	 photostimulation	 at	 light	 power	 densities	 surpassing	

literature	stated	values	for	evoking	APs	in	ChR2	expressing	neurons	that	local	functional	

connectivity	 from	 IT	 neurons	 to	 non-IT	 neurons	 exist.	 By	 pharmacologically	 blocking	

synaptic	 input	 in	the	post-synaptic	patched	neuron,	 I	eliminated	any	photostimulation	

synchronised	events	in	the	non-expressing,	postsynaptic	neuron	(Figure	5-5).	

	

I	 found	 no	 evidence	 of	 single	 neuron	 precision	 functional	 connectivity	 in	 the	 subset	 of	

neurons	tested	

	

After	 verifying	 local	 functional	 connectivity	 in	 a	 second	 area,	 I	 attempted	 to	 map	

functional	 connectivity	 with	 single	 neuron	 precision.	 I	 saw	 no	 evidence	 of	 single	

connections	between	 IT	neurons	and	 the	post-synaptic,	non-IT	neuron.	However,	 it	 is	

important	 to	note	that	 I	did	not	assay	every	neuron	within	the	microscope	FoV	hence	

cannot	 conclude	 that	 there	were	 no	 single-neuron	 connections.	 The	 full	 field	 of	 view	

verification	 step	 (Figure	 5-8)	 suggests	 that	 there	 were	 indeed	 functional	 synapses	

present	in	the	field	of	view-	these	could	in	principle	come	from	neurons	outside	of	the	

tested	FoV,	or	even	from	neurons	which	I	simply	did	not	test.	The	reason	I	did	not	was	

for	fear	of	cell	death;	I	deemed	it	more	important	to	reseal	the	patched	neuron	and	fix	the	

sample	in	PFA	(methodology	in	section	4.3.10-12)	in	the	hope	of	gaining	a	morphological	

reconstruction	of	 the	neuron	and	the	other	putative	presynaptic	neurons.	 	This	way,	 I	

could	try	to	get	an	idea	of	structural	connectivity	with	the	view	of	marrying	structural	
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and	functional	data,	which	in	the	idealistic	experimental	world	would	be	the	goal	for	all	

such	connectivity	mapping	experiments.		

	

5.5.2 FUTURE	DIRECTIONS	AND	CONSIDERATIONS	

	

There	 were	 4	 key	 challenges	 and	 limitations	 to	 the	 experiments	 conducted	 in	 this	

chapter,	and	they	all	point	towards	future	directions	of	this	work.	

	

1) No	 verification	 of	 putative	 pre-synaptic	 activity	 upon	 single	 neuron	

precision	 photostimulation-	 be	 it	 spiking	 or	 subthreshold	 depolarisations.	

Without	 any	 direct	 verification	 of	 putative	 presynaptic	 activity	 following	

photostimulation,	 I	 was	 relying	 on	 measuring	 a	 postsynaptic	 response	 or	 a	

probabilistic	inference	of	presynaptic	activity	which	derives	from	a	knowledge	of	

photocurrent	 characteristics	 as	 a	 consequence	 of	 specific	 photostimulation	

paradigms.	 However,	 this	 methodology	 could	 certainly	 be	 improved.	 First,	 we	

could	 scale	 up	 the	 number	 of	 neurons	 patched	 or	move	 towards	 an	 all-optical	

approach	 to	optically	 readout	pre-synaptic	 activity.	This	direction	 in	particular	

will	be	discussed	in	the	next	chapter.	Secondly,	we	need	to	gain	a	larger	dataset	

containing	 expected	 photocurrents	 resulting	 from	 the	 set	 of	 photostimulation	

parameters	 (spot	 size,	 pulse	 duration,	 and	 power	 density)	 used,	 as	 well	 as	 a	

measure	of	spiking	probability	given	these	parameters.	In	this	way	we	can	start	to	

quantify	the	likelihood	of	pre-synaptic	response	to	photostimulation.	For	instance,	

if	we	find	that	given	a	specific	combination	of	photostimulation	parameters	that	

there	is	a	90	%	chance	of	evoking	an	AP	in	IT	neurons	using	our	animal	model,	and	

we	 conducted	 100	 pairing	 trials,	we	 could	 infer	 that	 there	were	 90/100	 trials	

which	evoked	an	AP	if	the	neuron	was	expressing	ChR2	91.	Indeed,	this	was	the	

original	plan	but	unfortunately	circumstance	dictated	otherwise.	

	

2) It	was	a	many-to-one	mapping	paradigm,	which	doesn’t	consider	bidirectional	

functional	connectivity	or	many-to-many	functional	connections.	We	could	scale	
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up	the	number	of	patched	cells-	even	adding	one	more	recording	channel	could	

help	to	rapidly	assay	functional	connectivity	in	our	model.	Once	again,	taking	an	

optical	approach	could	bypass	this	limitation	completely	and	bring	us	towards	the	

domain	 of	 many-to-many	 functional	 mapping	 paradigms-	 though	 this	 will	 be	

discussed	in	more	fully	in	Section	6.5.2.	

	

3) Expression	 variability	 and	 cell	 health.	 This	 factor	 was	 perhaps	 the	 biggest	

roadblock	faced-	we	observed	variable	opsin	expression,	inconsistent	GFP	signal,	

and	consistent	poor	cell	health.	In	terms	of	GFP	signal,	it	was	most	often	the	case	

that	the	fluorescent	neurons	were	dead,	and	non-fluorescent	appearing	neurons	

were	sometimes	ChR2	expressing.	This	suggests	that	opsin	expression	was	bad	

for	 brain	 slice	 and	 neuron	 health-	 perhaps	 due	 to	 excitotoxicity	 and/or	 over	

expression.	Furthermore,	it	became	quickly	apparent	that	we	couldn’t	necessarily	

rely	 on	 looking	 for	 GFP	 and	 hence	 ChR2	 expressing	 IT	 neurons	 for	 functional	

mapping	 experiments.	 Hence,	 going	 forward	 I	 suggest	 two	 strategies.	 First,	

optimising	viral	injection	protocols,	to	find	the	optimal	viral	titre,	injection	rates,	

and	expression	time	post-surgery.	It	could	have	been	that	the	two-week	wait	time	

was	too	long,	and	overexpression	proved	detrimental	to	neuronal	health.		Second,	

we	 could	 attempt	 to	 slice	 in	 the	 dark	 with	 red	 light	 sources	 to	 guide	 our	

dissections.	This	will	minimise,	if	not	stop,	actuation	of	ChR2-mediated	currents	

hence	minimising	the	effects	of	excitotoxicity	arising	from	stray	light.		

	

4) Poor	 axial	 confinement	 of	 light	 spots.	 Though	 this	 particular	 limitation	was	

known	 from	 the	 get-go,	 it	 was	 an	 inherent	 shortcoming	 of	 the	 illumination	

strategy.	Single	photon	light	sources	like	the	one	used	for	this	in	microscope	have	

poor	axial	confinement.	This	can,	however,	be	either	worked	around	or	eliminated	

as	 an	 issue.	We	 could	 intentionally	map	 the	 functional	 connectivity	of	 neurons	

which	have	a	natural	spatial	separation-	for	instance	the	inter-laminar	IT	neurons	

described	in	Section	5.2.2.	Alternatively,	we	could	switch	to	2-photon	modalities	

which	 due	 to	 the	 underlying	 physics	 have	 high	 axial	 confinement	 and	 optical	
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sectioning	 capabilities	 (discussed	 in	 Section	 1.4.3).	 However,	 this	would	mean	

changing	the	optical	system	entirely	so	is	perhaps	less	of	a	practical	route.	

	

Overall,	I	conclude	that	while	the	datasets	obtained	for	this	chapter	were	limited	due	to	

many	factors,	our	 light	patterning	system	is	 indeed	capable	of	single	neuron	precision	

optical	functional	mapping	of	IT	neurons	in	our	specific	animal	model.	However,	within	

specific	bounds	considering	the	poor	axial	confinement	of	our	spots,	and	with	room	for	

improvement	as	discussed	above.		
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CHAPTER	6 	

ALL-OPTICAL	CROSSTALK-FREE	MANIPULATION	AND	

READOUT	OF	CHRONOS	EXPRESSING	NEURONS	
	

	

Foreword	 note:	 this	 chapter	 is	 minimally	 adapted	 from	 my	 publication:	 “All-optical	

crosstalk-free	manipulation	and	readout	of	Chronos-expressing	neurons”	57.	The	publication	

is	permissioned	for	use	under	the	terms	of	the	Creative	Commons	Attribution	3.0	licence.	

The	methods	and	results	sections	remain	largely	the	same,	whilst	other	sections	have	been	

adapted	to	help	fit	the	narrative	of	this	thesis.	

	

The	author	contributions	for	the	publication	were	as	follows:	experimental	planning	was	

conducted	by	myself	(NS)	and	Dr	Foust	(AJF);	experimental	execution	was	conducted	by	NS,	

with	exception	of	the	TTX	experiments	which	were	conducted	by	Dr	Peter	Quicke	(PQ);	data	

analysis	was	conducted	by	NS,	with	checks	and	TTX	data	analysis	by	PQ;	figure	creation	was	

done	by	NS;	manuscript	writing	was	done	by	NS	and	AJF.	At	all	stages	AJF	provided	oversight	

and	guidance,	along	with	Prof	Simon	Schultz.	
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6.1 	ABSTRACT	

	

ll-optical	neurophysiology	allows	the	manipulation	and	readout	of	neural	activity	

with	 single	 cell	 spatial	 precision	 and	 millisecond	 temporal	 resolution.	 Such	

experimental	paradigms	are	built	upon	two	strategies:	optical	perturbation	of	neuronal	

activity,	and	optical	readout	of	neuronal	activity.	For	the	former,	neurons	can	be	made	to	

ectopically	express	proteins	which,	upon	light	absorption,	can	actuate	transmembrane	

currents.	This	allows	optical	 control	of	membrane	potential	and	Action	Potential	 (AP)	

signalling.	 For	 the	 latter,	 neurons	 can	 be	 genetically	 or	 synthetically	 labelled	 with	

fluorescent	 reporters	 of	 cellular	 activity	 including	 membrane	 potential,	 calcium	

dynamics,	or	 even	neurotransmitter	 release.	Combining	 these	 two	paradigms	one	 can	

optically	assess	the	functional	architectures	of	neuronal	microcircuits.		

	

However,	to	optically	manipulate	and	readout	neural	activity	in	parallel,	two	spectra	are	

involved:	 the	 action	 spectrum	 of	 the	 actuator,	 and	 the	 absorption	 spectrum	 of	 the	

fluorescent	 reporter.	Crucially,	 overlap,	 or	 crosstalk,	 between	 these	 spectra	 can	 cause	

unintended	artefacts	in	either	direction.	At	time	of	writing	the	paper	that	this	chapter	was	

based	 upon,	 previous	 all-optical	 approaches	 had	 been	 hindered	 by	 unintended	

photostimulation	of	neural	activity	by	light	intended	for	activity	readout.	

		

Here,	we	pair	the	blue-green	absorbing	optogenetic	actuator,	Chronos,	with	a	synthetic,	

deep	red-emitting	fluorescent	calcium	reporter	CaSiR-1.	We	show	that	cultured	Chinese	

hamster	ovary	cells	 transfected	with	Chronos	do	not	exhibit	 transmembrane	currents	

when	 illuminated	 with	 wavelengths	 and	 intensities	 suitable	 for	 exciting	 one-photon	

CaSiR-1	 fluorescence.	We	 then	 demonstrate	 crosstalk-free,	 high	 signal-	 to-noise	 ratio	

CaSiR-1	 red	 fluorescence	 imaging	 at	 100	 frames	 s−1	 of	 Chronos-mediated	 calcium	

transients	evoked	in	neurons	with	blue	light	pulses	at	rates	up	to	20	Hz.	These	results	

indicate	 that	 the	 spectral	 separation	 between	 red	 light	 excited	 fluorophores,	 excited	

efficiently	 at	 or	 above	 640	 nm,	with	 blue-green	 absorbing	 opsins	 such	 as	 Chronos,	 is	

sufficient	to	avoid	spurious	opsin	actuation	by	the	imaging	wavelengths	and	therefore	

enable	crosstalk-free	all-	optical	neuronal	manipulation	and	readout.	

A	
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6.2 INTRODUCTION	

	

his	introduction	focusses	on	the	concept	of	all-optical	neurophysiology,	the,	optical	

crosstalk,	 and	 specific	 chapter	 aims.	 For	 a	 more	 detailed	 introduction	 to	

optogenetics	including	the	underlying	science	behind	optically	perturbing	and	reading	

out	neural	activity,	please	see	Section	1.4.	

	

6.2.3 ALL-OPTICAL	NEUROPHYSIOLOGY	

	

he	 ability	 to	 optically	 perturb	 and	 read	 out	 neural	 activity	 offers	 an	 incredible	

opportunity	for	neuroscience47,86,119,120.	As	discussed	in	Section	1.4,	neurons	can	

be	made	to	ectopically	express	light-sensitive	ion	channels	or	pumps	(opsins)	to	control	

their	 activity49–51.	 Furthermore,	 they	 can	 be	 synthetically52	 or	 genetically	 labelled53,54	

with	 activity	 reporters	 that	 convert	 biophysical	 markers	 of	 cellular	 activity	 such	 as	

changes	 in	 intracellular	 calcium	 concentration55,56	 or	 membrane	 potential53	 	 into	 a	

change	in	fluorescent	signal	(paragraph	adapted	from57).	Combining	these	two	strategies	

yields	a	powerful	tool	for	functional	connectivity	mapping	experiments	and	experimental	

neuroscience	more	 generally,	 but	 there	 are	many	 engineering	 challenges	 to	 be	 faced	

before	this	potential	is	fully	realised.	One	such	hurdle	is	optical	crosstalk.		

	

6.2.4 OPTICAL	CROSSTALK	

	

ll-optical	neurophysiology	requires	careful	consideration	of	optical	spectra.	Both	

the	opsin	and	the	activity	reporter	are	sensitive	to	specific	spectra	of	light,	and	if	

there	is	an	overlap	between	these	spectra	this	can	lead	to	inadvertent	photostimulation	

by	the	light	intended	for	activity	readout,	or	optical	artefacts	appearing	on	the	readout	

signal.	Though	the	latter	can	be	accounted	for	and	subtracted	from	activity	signals,	the	

former	 presents	 a	 problem	 as	 unintended	 photocurrents	 could	 have	 a	 real	 effect	 on	
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network	activity,	thereby	adding	a	confounding	variable	to	any	optical	neurophysiology	

experiments-	for	instance	in	connectivity104	or	plasticity121	experimental	paradigms.		

	

6.2.5 JUSTIFICATION	OF	OPSIN	AND	ACTIVITY	REPORTER	CHOICES	

	

e	chose	to	pair	Chronos,	highly	light	sensitive	opsin	variant,	with	CaSiR-1.	The	

rational	for	both	are	as	follows:	Chronos	is	a	light	efficient	opsin	able	to	generate	

larger	 photocurrents	 than	 other	 variants50.	 At	 time	 of	writing	 this	manuscript,	 it	was	

actually	the	most	light-sensitive	opsin	reported	in	literature.	This	was	important	as	using	

Chronos	 meant	 that	 one	 could	 in	 principle	 target	 more	 neurons	 in	 parallel	 without	

increasing	illumination	light	intensities.	It	also	meant	that	one	could	follow	experimental	

pathways	requiring	precise,	millisecond	control	of	neuronal	activity,	for	example,	Spike	

Timing	Dependent	Plasticity	(STDP)14	pairing	protocols.	

	

We	selected	CaSiR-1122	after	a	literature	review	of	all	available	red-light	sensitive	activity	

reporters	that	we	could	find.	The	rationale	was	to	select	reporters	which	had	excitation	

and	emission	spectra	red	shifted	away	from	Chronos’	action	spectrum	such	that	exciting	

the	 reporter	 fluorophore	would	not	 actuate	Chronos.	 Consideration	was	 also	put	 into	

reporter	kinetics;	we	wanted	to	ensure	that	the	calcium	indicator	did	not	chelate	Calcium	

for	too	long	(i.e.,	had	a	dissociation	constant	which	was	small	enough	such	that	we	could	

image	it’s	change	in	fluorescent	profile,	but	large	enough	such	that	the	reporter	would	

minimally	affect	natural	calcium	signalling	 in	 tagged	neurons.	But	more	on	 this	 in	 the	

discussion).	

	

6.2.6 SPECIFIC	CHAPTER	AIMS	

	

verall,	 this	 chapter	 aimed	 to	 demonstrate	 a	 strategy	 for	 all-optical	

neurophysiology,	 free	 from	optical	 crosstalk	between	 the	photostimulation	and	

activity	readout	channels.	We	chose	to	pair	Chronos,	a	sensitive	opsin	variant	with	large	
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photocurrents,	with	CaSiR-1,	a	synthetic	deep-red	emitting	calcium	reporter.	The	chapter	

aims	can	be	broken	down	in	to	three	sections:	

	

1) To	 design	 and	 implement	 an	 all-optical	 neurophysiology	 system	 with	 two	

separate	light	paths:	one	for	stimulating	Chronos,	and	one	for	CaSiR-1	imaging.	

2) To	 demonstrate	 that	 red	 light	 suitable	 for	 CaSiR-1	 imaging	 does	 not	 evoke	

photocurrents	in	Chronos	expressing	Chinese	Hamster	Ovary	(CHO)	cells.		

3) To	demonstrate	all-optical,	 crosstalk-free	neurophysiology	 in	acute	brain	slices	

using	our	chosen	opsin,	activity	reporter,	and	optical	system.	

	

6.3 MATERIALS	AND	METHODS	

	

or	this	chapter,	animal	and	animal	care	information	is	detailed	in	Section	2.1.	The	

mouse	transgenic	strategy	for	expressing	Chronos	in	layer	2/3	pyramidal	neurons	

is	described	 in	section	2.2.2.	Solutions	used	 for	CHO	electrophysiology	 is	described	 in	

2.5.1,	 and	brain	 tissue	preparation	 is	described	 in	Sections	2.5.	Note,	 the	 intracellular	

solution	used	in	this	chapter	was	the	K-Gluconate	based	solution.	Further,	please	note	

that	this	methods	section	is	minimally	edited	from	my	publication;	the	original	text	was	

written	by	myself	with	input	and	editing	by	Dr	Amanda	Foust.	Optical	designs	were	by	Dr	

Foust	and	me.		

	

6.3.1 CHINESE	HAMSTER	OVARY	(CHO)	CELL	CULTURE	AND	TRANSFECTION	

	

hinese	 Hamster	 Ovary	 (CHO)	 cells	 were	 cultured	 in	 Dulbecco’s	 modified	 Eagle	

medium	 (DMEM)/F-12	 medium	 (21331020,	 Thermofisher)	 with	 the	 following	

additions:	 10%	 (volume/volume)	 fetal	 bovine	 serum	 (F7524,	 Sigma-Aldrich),	 1%	

(volume/volume)	 penicillin/streptomycin	 (P4333,	 Sigma-Aldrich),	 and	 2mM	 L-

glutamine	(G7513,	Sigma-Aldrich).	
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Before	 transfection,	CHO	cells	were	seeded	onto	cell	 culture	 treated	plastic	 coverslips	

(174950,	 Thermonox).	 Once	 the	 seeded	 cells	 reached	 between	50%–80%	 confluency,	

they	were	transfected	with	the	FCK-Chronos-GFP	plasmid	(1	μg	per	120	000	cells)	using	

a	lipofectamine	LTX	reagent	(15338030,	Thermofisher).	The	transfection	protocol	was	

optimised	to	maximise	transfection	efficiency	and	final	cell	health,	yielding	the	following	

ratio	 of	 plasmid	 to	 transfection	 reagents:	 1	 μg	 plasmid	 to	 1	 μl	 PLUS	 reagent	 to	 3	 μl	

lipofectamine	 LTX	 reagent.	 For	 the	 entirety	 of	 the	 4h	 transfection	 period,	 the	 culture	

medium	was	replaced	by	opti-MEM	reduced	serum	medium	(31985070,	Thermofisher),	

after	which	the	culture	medium	was	changed	back	to	the	full	DMEM/F-12	media.	During	

the	cell	culture	and	transfection	periods,	the	cells	were	incubated	at	37	°C	in	a	95%/5%	

O2/CO2	environment.	

	

Prior	 to	 experimentation,	 we	 checked	 the	 transfection	 efficiency	 by	 imaging	 the	 GFP	

conjugated	 to	 Chronos	 with	 an	 inverted	 immunofluorescence	 microscope.	 All	

electrophysiology	 (section	 2.5.1)	 and	 photostimulation	 experiments	 (6.3.3)	 were	

undertaken	 24–48h	 after	 transfection	 to	 allow	 enough	 time	 for	 robust	 Chronos	

expression.	

	

6.3.2 OPTICAL	SYSTEM	

	

ur	 photostimulation	 and	 epifluorescence	 imaging	 system	 integrated	 spectrally	

distinct	 red	 and	 blue	 illumination	 paths.	 Figure	 6-1	 a	 shows	 the	 optical	 path	

schematic	and	figure	6-1	b	shows	the	relevant	spectral	characteristics	for	our	all-optical	

approach.	
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Figure	6-1	All-optical	photostimulation	and	epifluorescence	imaging	system.	For	photostimulation,	a	

490	nm	light	emitting	diode	(LED,	M490L4,	Thorlabs)	was	collimated	with	an	f	=	16	mm	aspheric	con-	denser	

lens	(ACL25416U0-A,	Thorlabs)	and	directed	into	a	filter	cube	containing	a	475/28nm	excitation	filter	(FITC-	

EX01-CLIN-25,	 Semrock),	 515nm	 long	 pass	 emission	 filter	 (FF01-515LP,	 Semrock),	 and	 495	 nm	 long-pass	

dichroic	 (FF495-Di03,	 Semrock).	 The	 blue	 light	 spectral	 output	 of	 the	 blue	 LED	 is	 shown	 in	 Figure	 6-1	b,	

labelled	‘Chronos	LED’).	The	peak	of	this	distribution	is	482nm,	and	the	expected	value	is	480nm.	This	LED	was	

selected	as	its	emission	spectrum	overlaps	with	the	peak	of	Chronos’	action	spectrum.	For	imaging,	a	660	nm	

LED	(M660L4,	Thorlabs)	was	collimated	using	a	second	f	=	16	mm	aspheric	lens	and	directed	into	a	filter	cube	

containing	a	Cy5	filter	set:	628/40nm	excitation	filter	(FF02-628/40-25,	Semrock),	692/40nm	emission	filter	

(FF01-692/40-25,	 Semrock),	 and	 660nm	 long-pass	 dichroic	 (FF660-Di02-25x36,	 Semrock).	 The	 red-light	

spectrum	is	similarly	shown	on	Figure	6-1	b,	labelled	‘CaSiR-1	LED’.	This	LED	and	the	excitation	filter	were	

selected	as	they	result	in	efficient	excitation	of	CaSiR-1	fluorescence	at	its	peak	whilst	avoiding	the	red	tail	of	

Chronos’	action	spectrum.	The	sample	plane	was	 imaged	by	a	sCMOS	camera	(512	x	512	pixels	with	4	x	4	

binning,	Orca	Flash	4	V2,	Hamamatsu).		LT	represents	a	180	mm	tube	lens	to	account	for	the	infinity	corrected	

objective.	

	

6.3.3 CHO	CELL	PHOTOSTIMULATION	

	

ealthy	CHO	cells	were	identified	using	transmitted	oblique-	contrast	infrared	light	

(M780LP1	 or	 M850L3,	 Thorlabs).	 Cell	 health	 was	 subjectively	 determined	

following	 many	 attempts	 at	 patching	 the	 cells;	 success	 and	 failures	 proved	 a	 good	
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heuristic	to	finding	healthy	cells.	Descriptively,	healthy	cells	were	not	shrivelled,	had	no	

areas	of	high	contrast,	and	were	generally	surrounded	by	other	healthy	cells.	Following	

this,	 target	 cells	 were	 exposed	 to	 a	 5	 ms	 blue	 LED	 light	 pulse	 to	 check	 for	 GFP	 and	

consequently	Chronos	expression.	If	the	cell	was	both	healthy	and	Chronos-	expressing,	

it	was	patch	clamped	as	described	in	section	2.2.	

	

During	voltage-clamp	recordings	we	interleaved	sets	of	red	(644nm	average	wavelength)	

and	blue	(480nm	average	wavelength)	photostimulation	trials,	beginning	with	a	set	of	

blue	pulses	to	check	for	the	presence	of	photocurrents.	LED	intensities	stepped	between	

0.28	mW	 	𝑚𝑚18 	and	11.3	mW	 	𝑚𝑚18 	were	randomised	and	deployed	onto	the	patched	

cells,	each	with	a	pulse	duration	of	5	ms.	If	photocurrents	fell	to	below	90%	of	the	values	

measured	in	the	first	set,	this	was	seen	as	a	marker	of	declining	cell	health	and/or	patch	

quality,	and	subsequent	trials	were	excluded	from	the	final	analysis.	LED	control	signals	

and	photocurrents	were	recorded	in	Spike2	and	analysed	with	custom-written	python	

scripts.	

	

6.3.4 BRAIN	TISSUE	SLICE	PREPARATION	AND	CASIR-1	DYE	LOADING	

	

ollowing	tissue	preparation	and	the	1h	resting	period	describe	in	section	2.4,	brain	

slices	were	loaded	with	CaSiR-1	AM	dye.	50	μg	of	CaSiR-1	AM	was	dissolved	into	a	

10	 μl	 dimethyl	 sulfoxide	 (DMSO)	 solution	 to	 which	 we	 had	 previously	 added	 10%	

weight/volume	 Pluronic	 F-127	 (Invitrogen)	 and	 0.5%	 volume/volume	 Kolliphor	 EL	

(Sigma-	 Aldrich).	 This	 dye-containing	 solution	 was	 then	 vortexed	 to	 ensure	 proper	

mixing.	Meanwhile,	brain	slices	were	placed	in	to	2ml	of	aCSF	before	pipetting	the	dye-

DMSO	solution	onto	the	surface	of	the	slices,	taking	care	to	aim	for	the	cortex	as	this	was	

the	area	with	Chronos-expressing	neurons.	The	loaded	slices	were	then	incubated	at	37	

°C	for	40min	whilst	oxygenated	by	95%/5%	O2/CO2	gas	blowing	onto	the	surface	of	the	

solution.	This	effectively	oxygenates	the	slice	without	bubble	formation	in	the	solution.	

Finally,	 the	 dye-loaded	 slices	were	 removed	 and	 put	 back	 into	 a	 dye-free	 aCSF,	 for	 a	

resting	period	of	20	min	before	photostimulation	and	imaging	experiments.	
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6.3.5 BRAIN	SLICE	PHOTOSTIMULATION	AND	ACTIVITY	READ	OUT	

	

cute	brain	slices	that	both	expressed	Chronos	and	were	successfully	stained	with	

CaSiR-1	were	placed	under	the	microscope	system	described	in	section	6.3.2	and	

submerged	 in	circulating	oxygenated	aCSF.	Layer	2/3	of	 the	cortex	was	 identified	and	

visualised	with	oblique-contrast	infrared	imaging.	To	maximise	the	signal	to	noise	ratio	

(S/N)	for	CaSiR-1	imaging,	the	camera	exposure	was	set	to	10ms,	and	we	increased	the	

red	LED	 intensity	 to	excite	 fluorescence	 just	below	camera	saturation	 in	 the	brightest	

pixels.	To	find	the	subset	of	cells	which	were	both	Chronos-expressing	and	had	taken	up	

CaSiR-1	 dye,	 a	 ‘pinging’	 light	 pulse	 consisting	 of	 a	 3ms,	 1	Hz	 blue	 LED	 pulse	with	 an	

intensity	of	0.063–1.2	mW	 	𝑚𝑚18 	was	flashed	on	to	the	brain	slice	whilst	scanning	the	

cortex	 laterally	 and	 axially	 throughout	 the	 FOV	 and	 imaging	 CaSiR-1	 fluorescence.	

Chronos-expressing,	CaSiR-1-loaded	cells	exhibited	fluorescence	transients	time-synced	

to	 the	 blue	 LED	 pings.	 In	 some	 cases,	 the	 blue	 light	 evoked	 calcium	 transients	 were	

monitored	during	perfusion	of	1	μM	tetrodotoxin	citrate	(TTX,	Tocris)	in	aCSF.		

	

Once	Chronos-expressing,	CaSiR-loaded	cells	were	identified,	we	began	photostimulation	

and	 activity	 readout	 trials.	 Due	 to	 the	 inhomogeneity	 of	 the	 dye	 loading	 process,	 we	

adjusted	the	red	LED	intensity	in	the	range	of	0.8–2.26	mW	 	𝑚𝑚18 	for	each	FOV	to	evoke	

fluorescence	that	came	close	to	saturating	the	camera	in	the	brightest	pixels	at	100	Hz	

frame	rates,	corresponding	to	an	exposure	time	of	10	ms	with	a	rolling	shutter	and	512	×	

512	pixels	acquired	with	4	×	4	binning.	To	photostimulate	the	cells,	we	reduced	the	blue	

LED	 intensity	 relative	 to	 the	 pinging	 signal	 to	 find	 the	 minimal	 intensity	 which	 still	

produced	calcium	responses,	which	ranged	from	0.054	to	1.2	mW	 	𝑚𝑚18 .	We	needed	to	

use	much	higher	blue	 light	 intensities	 in	 slices	prepared	 from	younger	mice,	 possibly	

because	the	density	of	Chronos	molecules	in	neurons	increased	with	age.	The	FOV	was	

then	stimulated	with	three,	3	ms	flashes	of	the	blue	light,	delivered	at	frequencies	of	0.5	

Hz,	1	Hz,	2	Hz,	5	Hz,	10	Hz,	15	Hz,	and	20	Hz.	The	red	imaging	LED	was	on	throughout	

each	trial,	and	off	between	trials	to	avoid	excess	CaSiR-1	photobleaching.	We	began	the	

trials	 at	 the	 lower	 stimulation	 frequencies	 and	 continued	 to	 higher	 frequencies	 if	 the	
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cell(s)	remained	responsive.	Finally,	for	each	imaging	trial,	we	interleaved	a	trial	in	which	

the	red	LED	was	off	whilst	deploying	blue	light	onto	the	brain	slice.	This	was	to	monitor	

for	 imaging	 artefacts	 caused	 by	 bleed	 through	 of	 the	 blue	 light	 on	 to	 the	 camera,	 or	

activation	of	the	CaSiR-1	with	the	blue	photostimulation	light.	We	used	these	‘blue-	only’	

trials	to	quantify	and	subtract	such	artefacts	from	our	imaging	data.	We	calculated	∆𝐹 𝐹8 	

using	the	following	formula:	

	

∆/
/
= /#/5

/5#/036#
																																EQUATION	6-1	

	

Where	𝐹	was	 the	 raw	 fluorescent	 signal	 (in	 counts),	𝐹2	was	 the	baseline	 fluorescence	

taken	as	the	average	fluorescence	in	the	epoch	preceding	photostimulation	(counts),	and	

𝐹,*0# 	was	the	signal	from	the	camera	in	the	dark	(counts).	

	

The	signals	were	extracted	from	the	imaging	trials	by	manually	selecting	a	ROI	over	the	

cell	of	interest	using	Image-J.	Further	analysis	was	performed	in	custom	written	Python	

code.	The	signals	contained	flat	averages	and	remained	consistent	across	analysis	of	the	

same	 cell.	 To	 quantify	 what	 portion	 of	 the	 ROI	 peak	 signal	 was	 contributed	 from	

surrounding	cells,	or	‘background’,	we	subtracted	the	average	signal	from	a	donut	shaped	

ROI	surrounding	each	cellular	ROI.	Trials	in	which	and	after	which	the	peak	cellular	ROI	

signal	was	equal	to	background,	indicating	that	the	cell	was	no	longer	responding,	had	

died,	or	was	bleached,	were	excluded	from	cellular	response	statistics.	

	

6.3.6 SCHEMATICS	OF	EXPRESSION	STRATEGIES	AND	TIMINGS	

	

he	 general	 workflow	 and	 timings	 depicting	 CHO	 cell	 culture,	 transfection,	 and	

experimentation	 is	 shown	 in	 Figure	 6-2.	 After	 successful	 culture,	 cells	 are	

transfected	with	FCK-Chronos-GFP.	24	hours	after	transfection,	I	checked	for	GFP	signal	
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to	verify	Chronos	expression,	before	experimenting	on	the	CHO	cells	24	–	48	hours	after	

transfection.		

	

	
	
Figure	6-2	Schematic	showing	CHO	cell	culture,	transfection,	and	experimentation	timelines.	a	After	

successful	culture,	cells	are	transfected	with	FCK-Chronos-GFP.	b	24	hours	after	transfection,	I	checked	for	GFP	

signal	to	verify	Chronos	expression,	before	c	experimenting	on	the	CHO	cells	24	–	48	hours	after	transfection.		

	

6.4 RESULTS	

	

he	results	of	this	chapter	can	be	split	in	to	two	sections:	the	first	demonstrates	that	

illuminating	 Chronos	 expressing	 CHO	 cells	 using	 red	 light	 suitable	 for	 CaSiR-1	

imaging	does	not	evoke	photocurrents	in	voltage	clamped	(VC)	CHO	cells.	The	second	half	

of	the	results	demonstrate	the	all-optical	neurophysiology	approach	in	acute	brain	slices,	

free	from	optical	crosstalk.	

	

6.4.1 WAVELENGTHS	 SUITABLE	 FOR	 CASIR-1	 IMAGING	 DO	 NOT	 ACTUATE	 CHRONOS	

MEDIATED	PHOTOCURRENTS	

	

e	measured	 transmembrane	 currents	 in	 Chronos-transfected	 CHO	 cells	with	

whole	 cell	 voltage	 clamp	 in	 response	 to	 5	ms	 red	 and	 blue	 light	 pulses	 The	

results	are	shown	in	Figure	6-3.	Blue	 light	pulses	ranging	 from	1.1	to	11.3	mW	 	𝑚𝑚18 	

evoked	photocurrents	which	increased	with	increasing	intensity	(Figures	6-3	b	and	d).	
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The	 rate	 of	 increase	 in	 photocurrents	 decreased	with	 increasing	 intensity	with	 opsin	

saturation.	Red	light	pulses,	however,	evoked	no	measurable	photocurrents	(Figures	6-3	

c	and	d),	across	all	measured	intensities	from	1.1	to	7.8	mW	 	𝑚𝑚18 .	The	intensity	ranges	

tested	for	both	blue	and	red	sources	exceeded	the	 intensities	needed	to	stimulate	and	

image	 neuronal	 activity	 (Figures	 6-3	 d)	 in	 the	 following	 section	 by	 several	 fold.	 As	

crosstalk	would	only	increase	with	intensity,	this	indicates	that	imaging	with	the	red	light	

in	the	subsequent	all-	optical	stimulation	and	readout	of	Chronos-expressing	brain	slices	

would	evoke	no	spurious	photocurrents.	
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Figure	6-3	Wavelengths	suitable	for	CaSiR-1	imaging	do	not	evoke	Chronos-mediated	photocurrents.	

Blue	light	pulses	evoke	photocurrents	in	Chronos	expressing	Chinese	Hamster	Ovary	(CHO)	cells,	but	not	red	

light	suitable	for	CaSiR-1	imaging.	a	Whole	cell,	voltage	clamp	recordings	of	a	Chronos-expressing	CHO	cell	

when	 stimulated	with	b,	 blue	 light	 and	 c,	 red	 light-	 both	 at	 increasing	 illumination	 power	 densities.	 The	

horizontal	blue	and	red	lines	above	the	voltage-clamp	traces	represent	5	ms	long	red	and	blue	LED	pulses	on	

the	 targeted	 patched	 cell	 respectively.	 d	 The	 average	 induced	 photocurrent	 of	 Chronos-expressing	 cells	

increased	with	 the	blue	LED	power	density	but	remained	zero	with	 increased	red	LED	power	density.	The	

graph	shows	the	average	currents	measured	in	n	=	4	cells,	across	16	trials	for	blue	light,	and	13	trials	for	red	

light.	Vertical	lines	represent	the	standard	error	of	the	mean	(S.E.M);	S.E.M	values	for	the	red-light	data	series	

are	 too	 small	 to	 be	 seen	 on	 this	 scale.	 The	 blue	 shaded	 area	 represents	 the	 power	 densities	 used	 to	

photostimulate	Chronos-expressing	brain	slices;	the	red	shaded	area	represents	the	range	of	power	densities	

used	to	image	CaSiR-1	fluorescence	in	the	brain	slice	preparations.	
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6.4.2 CROSSTALK-FREE	READOUT	OF	CHRONOS-EXPRESSING	NEURONS	WITH	CASIR-1	

	

fter	 determining	 that	 illuminating	 Chronos-expressing	 CHO	 cells	with	 red	 light	

suitable	for	CaSiR-1	imaging	did	not	evoke	any	photocurrents,	we	demonstrated	

crosstalk-free	 functional	 imaging	of	Chronos-expressing	neurons	 in	 acute	brain	 slices.	

These	results	are	shown	in	Figure	6-4.	

	

At	100	Hz	frame	rates,	we	resolved	in	single	trials	calcium	transients	evoked	by	3ms	blue	

light	pulses	 (0.054–1.24	mW	 	𝑚𝑚18 ,	 shown	 in	Figure	6-3)	 from	five	cells	 in	 two	mice.	

Calcium	 transients	 from	 these	 cells	 could	 be	 imaged	 for	 between	 3	 and	 90	 blue	

stimulations.	We	repeated	the	blue	light	pulse	photostimulation	at	frequencies	ranging	

from	 0.5	 to	 20	 Hz.	 Even	 at	 the	 highest	 frequencies,	 we	were	 able	 to	 resolve	 calcium	

responses	 from	each	 individual	LED	pulse	of	 the	 trial	 (Figure	6-3	b).	We	were	able	 to	

record	transients	in	response	to	stimulation	for	up	to	50	min	in	one	cell.	In	28	trials	of	3	

blue	 light	 stimulations	each	across	 five	 cells	 in	 two	mice,	 the	peak	signal	after	 spatial	

averaging	 over	 113–227	 pixels	 had	 a	 median	 of	 1.56%	 ∆𝐹 𝐹8 ,	 with	 90th	 and	 10th	

percentiles	of	1.17%	and	2.88%.	The	median	noise	level	was	0.07%,	with	90th	and	10th	

percentiles	 of	 0.09%	 and	 0.06%.	 The	 median	 baseline	 photon	 flux	 was	 11	 461	 200	

photons	pixel−1	s−1,	with	90th	and	10th	percentiles	of	11772706	and	11163807	photons	

pixel−1	s−1	(pixel	size	1.04	μm).	The	median	S/N	was	22.4,	with	90th	and	10th	percentiles	

of	43.0	and	14.6.	The	cellular	ROIs	bleached	an	average	of	0.036%	s−1.	∆𝐹 𝐹8 ,	with	90th	

and	10th	percentiles	of	−0.011%	and	−0.069%	s−1.	The	peak	signal	from	a	donut	shaped	

ROI,	 or	 ‘background’,	 surrounding	 the	 cell	 after	 spatially	 averaging	 over	 1075–1810	

pixels	had	a	median	of	0.92%	∆𝐹 𝐹8 ,	with	90th	and	10th	percentiles	of	1.49%	and	0.68%.	

The	background	signal	was	subtracted	from	that	of	the	cell	ROI	to	give	the	background	

subtracted	peak	response	with	median	of	0.71%	∆𝐹 𝐹8 ,	with	90th	and	10th	percentiles	of	

1.46%	and	0.14%.	In	this	widefield	imaging	configuration,	over	half	of	the	median	cellular	

ROI	peak	signal	was	contributed	by	surrounding	cells.	

A	
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Figure	6-4	Crosstalk	free	all-optical	neurophysiology.	By	staining	Chronos-expressing	brain	slices	with	the	

deep-red	calcium	reporter	CaSiR-1,	we	were	able	to	optically	image	neuronal	activity	stimulated	up	to	20	Hz	

without	crosstalk	at	100	frames	s−1.	a	A	set	of	CaSiR-1	fluorescence	imaging	traces	recorded	from	a	single	cell	

c	in	single	trials.	The	horizontal	red	lines	represent	imaging	epochs	during	which	the	red	LED	illumination	

power	density	was	1.85	𝑚𝑊	 	𝑚𝑚!$ .	Vertical	blue	lines	indicate	the	timing	of	3	ms	blue	LED	flashes	incident	

on	 the	 CaSiR-1	 loaded,	 Chronos-expressing	 neurons.	 Each	 blue	 light	 flash	 had	 a	 power	 density	 of	 0.063	
𝑚𝑊	

	𝑚𝑚!$ .	b	A	zoomed-in	window	showing	the	CaSiR-1	imaging	trial	whilst	photostimulating	the	brain	slice	

with	blue	light	at	20	Hz.	We	observed	distinct	calcium	responses	for	each	blue	LED	light	flash.	Imaging	data	

were	 acquired	 at	 100	 Hz	 frame	 rates.	 Video	 of	 the	 calcium	 response	 is	 included	 in	 the	 supplementary	

information.	c	An	image	showing	the	cell	and	ROI	(white	circle)	over	which	the	traces	in	a	were	averaged.	The	

frame	was	taken	at	the	peak	of	fluorescence	response	of	the	cell	following	a	blue	light	flash.	
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The	slow	decay	of	evoked	calcium	transients	results	from	a	combination	of	the	time	for	

calcium	to	return	to	baseline	concentrations	following	an	action	potential	and	CaSiR-1	

dissociation	kinetics.	It	is	important	to	note	that	the	electrical	action	potentials	causing	

these	calcium	rises	are	brief,	lasting	~1	ms.	In	addition,	each	blue	light	pulse	may	have	

evoked	 one	 or	 more	 action	 potentials,	 each	 contributing	 to	 the	 measured	 calcium	

transient	 peak.	 Bath	 application	 of	 1	 μM	 TTX	 reduced	 the	 slowly	 decaying	 blue	 light	

evoked	calcium	transients	after	15	min	to	brief,	small	transients,	<5%	of	the	peak	pre-

TTX	transient	amplitude	and	lasting	only	as	long	as	the	3ms	blue	light	pulses.	These	small	

residual	transients,	which	were	not	caused	by	action	potentials,	could	potentially	reflect	

calcium	conductance	directly	through	Chronos	channels	and/	or	 low	voltage	activated	

calcium	channels.	

	

To	 quantify	 crosstalk	 or	 bleed-through	 caused	by	 the	 blue	 photostimulation	 light,	we	

acquired	trials	in	which	blue	light	was	pulsed	onto	the	sample	in	the	absence	of	red	light,	

called	 ‘blue	 only’	 trials.	 This	 crosstalk	 does	 not	 affect	 cell	 physiology	 and	 appears	 as	

increased	image	counts	during	blue	light	on	periods.	As	the	stimulation	period	is	known,	

the	artefact	 can	be	simply	subtracted.	Averaged	over	 the	entire	FOV,	 these	 ‘blue	only’	

trials	revealed	artefacts	with	a	median	pixel	count	of	1.7	digital	number	(DN),	with	90th	

and	10th	percentiles	of	115	and	0.94	across	105	trials.	The	cells	in	the	younger	mouse	

required	approximately	10	times	higher	stimulation	 intensities	compared	to	 the	older	

mice,	resulting	in	larger	stimulus	artefacts.	The	artefacts	in	the	old	mouse	corresponded	

to	3.8%	of	the	average	baseline	noise	(standard	deviation)	of	trials	during	which	the	red	

light	was	on,	and	0.2%	of	 the	average	peak	calcium	transient	amplitude.	 In	 the	young	

mice,	the	artefacts	were	around	4	times	larger	than	the	RMS	noise	level	of	the	fluorescent	

traces.	Due	to	the	sCMOS	rolling	shutter,	these	artefacts	may	be	underestimated	by,	at	

most,	a	factor	of	two	due	to	the	blue	light	pulse	spanning	two	adjacent	frames.	Even	if	

multiplied	by	two,	these	artefacts	were	small	relative	to	the	measured	calcium	transients.	

	

We	 recorded	 non-Chronos	 evoked	 calcium	 transients	 from	many	 cells	 at	 a	 variety	 of	

depths.	We	measured	the	depths	of	a	subset	of	active	cells	(n	=	14),	and	the	median	was	

47.5	μm,	with	90th	and	10th	percentiles	of	66.5	and	33.5	μm.	We	did	not	record	from	FOV	
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with	multiple	blue	light-responding	cells;	however,	we	did	record	from	areas	with	up	to	

30	active	cells.	

	

6.5 DISCUSSION	

	

or	the	discussion	of	this	chapter,	I	reflect	on	the	chapter	aims	before	relating	this	

work	to	optical	functional	connectivity	mapping.	For	a	more	in-depth	discussion	on	

this	work	with	 reference	 to	optical	 crosstalk,	 I	 invite	 the	 reader	 to	 see	 the	discussion	

section	of	the	manuscript	that	this	chapter	is	based	on	57.	

	

6.5.1 REFLECTION	ON	CHAPTER	AIMS	

	

We	designed	an	optical	system	capable	of	all-optical,	crosstalk-free	neurophysiology		

	

With	 reference	 to	 Figure	6-2,	we	designed	 and	validated	 a	microscope	 capable	 of	 all-

optical,	crosstalk-free	neurophysiology.	By	taking	in	to	account	the	action	spectrum	and	

excitation/emission	 spectrum	 of	 Chronos	 and	 CaSiR-1	 respectively,	 we	 strategically	

selected	our	filter	sets	and	LEDs	to	be	able	to	combine	the	photostimulation	and	activity	

reporter	light	paths.	

	

Red	light	suitable	for	CaSiR-1	imaging	does	note	evoke	Chronos	mediated	photocurrents	

	

By	transfecting	CHO	cells	with	Chronos	and	illuminating	them	with	red	wavelengths	used	

to	excite	CaSiR-1-	at	power	densities	greater	than	three-fold	higher	than	those	needed	to	

image	its	fluorescence	in	stained	brain	slices	at	100	frames/s-	we	observed	no	evoked	

photocurrents	in	voltage-clamped	Chronos-expressing	CHO	cells.	This	indicates	that	the	

red	light	used	to	excite	CaSiR-1	in	brain	slices	most	likely	did	not	evoke	spurious	Chronos-

mediated	depolarisations,	sub-	or	supra-threshold.		This	crosstalk-free	readout	is	made	

F	



-	176	-	

	

possible	 by	 the	 spectral	 separation	 of	 the	 Chronos	 action	 spectrum	 from	 the	 CaSiR-1	

absorption	 spectrum,	which	 is	 larger	 than	previously	 reported	pairings	of	 opsins	 and	

calcium	reporters.		Although	not	shown	here,	CaSiR-1	could	also	be	used	for	crosstalk-

free	one-photon	imaging	of	ChR2	transfected	neurons,	as	ChR2’s	action	spectrum	is	bluer	

than	Chronos’.	

	

We	demonstrate	all-optical,	crosstalk-free	neurophysiology	in	acute	brain	slices	

	

By	 staining	 triple-transgenic	 brain	 slices	 expressing	 Chronos	 in	 layer	 2/3	 cortical	

neurons,	we	then	demonstrate	crosstalk-free,	high	signal-	to-noise	ratio	calcium	activity	

reporting	of	CaSiR-1	red	fluorescence	at	100	frames	s−1.	The	Chronos-mediated	calcium	

transients	were	evoked	in	neurons	with	blue	light	pulses	at	rates	up	to	20	Hz.	Crucially,	

this	validated	our	approach	to	all-optical	neurophysiology	in	acute	brain	slices.	

	

6.5.2 FUTURE	DIRECTIONS	IN	THE	LIGHT	OF	FUNCTIONAL	CONNECTIVITY	MAPPING	

	

ll-optical	neurophysiology	has	much	to	offer	functional	mapping	paradigms.	Here,	

I	demonstrated	a	crosstalk-free	methodology	for	all-optical	neurophysiology	but	

there	 are	 many	 directions	 one	 could	 take	 this	 work	 when	 considering	 functional	

mapping.	 First	 let's	 revisit	 some	 of	 the	 limitations	 of	 the	 mapping	 protocol	 used	 in	

Chapter	5:	

1) No	 verification	 of	 putative	 pre-synaptic	 activity	 upon	 single	 neuron	 precision	

photostimulation-	be	it	spiking	or	subthreshold	depolarisations.	

2) It	was	 a	many-to-one	mapping	 paradigm,	which	 doesn’t	 consider	 bidirectional	

functional	connectivity	or	many-to-many	functional	connections.	

3) Without	reliable	GFP	signal	to	indicate	opsin	expression,	patching	was	essentially	

'blind'.	

4) Mechanical	disruption	tissue	preparations	when	patch	clamping.	

A	
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All	optical	strategies	have	the	potential	of	mitigating	all	of	these:	

	

1) Expressing	 or	 staining	 our	 tissue	 preparations	 with	 a	 red	 calcium	 or	 voltage	

reporter	 could	 provide	 response	 feedback	 from	 pre-synaptic	 neurons	 upon	

photostimulation123.	 The	 light	 patterning	 microscope	 used	 for	 the	 functional	

connectivity	assays	in	Chapter	5	already	incorporates	a	red	LED	into	its	light	path	

(as	 described	 in	 section	4.2.2).	Hence,	 it	would	be	possible	 on	 the	 engineering	

front	to	switch	to	an	all-optical	approach	avoiding	optical	crosstalk	(though	we	

would	need	to	run	a	spectroscopic	analysis	on	the	Red	LED	and	devise	a	new	filter	

set	 for	 red	 fluorescent	 imaging).	 However,	 we	 would	 not	 necessarily	 need	 to	

construct	 a	 crosstalk-free	 paradigm.	 Printz	 et	 al.123	 showed	 that	 by	 pairing	

stCoChR	and	GCaMP6s	which	have	overlapping	action	and	excitation	spectra,	one	

could	get	a	'free'	readout	of	calcium	activity	when	photostimulating	presynaptic	

neurons-	effectively	providing	a	validation	of	spiking	activity.	Relating	back	to	our	

connectivity	 experiments,	 we	 could	 in	 principle	 transfect	 IT	 neurons	 with	 an	

activity	 reporter	 using	 the	 same	 methodology	 used	 for	 ChR2-GFP	 expression	

(Section	 2.2.2)	 hence	 expressing	 both	 ChR2-GFP	 and	 an	 optical	 reporter	 of	

activity-	thus	opening	the	door	to	all-optical	connectivity	mapping.	

	

2) With	larger	subsets	of	neurons	reporting	their	activity	via	an	optical	reporter-	be	

it	 calcium	or	voltage	 imaging,	one	 could	monitor	 the	 fluorescence	profile	of	 all	

neurons	within	the	field	of	view	and	correlate	this	activity	with	any	single	neuron	

precision	 functional	mapping	 paradigm.	 This	would	move	 the	 experiment	 to	 a	

many-to-many	approach-	significantly	increasing	the	efficiency	and	data	yield	of	

functional	mapping	paradigms.	

	

3) Genetic	targeting	of	an	activity	reporter,	either	via	a	transgenic	mouse	line	or	viral	

injection	 could	 provide	 cell-class	 information	 for	 pre-synaptic	 neurons.	 Hence,	

one	could	gain	a	more	detailed	picture	of	the	functional	architectures	including	IT	

neurons.	How,	 for	 instance,	are	 interneurons	 functionally	wired	 to	 IT	neurons?	

Practically	speaking,	one	could	utilise	 the	same	expression	strategy	we	used	 in	
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Section	2.2.2	 for	 the	 IT	 neurons,	 but	 instead	 of	 using	C57BL/6	mouse	 line,	we	

could	use	a	transgenic	mouse	expressing	an	activity	reporter	in	a	specific	subset	

of	neurons.	

	

4) All-optical	approaches,	though	fraught	with	their	own	difficulties	(difficulties	in	

expression	 methodologies,	 expression	 variability,	 cell	 health	 due	 to	 ectopic	

expression	of	opsins	or	activity	reporters),	offer	a	relatively	simple	experimental	

protocol	 when	 the	 slice	 is	 actually	 under	 the	 microscope;	 there	 is	 minimal	

mechanical	 disruption	 to	 tissue	 without	 having	 to	 patch,	 and	 the	 reality	 of	

patching	is	that	it	can	be	riddled	with	various	practical	or	technical	difficulties.		

	

5) To	 play	 devil’s	 advocate,	 a	 large	 roadblock	 I	 faced	 for	 the	 functional	mapping	

experiments	in	Chapter	5	was	expression	variability	and	cell	health.	In	the	interest	

of	not	being	too	much	of	an	all-optical	evangelist,	I	would	be	remiss	if	I	didn't	note	

in	this	discussion	how	all-optical	approaches	could	have	these	same	issues-	if	not	

worse.	Though	the	experimental	protocol	would	be	relatively	more	pleasant	when	

the	 slice	 is	 under	 the	 objective,	 getting	 a	 healthy,	 doubly	 transgenic,	 or	

synthetically	labelled	slice	into	the	recording	chamber	in	the	first	place	would	not	

be	straight	forward-	and	likely	require	a	lot	of	refining	and	frankly,	failure,	before	

it	 paid	 off.	 In	 a	 similar	 vein,	 optical	 activity	 reporting	 still	 falls	 short	 of	 patch	

clamping	in	a	few	regards;	calcium	imaging,	while	allowing	the	inference	of	APs,	

doesn’t	necessarily	discern	single	spikes	and	furthermore	filters	any	subthreshold	

activity	from	its	signal.	Conversely,	voltage	imaging	can	retain	these	sub-threshold	

activity	signals,	but	are	themselves	difficult	to	work	with-	they	are	localised	on	the	

cell	 membrane,	 meaning	 discerning	 signal	 from	 two	 neighbouring	 neurons	

presents	a	significant	challenge.	They	also	generally	have	lower	signal	to	noise	and	

are	detrimental	to	cell	health-	but	one	can	remain	hopeful	when	considering	the	

rapid	progress	the	field	is	making66.		
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CHAPTER	7 	

CLOSING	REMARKS	
	

“To	see	a	World	in	a	Grain	of	Sand	

And	a	Heaven	in	a	Wild	Flower	

Hold	Infinity	in	the	palm	of	your	hand	

And	Eternity	in	an	Hour…”	
-William	Blake,	Auguries	of	Innocence	

	
	

his	PhD	sought	to	develop	tools	to	optically	map	the	local	functional	connectivity	

of	 neuronal	microcircuits.	 In	 the	 first	 results	 chapter	 I	 show	 that	 in	 the	 set	 of	

neurons	 tested,	 intrinsic	 conductance	 and	 synaptic	 drive	 could	 have	 an	 effect	 on	 a	

neuron’s	 Action	 Potential	 waveform-	 which	 itself	 can	 have	 an	 effect	 on	 functional	

connectivity	assays	and	downstream	information	processing	in	the	brain.	

In	 the	 second	 results	 chapter,	 I	 develop,	 characterise,	 and	 validate	 a	 light	 patterning	

system	to	optically	map	the	local	functional	connectivity	of	Inter	Telencephalic	neurons	

in	the	Prefrontal	Cortex,	concluding	that	such	an	experimental	goal	is	possible	with	our	

system	 albeit	with	 a	 few	 limitations;	 results	 chapter	 3	 then	 goes	 on	 to	 attempt	 these	

experiments,	showing	that	it	is	possible-	but	rather	tricky.	In	the	final	results	chapter,	I	

demonstrate	a	novel	approach	to	all-optical	neurophysiology	which	is	free	from	optical	

crosstalk.	 Indeed,	 it	would	 be	 very	 possible	 to	 adapt	 such	 an	 approach	 for	 functional	

connectivity	assays	in	the	future.	

And	finally,	I	return	to	Dyson’s	bird1:	ascending	above	the	landscape,	surveying	it	with	a	

new	set	of	eyes.	

T	
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