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Abstract: With the proliferation of the internet, social networking sites have become a primary source
of user-generated content, including vast amounts of information about medications, diagnoses,
treatments, and disorders. Comments on previously used medicines, contained within these data,
can be leveraged to identify crucial adverse drug reactions, and machine learning (ML) approaches
such as sentiment analysis (SA) can be employed to derive valuable insights. However, given the
sheer volume of comments, it is often impractical for consumers to manually review all of them
before determining a purchase decision. Therefore, drug assessments can serve as a valuable source
of medical information for both healthcare professionals and the general public, aiding in decision
making and improving public monitoring systems by revealing collective experiences. Nonetheless,
the unstructured and linguistic nature of the comments poses a significant challenge for effective
categorization, with previous studies having utilized machine and deep learning (DL) algorithms
to address this challenge. Despite both approaches showing promising results, DL classifiers out-
performed ML classifiers in previous studies. Therefore, the objective of our study was to improve
upon earlier research by applying SA to medication reviews and training five ML algorithms on two
distinct feature extractions and four DL classifiers on two different word-embedding approaches
to obtain higher categorization scores. Our findings indicated that the random forest trained on
the count vectorizer outperformed all other ML algorithms, achieving an accuracy and F1 score of
96.65% and 96.42%, respectively. Furthermore, the bidirectional LSTM (Bi-LSTM) model trained on
GloVe embedding resulted in an even better accuracy and F1 score, reaching 97.40% and 97.42%,
respectively. Hence, by utilizing appropriate natural language processing and ML algorithms, we
were able to achieve superior results compared to earlier studies.

Keywords: deep learning; word embedding; Bi-LSTM; GloVe; drug sentiment analysis; drug discovery

1. Introduction

The emergence of Web 2.0 made it possible for the internet to become a more partici-
patory platform for its users, there now being large volumes of user-generated content on
social networking and online shopping websites [1]. The data growth of these platforms
has been phenomenal, and the significant influence that it has on users and their families is
being investigated by an increasing number of sectors in order to acquire knowledge into
their user communities and, as a corollary, to drive change. Massive amounts of online
data created from user comments are assessed autonomously in the pharmaceutical and
healthcare industries in order to obtain helpful insights on the efficacy and side effects
of medicines [2,3]. These insights are obtained from the evaluation of large volumes of
online data. Online evaluations or observations regarding prescription or nonprescription
pharmaceuticals, dietary supplements, and other wellness products, otherwise known as
online drug reviews, have become increasingly prevalent on the World Wide Web. These
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reviews, which are frequently submitted by individuals who have had firsthand experi-
ence with the product in question, provide a personal perspective regarding the product’s
efficacy, potential adverse reactions, and overall satisfaction. Online drug reviews can be
found on websites dedicated to health and wellness, as well as on forums, social media,
and e-commerce websites that sell health products [4]. People use online drug reviews as
one of several sources of information when considering a health product, alongside always
consulting with a healthcare provider before using any new medication or supplement.
They can provide valuable information to individuals who are considering using a par-
ticular product, but it is important to keep in mind that these reviews are not necessarily
representative of everyone’s experience with the product, and may not always be accurate
or impartial.

A sentiment analysis (SA) of drug reviews can provide valuable insights into the
experiences and opinions of individuals who have used specific medications, supplements,
or other health products [5]. Using ML algorithms, SA can automatically classify drug
reviews based on the sentiment expressed in the text. People post their thoughts about the
effectiveness or side effects of drugs on different online forums, and due to the immense
growth of reviews, it has become a challenging task to extract accurate sentiments using
SA. By analyzing the underlying emotional tone or attitude expressed in these reviews, SA
can provide a broad and diverse perspective on the effectiveness, side effects, and overall
satisfaction with a particular product [6,7].

There are several reasons why SA is an important tool for drug reviews. Firstly, it
provides improved product understanding. By analyzing the sentiment expressed in online
drug reviews, healthcare providers and manufacturers can gain a more comprehensive
understanding of the strengths and weaknesses of their products [8]. This information can
inform product development and improvement efforts, and help to ensure that products
meet the needs and expectations of patients and consumers. Secondly, SA provides valuable
customer feedback. Online drug reviews are a valuable source of feedback from customers,
and SA can help to identify patterns and trends in this feedback. This information can
inform product development, marketing, and customer support efforts, and help to improve
the overall customer experience [9,10]. Thirdly, SA can provide market intelligence. By
analyzing the opinions and attitudes of customers in a particular market, SA can provide
valuable insights into the market landscape and inform competitive analysis. Industry
manufacturers use the information to enhance the performance of their pharmacovigilance
systems by identifying issues faster, comparing the online reputation of brands, posting
marketing drug surveillance, and providing safe drugs without any side effects. This
can help healthcare providers and manufacturers to determine informed decisions about
product positioning, marketing, and regulatory efforts. Finally, SA serves as an early
warning system. By identifying negative opinions and experiences with a product in a
timely manner, SA can help healthcare providers and manufacturers to address potential
problems before they escalate. The detection of consumers suffering from adversarial drug
reactions can result in many lives being saved, which can be achieved by mining online
user reviews towards a particular brand or drug. The early indication of adverse drug
reactions can be helpful in maintaining customer satisfaction and protecting the reputation
of the product and the company.

While the SA of online drug reviews has the potential to provide valuable insights
into customer experiences, it also presents a number of challenges. One of the main
challenges is the presence of noisy data. Online drug reviews can contain a significant
amount of irrelevant information, such as typos, grammatical errors, and nonstandard
language that can make it difficult for SA algorithms to accurately identify the sentiment
expressed [11,12]. Another challenge is the subjectivity of the sentiment. The subjectivity
of opinions and emotions expressed in different ways, influenced by factors such as the
reviewer’s personality, cultural background, and current mood, can make it difficult for
SA algorithms to accurately categorize the sentiment expressed in a review. In addition,
drug reviews can be highly personal and sensitive, as they often contain information
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about an individual’s health and well-being [13]. SA algorithms must be able to handle
sensitive information and protect the privacy of individuals. Finally, the fast-paced nature
of online drug reviews can also pose a challenge. New reviews are added constantly, and
SA algorithms must be able to quickly and accurately analyze large amounts of new data.
This requires the use of scalable and efficient algorithms that can handle large amounts of
data in real time.

As a result, over the course of many years, a significant amount of research on the
SA of drug reviews has been carried out to gain an understanding of a patient’s level of
satisfaction regarding factors such as contentment, surroundings, accessibility, the cordiality
of the staff, and the effectiveness of the proceedings. In [14], the authors present a drug
recommendation system that sorts sentiments into binary classes using ML models trained
on different feature extractors. The authors of [15] performed a binary-class (positive and
negative) and multiclass (positive, neutral, and negative) sentiment classification using a
number of different ML techniques to assess the amount of efficiency possessed by a certain
medication. In addition, a fuzzy-rough feature selection technique was utilized by authors
of [16] to train a ML classifier to predict multiclass sentiments on drug reviews. Most of
the research works were conducted to perform a binary or multiclass classification on a
dataset collected from the UCI ML repository of “drugs.com” [5]. Previous research works
commonly used the dataset to train different feature extractors, such as the term frequency–
inverse document frequency (TF–IDF), Word2Vec, and BoW, on traditional ML algorithms
to sort sentiments into positive–negative or negative–neutral–positive groups. However,
their models suffered from a low accuracy score due to the imbalanced distribution of
classed, high-dimensionality feature vector, and a lack of preprocessing techniques. The
authors of [17] solved the low classification score problem, achieving a 93% accuracy score
on the multiclass group through training an artificial neural network (ANN) model on
a count vectorizer (CV) feature extractor. The study suggests that the adaptation of DL
classifiers can result in a significant classification score, along with performance for the task
of conducting a drug SA. Similar works could be seen performed by the authors of [18],
where several combinations of DL models, namely, CNN, LSTM, Bi-LSTM, and BERT, were
trained to sort drug reviews into three classes.

Though much research has been conducted on this in previous years, there are some
areas where further research is needed to advance the field of drug SAs and to improve our
understanding of patient experiences with medications. These include the development
of more robust algorithms, integration with other sources of information, privacy protec-
tion, real-time analysis, and the interpretability and explainability of results. One of the
main gaps is the development of robust and accurate SA algorithms. Despite the rapid
development of ML algorithms, there is still room for improvement in the accuracy of SA
algorithms when it comes to online drug reviews. The utilization of DL algorithms in prior
research endeavors centered on the analysis of sentiment in regard to drugs has become
quite prevalent. Despite this widespread use, these DL classifiers have exhibited a number
of limitations, such as the requirement for a copious amount of data, the necessitation of
human involvement, a substantial computational expenditure, and a high degree of sensi-
tivity to parameters, all of which make the process challenging to debug. Contrarily, ML
models, though shown not to be as accurate as DL classifiers in prior research, necessitate
fewer computational resources and a reduced amount of human involvement [19]. The
efficacy of ML algorithms in drug SAs is critically dependent on the text preprocessing and
feature extraction methods employed [20]. As a result, it is imperative to properly select the
appropriate text-cleansing technique and feature extractor, among the various alternatives
available, to enhance the performance of ML algorithms in the task of conducting drug SAs.
Further research is imperative to augment the performance of ML algorithms in drug SAs.

As a result, the current study was designed to develop both ML and DL algorithms
that could better handle noisy data and subjectivity in online drug reviews to provide
more accurate results. In our pursuit to achieve the stated objective, we provided several
noteworthy contributions.

drugs.com
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• Our work contributes to the advancement of the field of drug SAs by providing
a comprehensive comparative analysis of ML and DL algorithms, and a valuable
resource in the form of a large corpus of labeled drug reviews.

• Our web application provides valuable insights into consumers’ experiences with drugs,
which pharmaceutical companies can use to improve their products and services.

The paper is organized into the following sections: Section 2 describes related works;
Section 3 contains the methodology of the research, which consists of data collection and
labeling, utilized text preprocessing, feature extraction techniques, and training parameters
of ML models, as well as opted evaluation metrics; Sections 4 and 5 contain the result
analysis and discussion, respectively. In the final section, Section 6, we conclude our
research work, providing the limitations and potential future works.

2. Related Works

There has been significant effort put into utilizing ML/DL algorithms to discern the
feelings of user evaluations, which coincides with the dramatic increase in improvements
of AI. The restaurant, e-commerce, and other industries frequently utilize SA to under-
stand the opinions of consumers to grow their business. In spite of the widespread use
of SA across a wide variety of application areas, the pharmaceutical domain has received
a significantly smaller amount of attention. On the other hand, many developments
have been recorded in the more recent literature. This is due to the relevance of mining
medication reviews, which could contribute to a variety of different healthcare stakeholders.

Many research studies implement drug SAs using different preprocessing and feature
extraction techniques. Unfortunately, there is a lack of research works on drug SAs with
great accuracy scores due to the use of inappropriate preprocessing and feature extraction
techniques, as well as unsuited training parameters. Due to the lack of ground-truth
datasets, most of them used datasets from drugs.com and trained ML/DL algorithms to
perform either binary (positive and negative) or multiclass (positive, neutral, and negative)
classifications. The study in [14] presents a drug recommendation system based on ML
algorithms such as LR, perceptron, ridge classifier, multinomial naïve Bayes, SGD, and
SVM, where binary classification is performed to identify sentiments in positive or negative
circumstances. To train the ML models, they used four feature extractors and their LR
model, which resulted in the highest accuracy score of 91%. On a similar dataset, the authors
of [16] proposed a fuzzy-rough feature-selection-based ML model to classify sentiments
into three classes. They used BOW and TF–IDF to train naïve Bayes, random forest,
decision tree, and riper models, where a random forest method with TF–IDF obtained the
highest accuracy of 67%. In [21], the authors proposed a linguistic approach for conducting
a drug SA on a multiclass dataset, which was collected from WebMD. Their approach
outperformed two types of SVM models with an accuracy of 69%, exceeding the score of
7%. The authors of [22] investigated the effect of SA features in detecting adversarial drug
reactions from online posts. They created a dataset from Twitter and DailyStrength and
performed a binary classification to achieve an 80% accuracy score.

In recent years, DL algorithms have emerged as the most popular technique to use
with drug SAs. In [18], the authors trained both ML and DL models with different feature
extractors, such as TF–IDF, CV, and Word2Vec, to classify drug sentiments into a multiclass
classification. On the testing data, their ANN model obtained the highest accuracy score of
93.85% with a CV. The authors of [18] conducted a similar work, where a comparison of
several DL classifiers’ performance on a multiclass drug SA was presented. They trained
a CNN, LSTM, Bi-LSTM, BERT, and a combination of these models on Word2Vec word
embedding, achieving the highest F1 score of 0.90 with a combined model of BERT and
LSTM. These two papers obtained significant classifications for the drug SA task using DL
algorithms, but their ML models resulted in poor performance on testing data.

It is abundantly obvious from the published works that the ML models of earlier
works did not have a substantial accuracy score when using ML algorithms. Therefore, it is
essential to devise appropriate methods for enhancing the performance of these models

drugs.com
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in order to meet the demands of the field. Additionally, we believe that with the proper
selection of a preprocessing method, feature extraction, and ML models, the results of the
previous results can be improved. According to our best knowledge, there is no research
on multiclass SAs of drug reviews obtained from drugs.com that had a great accuracy score
using ML algorithms.

3. Methodology

Figure 1 shows the proposed methodology of the current study. Firstly, we collected a
substantial corpus of 215,063 drug reviews from the drugs.com website and categorically
labeled them into three classes, namely, positive, negative, and neutral. Subsequently, we
carried out a comprehensive text preprocessing procedure, leveraging the capabilities of
Python’s Natural Language Toolkit (NLTK) package to minimize the presence of unwanted
noise in the text and to improve its overall quality. Furthermore, we trained five differ-
ent ML algorithms, namely, random forest (RF), support vector machine (SVM), passive
aggressive (PAG), logistic regression (LR), and stochastic gradient descent (SGD), on two
feature extractors, TF–IDF and CV, to perform a SA on the drug reviews. Additionally, we
trained four DL algorithms, LSTM, Bi-LSTM, GRU, and Bidirectional GRU (Bi-GRU), on
two word-embedding techniques, word2sequence and GloVe, to perform a SA on the drug
reviews. We also conducted a comparative analysis of the performance of the classifiers,
based on accuracy, error analysis, and model performance, to determine the optimal classi-
fier for the SA on the drug reviews. Finally, we built a real-world web application, utilizing
the Flask framework, based on the classifier with the highest performance, which could
sort drug reviews into the three classes. The real-world web application for the drug SA
has the potential to greatly impact the healthcare industry and provide valuable insights
into consumers’ experiences with drugs.
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3.1. Data Collection

The experimental dataset used for the drug SA was referred to as the drug review
dataset, and was obtained from the UCI repository. It consisted of user evaluations of
different medications, related ailments, and a range of star ratings that indicated the level
of user satisfaction. The dataset also included the drug’s name, patient’s condition, useful
counts, and the number of people who found the review helpful. Each drug review was
rated on a scale of 0 to 9, with 0 representing the least satisfied patients and 9 representing

drugs.com
drugs.com


Computers 2023, 12, 87 6 of 22

the most satisfied patients. Based on the review’s rating, the dataset was categorized into
three classes, namely, negative (rating less than 4), neutral (rating greater than 4 and less
than 7), and positive (rating greater than 7). The distribution of the labels for each class
can be seen in Figure 2. The final dataset contained 215,063 drug reviews, where positive,
negative, and neutral classes contained 105,433, 100,071, and 9559 reviews, respectively.
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Table 1 shows the statistical analysis of the drug review dataset used in the study.
The table shows the number of reviews, total words, and unique words in each of the
three classes: positive, negative, and neutral. The positive class had the highest number of
reviews with 105,433, followed by the negative class with 100,071, and, finally, the neutral
class, with 9559 reviews. Additionally, the positive class had the highest number of total
words, with 4,145,737, followed by the negative class with 4,319,347, and the lowest number
of total words was recorded in the neutral class, with 230,376. Finally, the number of unique
words for each class was also shown, where the positive class had the highest number of
unique words, with 30,752, followed by the negative class with 31,418, and the neutral class
had the lowest number of unique words, with 8561.

Table 1. Statistical analysis of the drug review dataset used in the study.

Class Total Reviews Total Words Unique Words

Positive 105,433 4,145,737 30,752
Negative 100,071 4,319,347 31,418
Neutral 9559 230,376 8561

3.2. Text Preprocessing

In SA, text preprocessing plays a crucial role in improving the accuracy of the models
applied to the text. Text obtained from the internet often contains a high amount of noise,
including advertisements, HTML elements, scripts, punctuation, and white space. Data pre-
processing helps eliminate incomplete, noisy, and inconsistent data. By removing all these
elements, the amount of noise in the text was reduced, leading to the better performance
and precision of the classification models applied. In this study, special data-cleaning steps
were performed, such as stopping words from being removed and digit removal, as well
as text normalization, where contractions were expanded and lemmatization and spelling
corrections were applied to reduce the dimensionality of the data. However, care must
be taken during the noise removal and text normalization processes, as they can result
in the loss of a small number of rows from the dataset, potentially reducing the accuracy.
Figure 3 shows the word cloud of the most frequently occurring tokens in each class after
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all the preprocessing steps were completed. Figure 4 shows the most frequent words in the
experimental dataset.
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3.3. Feature Extraction

We utilized feature extraction techniques, such as TF–IDF and CV, as well as word-
embedding techniques, such as word2sequence and GloVe embedding, to convert raw text
into numerical features for the ML and DL algorithms. TF–IDF assigns weight to words
based on their frequency of occurrence in a document and the entire dataset, while a CV
counts the number of times each word appears in a document [23,24].

3.3.1. TF–IDF Vectorizer

TF–IDF is a widely-used method for determining the importance of words in a doc-
ument. Term frequency is calculated by dividing the number of times a word appears in
the text by the total number of words in the document [25]. IDF, which stands for “inverse
document frequency”, calculates the importance of a phrase. It is calculated using the
formula IDF (t) = log(N/DF), where N is the total number of documents and DF is the
number of documents that contain the phrase t. The transformation of information from its
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narrative structure into a vector space can be performed more effectively using TF–IDF. This
allows for the location of phrases inside a text that are essential and carry a lot of weight.
The following Equations (1)–(3) were the formulae for TF–IDF, where i refers to the word
and j refers to the document. The supervised ML algorithms used N-Gram to derive the
text’s characteristics. N-Gram represents the n tokens sequentially taken from the provided
text, where n can have values of 1, 2, 3, 4, etc. A unigram, bigram, trigram, etc., correspond
to n values of 1, 2, 3, etc., respectively. In this study, the sklearn feature extraction library
was used to apply TF–IDF on cleaned reviews. The N-Gram range was set to unigram and
bigram, with a maximum feature limit of 12,000.

TF(i, j) =
Term i f requency in dcument j

Total words in document
(1)

IDF(i) = log2

(
Total documents

documents with term i

)
(2)

TFIDF(i) = TF(i, j)× IDF(i) (3)

3.3.2. CV

High-frequency terms were chosen for the vocabulary via the CV method, which
then built a sparse representation of the texts across the vocabulary. The documents
were transformed into a matrix that contained token counts by using the CV. To begin,
the documents were segmented, and then a dense matrix was constructed based on the
frequency with which each token appeared in the texts. In order to construct the matrix,
we first filtered out all of the document collection’s stop words. The next step was to clean
up the vocabulary by removing any terms that were found in less than four different texts.
Through this method, any phrases that were used insufficiently were eliminated. In this
particular research study, the CV was applied to cleaned reviews utilizing a unigram and
bigram N-Gram range with a default maximum feature parameter set.

3.3.3. Word Embedding

The innovation of word embedding has highly improved the performance of DL
classifiers for the task of text classification [26]. Word embedding is an improved version of
the bag-of-words method that maps tokens of textual data into a dense vector representation
of words. It can extract relative and semantic information from the text of a collection of
statistical language modeling techniques and provide a continuous vector space for DL
classifiers to work on [27]. DL classifiers take the data into input, hidden, and output layers
to extract meaningful features from the text. The embedding layer is fed onto the input
layer of the model to learn from the vectorized words. For the task of text classification,
there are different types of word embedding techniques, and among them, word2sequence
and GloVe were utilized in this experiment, both of which could capture the semantic
meaning and relationships between words.

The first step in the process of the SA was to convert the textual data into numerical
inputs that could be processed with the ML/DL algorithms. To achieve this, two feature
extraction techniques were implemented: the TF–IDF vectorizer and CV. Additionally, two
word-embedding techniques were used to train the DL classifiers: word2sequence and
GloVe embedding.

The word2sequence embedding technique was utilized to vectorize the text cor-
pus by converting each text into a sequence of integers. This was performed using
word2sequence’s tokenizer and padding functions, where each integer represents the
index of a token in a dictionary. The dataset was tokenized with a vocabulary size of 43,000
and an embedding dimension of 200, since a higher dimension could result in computa-
tional difficulties for the DL classifiers. The length of the text sequence was maintained
equal by adding padding zeros at the end, as the lengths of the comments varied.
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We also employed pretrained GloVe embedding, an unsupervised learning approach
that could generate word representations for global vectors. It is a pretrained technique
that is highly efficient due to being trained on a large corpus of text. The technique is
simply a log-bilinear approach with a scaled least-squares purpose that was developed on
a 6-billion-token corpora. The corpus was built with Wikipedia2014 and Gigaword5, with
a vocabulary of the top 400,000 most frequently occurring terms and a context window size
of 10. In this experiment, we used word vectors with dimensions of 300, vocabulary sizes
of 43,000 tokens, and padding sizes of 100 to initialize the GloVe embedding.

3.4. Training Baseline Models

In our study, we selected a baseline model as a crucial step to contextualize the results
of our trained models. The baseline model served as a comparison point to evaluate the
performance of the classifiers. To determine the baseline model, we selected the highest
performing ML classifier, which was the RF classifier trained using the CV feature extraction
method. Before training the ML model, we split the dataset into training and testing sets,
with 80% of the data being used for training and 20% for testing. The training set comprised
of labeled drug reviews, while the testing set consisted of unlabeled reviews. This helped
us to train our model using the labeled drug reviews and evaluate its performance on the
testing set, which consisted of a smaller portion of data. Descriptions of the opted for ML
models are described in what follows.

3.4.1. RF

The classification technique that consists of many decision trees is referred to as the
RF classifier. The algorithm uses randomness to create each tree and develop independent
forests. These forests are then used to determine accurate predictions [28]. Two main
parameters must be configured to implement the random forest classifier: the number
of estimators and the criteria used. According to the findings of a number of research
works [29], it is possible to attain good outcomes by sticking with the system’s default
settings. However, the enormous number of trees produces a consistent outcome of varying
relevance, as stated in [30]. In addition, [31] claimed that utilizing a greater number of
trees than what is required may be superfluous, but that this does not decrease the model’s
accuracy. Both the n estimator parameter (which was set to 100), as well as the criteria
parameter (which was set to entropy), went through a series of tests and evaluations in this
study in order to identify the best possible RF model for performing the classification.

3.4.2. SVM

SVM is an effective approach that can serve both the objectives of regression and
classification, and involves drawing a hyperplane to demarcate separate categories. SVMs
function admirably even when the number of observations is far higher than the dimension
size, but one disadvantage is that they do not work very well with large datasets. The
authors of [32] suggested that the RBF kernel of an SVM classifier yields good results. When
implementing this method, two criteria need to be specified: the cost parameter (C) and
the kernel width parameter. The C parameter adjusts the level of stiffness for nonseparable
training data, while the kernel width parameter affects the refinement of the class-dividing
hyperplane. Increasing the value of C may lead to overfitting, while increasing the value of
the kernel width parameter may affect the accuracy of the classification. When we trained
the SVM model, we set the kernel type to be RBF, and provided the cost parameter a value
of 1.

3.4.3. PAG

PAG algorithms are a class of ML algorithms that are frequently utilized in software
designed for working with large amounts of data [33]. The algorithm is frequently used
for numerous kinds of large-scale and online learning. In online ML methods, the input
data arrives in the order that it was requested, and the ML model is updated in the same
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order. This is in contrast to standard batch learning, which uses the full training dataset
simultaneously [34]. The PAG model was trained with the default parameters, and the
maximum number of iterations was set to 200.

3.4.4. LR

A logistic function is used to describe a binary dependent variable in the most fun-
damental version of the statistical model known as the LR [35]. It is a commonly used
approach for classifying data, and is a member of the generalized linear models subclass. It
is an ensemble learning algorithm that predicts the probabilities that describe the results of
an experiment. We trained the LR model with the cost parameter set to 1, the maximum
iteration set to 200, the tolerance set to 0.001, and the liblinear solver settings.

3.4.5. SGD

Commonly used in neural networks, SVMs, and LRs, the following algorithm is
well adapted to permit the discriminative training of linear models under convex loss
functions [36]. SGD is a common ML method for model optimization, which is an advanced
version of gradient descent. It is a stochastic estimation of the gradient descent optimization
method that uses an interpolation of gradients by subsampling the entire training set of
data. The approach is widely used due to the fact that it has a high efficiency and is simple
to construct for datasets that contain redundant observations [37]. In this work, an LR was
utilized as a loss function in the modeling, and the maximum number of iterations that
were used was 200.

3.5. Training DL Models

We divided our dataset into 75% training, 5% validation, and 20% testing sets, where
the training and validation sets were used to train the LSTM, Bi-LSTM, GRU, and Bi-GRU
models. The testing set would be used to determine predictions on the model after training
in order to compare the effectiveness of the classifiers. However, all of these classifiers
have their own advantages and disadvantages. The DNN network is highly sensitive to
parameters, and so, it was necessary to find the proper parameters to train them.

There are numerous RNN-based model variations that work well with sequential
input data, including audio, music, text, name entity recognition, etc. However, due to the
vanishing and exploiting gradient problem, it often does not perform well in long-term
dependence [38]. Since the network’s half that is closest to the output is updated, the
other half that is farther away from the output is improperly updated. That is why LSTM,
a particular kind of RNN that can learn long-term dependencies, was developed. They
can develop a future model based on past and present data by learning from past data,
which is accomplished by incorporating a number of gates into their network design to
recall past data. As a result, the input values are only traversed once (i.e., from left to
right, input to output). Additionally, GRUs have been utilized recently in order to alleviate
the shortcomings of standard RNNs with large texts [39]. The advantage of the GRU
model is that it can be used to decide how much information should be remembered from
previous steps, how much should be handed back, and how much should be received in
the current synthesis steps. Through these gate controls, the GRU is able to learn long
texts effectively. Consequently, the RNN networks with memory operations are obviously
more appropriate for the task of text classification. However, LSTM is hard to train fast
and accurately, as it takes a lot of resources [40]. In the Bi-LSTM model, the given input
data were utilized twice for training (i.e., first from left to right, and then from right to
left), which compensated for the shortcomings of LSTM by learning from the previous
information of the current word, fully considering the semantic features between contexts
and acquiring more comprehensive features and feature information. The Bi-GRU, which
merges the “forget” and “input” gates into a single update gate, is a minor modification
of the Bi-LSTM. Along with applying various adjustments, it blends the hidden state and
cell state.
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In our research, we trained these models on word2sequence and glove embedding sep-
arately. Figure 5 depicts the layers of directional and bidirectional networks corresponding
to the embedding layer as the input layer, followed by the DL algorithm and the dropout
layers as the hidden layer, and 3 units (positive, negative, and neutral) of output layers.
With the training and validation data, the models were individually trained with batches
of 128. The model was configured to train, at most, with 100 epochs. However, to avoid
overfitting an early stopping method, which monitors the validation accuracy per epoch
with a factor of 0.1, patience of 2, and a minimum delta of 0.0001, a minimum learning rate
of 1 × 10−6 was incorporated that monitored the accuracy of the model, embedded within
the training stage. As it was a multiclass problem, the loss function used for training the
models was the “sparse categorical cross-entropy” and the used optimizer was “Adam”,
with the learning rate 1 × 10−2 and epsilon of 1 × 10−8 provided. Then, the model was
evaluated on the 20% test data to determine predictions on three classes of drug reviews.
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3.6. Evaluation

The performance of our proposed models was evaluated based on their accuracy,
precision, and recall score, as well as their F1 score. Equations (4)–(7) were used to calculate
the traditional evaluation metrics.

accuracy =
TP + TN

TP + FP + FN + FP
(4)

precision =
TP

TP + FP
(5)

recall =
TP

TP + FN
(6)

f 1 − score =
2 × (precision × recall)

precision + recall
(7)

In Equations (4)–(7), the number of data identified as positive among the data labeled
as positive was referred to as the true positive (TP), and the number of data classed as
negative among the data labeled as negative was referred to as the true negative (TN). A
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false negative (FN) was the number of data that were supposed to be negative but were
really labeled as positive in the dataset, while a false positive (FP) was the number of data
that were supposed to be positive but were actually marked as negative in the dataset.
Accuracy was defined as the number of properly predicted cases divided by the total
number of predictions provided by the model; however, any approach could perform
differently in relation to the number of instances that were correctly classified, as seen
in Equation (4). According to Equation (5), precision was measured as the percentage
of documents that were correctly identified as positive by the model. As indicated in
Equation (6), the recall was the proportion of documents that were categorized as positive
by using the model out of the total number of documents that really had positive tags.
In addition, the F1 score was the overall average of the recall and accuracy scores, as
seen in Equation (7). In addition, an error analysis was performed with the help of a
confusion matrix.

4. Results Analysis
4.1. Performance of ML Model

Table 2 shows the results of the baseline models applied to the drug reviews. It was
found that the RF model performed better than the other models when using either TF–IDF or
the CV for the feature extraction. The models trained with the CV had a higher accuracy score
compared to those trained with TF–IDF. Only the RF model showed a good classification
score when trained with TF–IDF, while the other algorithms performed poorly. Furthermore,
the SGD model had the worst performance for both feature extraction methods.

Table 2. Results of all the classifiers trained using TF–IDF and CV.

Feature Models
Evaluation Metrics

Accuracy Precision Recall F1

RF 96.65% 96.60% 96.13% 96.42%

CV

LR 96.04% 96.94% 95.54% 96.24%

PAG 95.57% 94.56% 95.51% 95.48%

SVM 95.33% 94.46% 95.61% 95.52%

SGD 95.27% 94.86% 95.41% 95.37%

RF 93.29% 92.39% 94.59% 93.69%

TF–IDF
SVM 90.65% 89.99% 90.11% 89.77%

PAG 90.39% 90.00% 90.90% 90.41%

LR 89.62% 89.81% 86.99% 89.63%

SGD 86.01% 87.02% 85.82% 86.54%

The choice of feature extractor and classifier significantly affected the performance of
the sentiment analysis models, as shown in Figure 6. The CV outperformed TF–IDF, and
RF achieved the highest accuracy scores among the classifiers, with an accuracy and F1
scores above 93%. The models trained on the CV showed RF and LR to have the highest
accuracy scores of 96.65% and 96%, respectively. PAG and SVM also performed well, with
accuracy and F1 scores above 95.3%. However, the SGD model had the lowest score, with
an accuracy of 95.27%. All models achieved high classification scores on the CV features,
indicating that further research should be conducted to determine the optimal combination
of feature extractors and classifiers for sentiment analysis tasks.
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The ROC curve, also known as ROC–AUC, is a graph used in classification to display
a model’s performance at all classification thresholds. It helps balance sensitivity and
specificity by illustrating the TPR and FPR for each threshold. The curve plots TPR on
the y-axis and FPR on the x-axis, with a good model rising steeply, indicating that TPR
increases faster than FPR as the probability threshold decreases. The ideal point is at the
top left corner of the graph, where FPR is zero and TPR is one. The AUC–ROC takes values
between 0 and 1, where 0 indicates an entirely erroneous classification and 1 indicates a
completely accurate classification. Figure 7a,b show the AUC–ROC curve for RF models
trained with TF–IDF and the CV, respectively. The figures suggest that the RF model trained
with the CV performed better than the TF–IDF-vectorized model, achieving a mean AUC
score of 98% with a great AUC score for all classes.
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4.2. Performance of DL Classifiers

Table 3 displays the performance of the DL classifiers trained on GloVe and
word2sequence embedding based on the opted for evaluation metrics. From the table, we
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could see that the Bi-LSTM model trained on GloVe embedding was the best performing
algorithm, outperforming our baseline and all other DL classifiers. The results of Table 3
showcased that the DL classifiers trained on GloVe embedding could achieve a significantly
higher score than the models trained on word2sequence embedding. On the other hand, all
the models trained on word2sequence embedding failed to beat the classification scores of
the baseline model, where LSTM performed the worst among all the DL classifiers.

Table 3. Results of DL classifiers trained on GloVe and word2sequence embedding.

Feature Models
Evaluation Metrics

Accuracy Precision Recall F1

Bi-LSTM 97.40% 97.01% 97.68% 97.42%

GloVe
LSTM 97.20% 97.08% 95.66% 97.34%

GRU 95.28% 95.46% 95.51% 95.48%

Bi-GRU 95.21% 94.82% 95.32% 95.26%

Bi-GRU 95.09% 95.09% 94.09% 94.59%

word2sequence
Bi-LSTM 92.30% 92.30% 82.94% 87.37%

GRU 92.21% 92.21% 82.95% 87.34%

LSTM 91.20% 91.20% 80.18% 85.34%

Figure 8 compares the DL classifiers trained on word2sequence and GloVe embedding,
showing that Bi-LSTM and Bi-GRU had the highest classification scores for GloVe and
word2sequence, respectively. On the other hand, Bi-GRU (GloVe) and LSTM (word2sequence)
had the overall lowest percentages in this DL classifier results. The evaluation metrics indi-
cated that GloVe outperformed word2sequence with a 97.40% accuracy, 97.01% precision,
97.68% recall, and 97.42% F1 score. However, Bi-LSTM performed better in word2sequence
embedding, ranking second in the evaluation. The Bi-GRU of word2sequence covered a
95.09% accuracy, 95.09% precision, 94.09% recall, and 94.09% F1 score, which were less than
the Bi-LSTM of GloVe. Interestingly, Bi-GRU performed worst in the GloVe evaluation.
LSTM ranked second, with over a 97% accuracy, precision, and F1 score, and obtained a
95.66% recall in GloVe embedding. However, LSTM in word2sequence embedding ranked
last in its evaluation. GRU ranked third in both GloVe and word2sequence. However,
GRU (word2sequence) failed to achieve even 90% in each evaluation segment, while GRU
(GloVe) scored over 95% in each evaluation segment.

In Figure 9, the DL models trained on word2sequence embedding were compared.
Bi-GRU achieved the best accuracy, precision, recall, and F1 score, with 95.09%, 94.09%,
and 94.59%, respectively. Bi-LSTM and GRU had similar accuracy scores of 92%, but a
low recall and F1 scores of less than 83% and 88%, respectively. LSTM had the lowest
classification score with accuracy and precision scores of 91.2% and an F1 score of 85.34%.
Despite Bi-GRU’s high performance, it did not surpass the baseline model.

The results of the DL classifiers trained on GloVe embedding are presented in Figure 10.
The Bi-LSTM and LSTM classifiers achieved the highest scores with an accuracy of 97.40%
and an F1 score of 97.42%. LSTM also performed well with an accuracy score of 97.20%
and an F1 score of 97.34%. GRU obtained a good score with an accuracy of 95.28% and an
F1 score above 95.48%. Bi-GRU had the lowest score among the models with an accuracy
score of 95.217%. Our Bi-LSTM model outperformed the baseline classifier by increasing
the accuracy, recall, precision, and F1 scores by 0.75%, 0.41%, 1.55%, and 1%, respectively.
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4.3. Error Analysis

The confusion matrix is one of the approaches that is both insightful and easy when it
comes to measuring the accuracy and completeness of a ML system. Its primary application
is in classification jobs, particularly those in which the results may include two or more
types of classes. The technique was utilized to perform an error analysis on the highest
performing model trained on each feature extraction technique. With the help of the
confusion matrix, we tried to find meaningful insights about the ML/DL model results.
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4.3.1. Error Analysis of ML Models

Two highest performing ML models, one trained with TF–IDF and the other with a
CV, were evaluated using confusion matrices, as shown in Figure 11a,b. The RF model
in Figure 11a performed better at predicting positive and negative drug reviews than
neutral reviews. The count-vectorized RF model in Figure 11b performed significantly
better than the TF–IDF-vectorized RF model in positive and negative classes, but both
models struggled with accurate predictions for the neutral class. The count-vectorized RF
model had fewer incorrect predictions and a better accuracy rate overall, with incorrect
predictions for negative, neutral, and positive classes at rates of 3.2%, 25.7%, and 2.6%,
respectively, on the 20% test data.
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4.3.2. Error Analysis of DL Models

Two highest performing models using word2sequence and GloVe embedding
were evaluated, and the resulting confusion matrices are shown in Figure 12a,b. The
word2sequence + Bi-GRU model correctly predicted 94.5% of the reviews, but it did not
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outperform the baseline model’s performance. The GloVe + Bi-LSTM model had more
accurate predictions for the negative and positive classes, with only 2–2.1% incorrect pre-
dictions, but struggled with the neutral class, with 13.3% incorrect predictions. Despite
this, the GloVe + Bi-LSTM model outperformed the baseline models due to its superior
accuracy in predicting the negative and positive reviews.
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Figure 13 illustrates the validation accuracy and validation loss for each model trained
with GloVe embedding for 100 epochs. From Figure 13, we could see that the validation
accuracy of Bi-LSTM and LSTM model increased with the increments in epochs, though
Bi-LSTM performed slightly better with better validation accuracy scores for each epoch.
Furthermore, Bi-GRU performed the worst throughout the epochs with lowest validation
accuracy scores. The validation loss of each model for 100 epochs is also shown in Figure 11,
showing that the loss of each model decreased until the 45th epoch, and after that, it started
to overfit with an increased validation loss. The Bi-LSTM and LSTM models continued the
whole process with a lower validation loss compared to the other algorithms. GRU and
Bi-GRU did not perform well, as its validation loss decreased until the 45th epoch, but the
loss was comparatively higher and kept going higher for the rest of the epochs.
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4.4. State-of-the-Art Comparison

Finally, we conducted a state-of-the-art comparison between our results and those
of prior research works conducted on drug SAs. As discussed in the Related Works
Section, most of the research works utilized DL classifiers to obtain a great accuracy score.
Additionally, their studies lacked significant classification scores using ML classifiers, which
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are computationally fast compared to DL models. In this study, we outperformed the results
of previous research works [14,18,19] on multiclass drug SAs conducted on a drugs.com
dataset. Table 4 indicates that with the use of ML algorithms, we obtained a better accuracy
score than prior works on DL algorithms.

Table 4. State-of-the-art comparison.

Reference Dataset Approach Number of
Classes Accuracy

Our Approach Drugs.com ML
3

96.60%
DL 97.4%

[14] Drugs.com ML 3 93.80%
[18] Drugs.com ML 3 93.85%
[19] Drugs.com DL 3 90.40%

4.5. Web Application Development

We also built a web-application-based automatic drug review categorization tool
using the highest performing ML model. The Flask framework was utilized to create the
application due to its scalability, lightweight features, and availability of Python libraries
for the task of conducting the SA. Figure 14 shows the results page of the web application,
where users could provide reviews of a drug and the count-vectorized RF model predicted
the text as a neutral class.
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5. Discussion

This paper presented a comparative performance analysis of ML/DL algorithms
trained on different feature extraction and word-embedding techniques to classify drug
sentiments into three classes: positive, neutral, and negative. Since the dataset used in
this study had a lower number of neutral reviews, the ML models encountered difficulties
to predict the classes accurately. On the other hand, the DL algorithms trained on GloVe
predicted the neutral class more accurately, exceeding the accuracy scores of the ML models.
Though we obtained better results than previous research works, the scores could still be
improved by increasing the neutral reviews in the dataset.

Previously, much research was conducted on drug SAs using both ML and DL algo-
rithms, where DL classifiers resulted in significant accuracy scores, but ML models suffered
from poor accuracy scores. Therefore, in this article, we first focused on exceeding the
classification score of previous research works on drug SAs using only ML algorithms com-

drugs.com
Drugs.com
Drugs.com
Drugs.com
Drugs.com
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bined with several NLP techniques. Out of the two feature extractors, the RF model trained
on a CV obtained the highest accuracy and F1 score of 96.65% and 96.42%, respectively.
Our RF model outperformed the highest performing DL algorithms of previous research
works on drug SAs [18]. Text classification presented challenges that are well suited for RF
classifiers due to the large dimensionality and noise of the data. Since the dataset we used
in this experiment was imbalanced, a greater classification score could be achieved with RF
than with other methods thanks to the majority vote on the predictions determined by all
of the decision trees in the forest. It is also worth mentioning that all the classifiers trained
with the CV performed equally well and outperformed the results of prior research works.
The utilization of several preprocessing techniques cleaned the reviews and reduced the
dimensionality of the data. As a result, with the reduced dimension of data, all the ML
algorithms reached a significant accuracy score. In addition, throughout the research, we
found out that models trained with the CV could obtain greater accuracy than TF–IDF-
vectorized models for the task of conducting a multiclass sentiment classification of drug
reviews. The more straightforward and honest manner in which the CV represented the
words of the evaluations was the primary contributor to its superior performance. While
the CV mostly indicated the total number of words that were included in the reviews,
TF–IDF primarily represented the importance of the words that were present in the reviews.
The TF–IDF encoding performed worse than the CV encoding because it concealed the
complete contextual etymology of the text inside the review.

Both the Bi-LSTM and LSTM models trained on GloVe embedding outperformed
the performance of the count-vectorized RF, with an accuracy and F1 score of over 97%.
The Bi-LSTM model could process inputs both forward and backward in time due to the
Bi-LSTM processing chain, replicating the LSTM processing chain. By including a second
hidden layer, Bi-LSTM improved the unidirectional LSTM by enabling hidden-to-hidden
interconnections to transmit in the opposing temporal sequence. As a result, the model
could use data from both the present and the future. For sentiment classification issues, it
is beneficial for a model to be aware of both past and future contexts. The method enables
Bi-LSTM to take the future context into account. Additionally, without keeping duplicate
context information, its layer learns bidirectional long-term dependency between time
steps in time series or sequence data. When we wanted the network to learn from the full
time series at each time step, while simultaneously having access to contextual data, these
dependencies were essential. As a result, it proved to have excellent performance in our
study. However, compared to other classifiers, the Bi-LSTM model had the drawback of
requiring more training data and time.

6. Conclusions

It is of high significance to examine the feelings of reviews via the use of AI technology
in our day and age, characterized by the fast growth of the Internet technology and social
networks. When we go out to accomplish anything, be it go shopping, carry out an online
purchase, or go to a restaurant, we first look at the reviews to ensure that we are making
the best choice. Reviews are becoming an increasingly important part of our everyday
lives. The utilization of drug reviews can shed light on the knowledge of users’ preferences
and drug experiences, which can be exploited to assist healthcare experts with decision
making and promote health. SA on online drug reviews is subject to various limitations and
challenges, including the presence of subjective and conflicting opinions, the complexity
of human language, and the potential for bias in the training data and models. ML/DL
algorithms have the ability to provide a fast and straight-forward way of understanding
and evaluating online drug reviews. Our study provided a comparative performance
analysis of ML/DL algorithms, trained on different feature extraction techniques, seeking
to determine the underlying attitude conveyed within online drug reviews with improved
accuracy scores from prior studies.

Previous research studies on drug SAs using ML techniques suffered from poor
accuracy scores. The accurate determination of sentiments expressed in drug reviews
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is crucial for improving patient care, drug development, drug discovery processes, and
monitoring public perceptions. As a result, our research aimed to address this issue by
studying SA on drug reviews using various ML classifiers, such as RF, SVM, LR, PAG,
and SGD, as well as DL classifiers, such as LSTM, Bi-LSTM, GRU, and Bi-GRU. Firstly, we
trained the ML models using two feature extraction techniques, namely, TF–IDF and CV, to
determine which algorithms could provide better classification scores. Secondly, we utilized
two distinct word-embedding techniques, word2sequence and GloVe embedding, to train
the DL classifiers in order to further improve the results and overcome the limitations of
the ML models. We evaluated the performance of the algorithms using traditional metrics,
such as accuracy, precision, recall, and F1 score, and also conducted an error analysis
using a confusion matrix and ROC–AUC curve. Our results demonstrated that, among
the ML algorithms, RF trained on the CV achieved the highest accuracy score of 96%,
surpassing the results of previous research studies. Additionally, models trained with the
CV outperformed the results of the TF–IDF-vectorized model due to their straightforward
approach in representing the words of the reviews. For the DL classifiers, the Bi-LSTM
model trained on GloVe outperformed the ML classifiers with an accuracy and F1 score
of 97.40% and 97.42%, respectively. Bi-LSTM performed better due to its ability to extract
relevant information from lengthy reviews more effectively by dealing with forward–
backward dependencies from feature sequences and resolving gradient disappearance and
long-term dependence. Furthermore, we developed a web application based on the count-
vectorized RF model that could automatically categorize drug reviews into three classes.

Our study not only enhanced the classification scores of previous research works, but
also introduced a web application capable of identifying drug safety concerns and support-
ing healthcare professionals in determining informed treatment decisions, thus, offering
the potential to improve healthcare. By incorporating scalable and efficient algorithms
and language representation models such as BERT, GPT, ULMFiT, and Transformer-XL in
our future works, along with variational autoencoders and adversarial networks as part
of our semisupervised analysis strategies, we plan to explore other approaches that can
reduce the dependence on annotated corpora. Furthermore, we aim to investigate the use
of semantic features in addition to contextual ones to increase the level of fine-tuning in our
strategies. However, interdisciplinary collaboration among computer scientists, healthcare
professionals, and regulators is essential to address these research gaps.
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