i
Tsukuba Library

Joogdbootgtdbbodgtdbbotgdootgd
Juoogdoogdood

0

oo oo

year

1993-03

guooooood

Dynamical Study of Photoexcited States iIn
Semiconductors by Means of Femtosecond
Pump-and-Probe Spectroscopy

URL

http://hdl._handle.net/2241/117060




JihMORYT e Tn-7%CEB
LEXRDLHERENST 1+ 17 A0HE

(FFEEER TS 03402007)

TR 4 BRI R AR B A (It ge (A))
pf g oA A& i & FE

T 5 F 3 H

MafkE M K R OE
R R P R BT



Jx A MRRLT - TJO—-TJ3KICELD
FEEDOIEERREBOST A+ RD
3T

(PHFCERREZES  03402007)

Rk 4 FERETIRRENS (—BFE (A) )
MERREHRESE

RS F3A

MERERE W K |/ E

(R FYEFREUR)



T3 EERERARAHE (—ETEA)

J=zAL MR T - O-TEICLBIFEEONHEIRED
T4FI 9 20OHE

(FIFCERRESES  03402007)

gt
WRiEE  REE  (REATWEERLD)
WESEE  ZRAX  GREAEWEERHT)
HER
TR 15,60 0F
FHAEE 10,300FH

&t 25,900FH



LU HIL>

7 x L MG, BB TKERT = & MEEHIE SV ZAAEKHz 5 EKHZOE
ZNEUTERTEIEEMERE2SUTI Y774 7L —HF—v 257 ADMERICED .
HicRBEAHREMA LS EL TS, FHEMFTRBE THES NICEERD T = A
P, BIHMROBEL -V -V 2AF LI E-> TiTONIcbDTH 5755,

U= ¥ ~FIUZZDHDIGEOHH) £ b7 Bk, HFicEEkomEREDS
EEY A 7 I AOBIRACHETIZRIEL TE ik,

FERT 2 A MO EE L TRY EFTEDid. CdSefEREEENE L
Uteosy FRIMEI XD ELEL MEINIETEEET - EILROIETFHEN M & T DB,
4 TURAI1GaAs-AlASHZERFHFENK LU EMSREL 2 BF - EfLRO X A
TIVZR, AEUHAFIVR, Fe, BilZMEEUcak—-VL U FTx /UDERK
EZOEETHE, INOLOMEAZED T B LETHIBRUTERZEWE, 724 M5
izl OH zEEDEEVEL R T - TO— THETE ORI PBATERL BotcEd
ETHB, fo THARRESTHIOCIS HEOHRERLTIE, HkH~HMH 20
BOBRL I x A MPU— Y- NEELTE e, Ele, TORKET Y VFRERMEL L
42— EOHEHFR (MEREE [EFEFERTE] KE3YHR- 1) BFENTD 7%,

—7. MEHEOEICEREU 3 L, FEKIF /A — PUBHIHEEOMRAFEZE >
THMEMSEAILIE > T D, OG- 7T ELTCuCl, Ge, Si, AgBrdF/
A= PRGFESRONRYERRZHEEL TE e, el -VIREFHFEEDHFIHIT- T
Zic, 7z b PG ROFGE LD Dolct b OFIRS . i85 T TH
SNICHIED EICRATT = & PR RDOF L ORI > T THA S,

COMEMRBIENSMEMRRIRESE, LOMEI V- T T 2 FHORREHE
L. PO E COMBEOREBEITHIBICLVSEZORBEHTHCE LDIcbDTH S,
BIEHEHAERDT » & MIFRICL D FREOERPEFAZDITRETH S,



RE®WXVY X}
1. RER

<CdSe>

1) Y.Masumoto and F.Sasaki:
"Intraband Energy Relaxation of Hot Carriers in CdSe"
J. Lumin. 48 & 49, 189 (1991).
2) F.Sasaki, T.Mishina, Y.Masumoto, B.Fluegel, K.Meissner and N.Peyghambarian:
"Nonequilibrium Distribution of Hot Carriers in a CdSe Thin Film"
Semicond. Sci. Technol. 7, B160 (1992); Proc. 7th Int. Conf. on Hot
Carriers in Semiconductors.
3) Y.Masumoto, B.Fluegel, K.Meissner, S.W.Koch, R.Binder, A.Paul and
N.Peyghambarian:
"Band Gap Renormalization and Optical Gain Formation in Highly Excited
cdse”

J. Crystal Growth 117, 732 (1992); Proc. 5th Int. Conf. on II-VI
Compounds, (Tamano, 1991).//INVITED PAPER//
4) F.Sasaki, T.Mishina, Y.Masumoto, B.Fluegel, K.Meissner and N.Peyghambarian:
"Femtosecond Optical Nonlinearities under the Resonant Excitation of
Excitons in CdSe"
J. Crystal Growth 117, 768 (1992); Proc. 5th Int. Conf. on II-VI
Compounds, (Tamano, 1991).
5) F.Sasaki, T.Mishina and Y.Masumoto:
"Ultrafast Pump-and-Probe Spectroscopy in CdSe: Hot Carrier and Exciton
Dynamics"
Phys. Rev. B 46, Sep.15 (1992).
6) B.D.Fluegel, A.Paul, K.Meissner, R.Binder, S.W.Koch, N.Peyghambarian,
F.Sasaki, T.Mishina and Y.Masumoto:
"Experimental and Theoretical Investigation of Femtosecond Carrier
Relaxation in CdSe"
Solid State Commun 83, 17 (1992).

<AlGaAs-AlAs>

7) T.Mishina and Y.Masumoto:
"Exciton-Hole Collision in Staggered Type-II A10.34Ga0_66As/AlAs Multiple
Quantum Wells"
Phys. Rev. B 44, 5664 (1991).
8) Y.Masumoto, T.Mishina and F.Sasaki:
"Dynamical Aspects of Interlayer Charge Transfer in Type II AlGaAs-AlAs
Multiple-Quantum-Well Structures”
in "Optical Properties of Solids" ed. by K.C. Lee, P.M. Hui and T.
Kushida (World Scientific, 1991) p.16-p.56: Proc. Taiwan-Japan Workshop on
Solid State Optical Spectroscopy, (Dec. 1990, Chung-li).
9) T.Mishina, F.Sasaki and Y.Masumoto:
"Ultrafast Optical Nonlinearities in Type-II AlGaAs/AlAs Multiple
Quantum-Well-Structures and Their Device Applicability”
Surf. Science 267, 634 (1992).
10) T.Mishina and Y.Masumoto:
"Picosecond Repetitive Optical Switching Using Type II Multiple Quantum
Well Structures”
Jap. J. Appl. Phys. 31, L343 (1992).
11) T.Kawazoe, Y.Masumoto and T.Mishina:




"Spin Relaxation Process of Holes in Type II Alj 5,6ay gcAs/AlAs Multiple
Quantum Wells™ ) :

Phys. Rev. B47, April 15 (1993).
<Bilg>
12) T.Mishina, Y.Masumoto, B.Fluegel, K.Meissner and N.Peyghambarian:

"Observation of Coherent Optical Phonons in BiI3"
Phys. Rev. B46, 4229 (1992).

<II-VI semiconductor superlattices>

13) A.Yamamoto, Y.Yamada and Y.Masumoto:
"Biaxial Splitting of Optical Phonon Modes in ZnSe-ZnS Strained-Layer
Superlattices”
Appl. Phys. Lett. 58, 2135 (1991).
14) Y.Yamada, Y.Masumoto, T.Taguchl and K.Takemura:
"Type Conversion under Hydrostatic Pressure in ZnSe-ZnS Strained-Layer
Superlattices"
Phys. Rev. B 44, 1801 (1991).
15) Y.Yamada, Y.Masumoto and T.Taguchi:
"Hydrostatic Pressure Dependence of Two-Dimensional Exciton Luminescence
in ZnSe/ZnS Strained-Layer Superlattices"
Surf. Sclence 267, 129 (1992).
16) Y.Yamada, Y.Masumoto and T.Taguchi:
"Hydrostatic-Pressure-Induced Type I - Type II Conversion in ZnSe-ZnS
Strained-Layer Superlattices"
J. Crystal Growth 117, 484 (1992); Proc. 5th Int. Conf. on II-VI
Compounds, (Tamano, 1991).
17) A.Yamamoto, Y.Yamada and Y.Masumoto:
"New Characterization Method of Biaxial Stress by Raman Scattering:
Demonstration in ZnSe-ZnS Strained-Layer Superlattices”
J. Crystal Growth 117, 488 (1992); Proc. 5th Int. Conf. on II-VI
Compounds, (Tamano, 1991).
18) Y.Kanemitsu, A.Yamamoto, Y.Masumoto, H.Nabeta, S.Yamaga, A.Yoshikawa,
K.Yamanaka, Y.Nagata and T.Koda: ‘
"Residual Strains and Disorder in ZnSSe Epitaxial Films on GaAs"
J. Crystal Growth 117, 316 (1992); Proc. 5th Int. Conf. on II-VI
Compounds, (Tamano, 1991).
19) Y.Kanemitsu, A.Yamamoto, H.Matsue, Y.Masumoto, S.Yamaga and A.Yoshikawa:
"Raman Study of Disorder and Strain in Epitaxial ZnSXSel_x Films on a
GaAs Substrate"” '
Appl. Phys. Lett. 60, 1330 (1992).
20) Y.Yamada, Y.Masumoto, J.T.Mullins and T.Taguchi:
"Ultraviolet Stimulated Emission and Optical Gain Spectra in Cdenl~xS—
ZnS Strained-Layer Superlattices”
Appl. Phys. Lett. 61, 2190 (1992).
21) A.Yamamoto, Y.Kanemitsu, Y.Masumoto, S.Yamaga and A.Yoshikawa:
"Higher Order Zone-Folded ilodes in ZnSe-ZnS Strained-Layer Superlattices”
Appl. Phys. Lett. 61, 1700 (1992).



<CuCl nanocrystals>

22) Y.Masumoto, T.Wamura and T.Kawamura:
"Anomalous Change of Extinction Spectra of CuCl Microcrystals"
Appl. Phys. Lett. 58, 2270 (1991).
23) Y.Masumoto, T.Wamura and T.Kawamura:
"Size Selective Nonlinear Optical Spectroscopy of Excitons in CuCl
Quantum Dots"”
Surf. Science 267, 315 (1992).
24) T.Wamura, Y.Masumoto and T.Kawamura:
"Size-Dependent Homogeneous Linewidth of 23 Exciton Absorption Spectra in
CuCl Microcrystals™
Appl. Phys. Lett. 59, 1758 (1991).
25) Y.Masumoto and T.Kawamura:
"Observation of Lasing in CuCl Quantum Dots"
) in "Nonlinear Optics, Fundamentals, Materials and Devices", ed. S.
Miyata (Elsevier, Amsterdam, 1992) p.393; Proc. 5th Toyota Conf. on
Nonlinear Optical Materials, (Aichi-ken, 1991) p.393.
26) Y.Masumoto, T.Kawamura and K.Era:
"Biexciton Lasing in CuCl Quantum Dots"
Appl. Phys. Lett. 62, 225 (1993).

<Ge, Si and AgBr nanocrystals>

27) Y.Maeda, N.Tsukamoto, Y.Yazawa, Y.Kanemitsu and Y.Masumoto:
"Visible Photoluminescence of Ge Microcrystals Embedded in 8102 Glassy
Matrices"”
Appl. Phys. Lett. 59, 3168 (1991).
28) Y.Masumoto, T.Kawamura, T.Ohzeki and S.Urabe:
"Lifetime of Indirect Excitons in AgBr Quantum Dots"
Phys. Rev. B 46, 1827 (1992).
29) Y.Kanemitsu, K.Suzuki, Y.Nakayoshi and Y.Masumoto:
"Quantum Size Effects and Enhancement of the Oscillator Strength of
Excitons in Chains of Silicon Atoms"
Phys. Rev. B 46, 3916 (1992).
30)+ Y.Masumoto:
"Optical Properties and New Functionality of Semiconductor Microcrystals"”
Solid State Physics (Kotai Butsuri) 27, 314 (1992).
31) Y.Kanemitsu, H.Uto, Y.Masumoto and Y.Maeda:
"On the Origin of Visible Photoluminescence in Nanometer-Size Ge
Crystallites"”
Appl. Phys. Lett. 61, 2187 (1992).
32) Y.Kanemitsu, K.Suzuki, H.Uto, Y.Masumoto, T.Matsumoto and H.Matsumoto:
"Visible Photoluminescence of Silicon-Based Nanostructures: Porous
Silicon and Silicon-Based Clusters"”
Appl. Phys. Lett. 61, 2446 (1992).
33) Y.Kanemitsu, K.Suzuki, H.Uto, Y.Masumoto and T.Matsumoto:
"Optical Properties of Porous Silicon and Small Silicon Clusters: Search
for the Origin of Visible Photoluminescence of Porous Silicon”
Jpn. J. Appl. Phys. 32, No.1B (1993).
34) Y.Masumoto:
"Optical Properties and New Functionality of Nanocrystallime CuCl and Ge"
To be published in MRS Proceeding (1992 MRS Fall Meeting).



<Polymers>

35) Y.Kanemitsu, A.Yamamoto, H.Funada and Y.Masumoto:
"Photocarrier Generation in Metal-Free Phthalocyanines: Effect of the
Stacking Habit of Molecules on the Photogeneration Efficiency"
J. Appl. Phys. 69, 7333 (1991).
36) Y.Kanemitsu, H.Funada and Y.Masumoto:
"Disorder-Induced Transition from Gaussian to Dispersive Carrier
Transport in Molecularly Doped Polymers"
Appl. Phys. Lett. 59, 697 (1991).
37) Y.Kanemitsu, H.Funada and Y.Masumoto:
"Electric Field Dependence of the Hole Drift Mobility in Molecularly
Doped Polymers: Importance of Disorder of Hopping Sites"
J. Appl. Phys. 71, 300 (1992).

<0Others>

38) H.Nabeta, K.Yamanaka, Y.Nagata, T.Koda, Y.Kanemitsu and Y.Masumoto:
"Characterization of Multilayered Structures by Plezoelectric
Photoacoustic Imaging"

Jap. J. Appl. Phys. 30, Suppl. 30-1, 289 (1991).

39) Y.Kanemitsu, H.Nabeta, H.Matsue, A.Yamamoto, Y.Nagata, K.Yamanaka, T.Koda
and Y.Masumoto:

"Photoacoustic Characterization of Semiconductor Heterostructures”
Jap. J. Appl. Phys. 31, Suppl. 31-1, 29 (1992).
40) Y.Nakayoshi, Y.Kanemitsu and Y.Masumoto:
"Dynamical Aspects of Laser Induced Phase Transformations in Amorphous
GeTe"
Proc. 14th Int. Conf. on Amorphous Semieconductors - Science and
Technology - (Garmisch-Partenkirchen, 1991); J. Non-Cryst. Solids 137 &
138, 1005 (1991).

41) Y. Yakayoshi Y.Kanemitsu, Y.Masumoto and Y.Maeda:

"Dynamics of Rapid Phase Transformations in Amorphous GeTe Induced by
Nanosecond Laser Pulses”
Jap. J. Appl. Phys. 31, 471 (1992).

* Publications in Japanese



2. OBRE

A. ER2ER

(1) Y.Masumoto: “Optical Properties and New Functionality of Nanocrystalline
CuCl and Ge™, 1992 MRS Fall Meeting, Boston (Nov. 30, 1992). (lnvited)

B. Z0tOHFTES

(DWAELE, BERE, SREE. FIEH: “Si-GenFOBBOMERMS v~
Sr” . BEYEFELSFL(1991F9AF28H).

(2)BEFEF: “ZaSe/ZaSERBRFOXYE" . BEYEELEL(1991FIA8H).

(N=GEX. JNEE, 7EKFEFE, B. Fluegel, K. Meissner, N. Peyghambarian: “fFik
MR ZIe-VU b JUMET | BEYEFLSEL(1991FIA2H).

WtEBEE, e R, HEAFEF: “CdSeMBER B 2MEFHEBMET COBEES
1" . HERYEFLFS(1991F9A28H).

(5)IRE, ZREX. BAFEF: “AlGaAs/AlAs2 {4 T HBBFFOBF R V" |
HAYEXSEL(1991F9A308).

(B)IEE—. "BEARE, HOFE: “BHHEZnSe WIERKTFOMEFFFORNER
., BEAYEESFEL(1991FIF30H).

(MiEa ARt BEASEE, BiE. BEE: “TIE3{ JTURSEBFHFEZaTe— ZnSe
ORETES R | BEYEXE2SF2(1991FIA308).

(8N FIEFSL, MARE, TAK:: “CuIHESMOIILF-BINGE" | BEAYPEES
E£2(19915F9H30H).

(9)dAHEE FFEL. KBETIL., SEXE: “AsBrEFIOMEBTFOREER" .
HAYEXSES(1991F9A308).

(10)WLEMg—. #EAFEZE, HOFE : “CdZnS-InSEERFOEEEMEME” | CEYE
Z£&(1991F1089H).
(IDITZ, WEEL., &REE. BARE, WEEX, SIHEE: “BFILESEERK
NTOREOKERBS 7 AR L BEE" | CAMEFS(199IFI10A108).
(12T BES. FFEIL. ZEE. BAREE: “cBNOHEETE AR FUERTENER .
CHAMBEZA2(1991E108128).

(IATEEY. BRER, RIRZL. £XBE. HAEE: "Si0. 55 2F0Celusisan
TREER7 s P I v 2" | ICAMEES(191FI0A128).

(IDNRE, Z&EX. BARE: “AGaAs/AlAsa 4 T EHBRBFFOBFRAE VB
(I)" . BEYEFESE2(199283A828H).

(I5)MaFTE93L. HHESE, MARE [TAE : “CCIEEO L — ¥ —RIRERFHIE" |
HAYEZLES(1992F3H289).

(I)&REEZ. HhEHK. PFRY. BEAEE: “Sivo27-0kYit” . BEXYE
ELEL(199283H27H).

(IMFWEE. JIEEE. WHEL. BARE . "X AL L 2CCIHERDEE
e ANT AT BEAYEELSES(1992F3F28H).

(IWAEL. 2REE. BEAFE: “Si-GCenT OB BT RELER" . BEAYESE
£EL(19924E38288).

- 7 -



(IN=ZfmEX. BEFE: "TiALGUV-¥-ZA0kI L tPak—-L Foxg”

BAYEFXLELS(1992538308).

(20)UE—. BEAFEZE, HO¥E : “CdZaS-InSEBRFOXEHIE" . OAYPEXLE
£(199253A 288 ).
QUBXRFE, OHTIL. AHTE: “CCIRFIOUL-—F-RIFEZOHL" . [6BY

BELEL(19925F38318).

(22)5AFEE : “¥BREAKBYIBKELEOME" | CHYEEL(1992F3A298).
(2NEREBE. BARKL., (FFRY, AEERE, BEXEZ, AHIET—B. fKEM: “Si

D3R -DXYE  BF VA IR | ICAYEELEL (1992838318 ).
(24)FHBL. &XBE. HEEE, ATHESH : “CeBROTREE I+ LIk

VALREBET | CRYEXSF2(19R2F 3 A31H).

(SIUEE—. "AAFEFE, BOEE : “CdZnS-InSTHEIZRFO L FilE™ | [CHRAYE%XS

F£4£(19924 3 A29H).

) g E. BAET, JIIEEY. Lev Zinin, MARER, THAEE . “CuCliESOM
BF MEFSFRESHESEFNEI", BEXYEESIHE(1992F9A25H).
(27) BEAREZ., FIIEE. Lev Zinin, BEFEE : “CCIHERZOMETF - MEFS TR

I ERFRRNT, BERYEFELSHE(19925F 9258 ).

(28)EILME. WHB—. =ZdaiX, Lev Zinin, 54%FHE : “CdZnS-ZnSEMBBEFD 2 3k

FIRIESE", BERYEF25H2(19925F9A26H ).

QIIEE., ZHEX, BEFEE : “AlGaAs/AlAs 3 A T EHERBZRFFORBF 2 EfINI"
HAYEESSE£(1992F9H28H ).
(30)UEy—, #AEF, HOEE : “CdZaS-InSERBFOLEFIGI", HAYE2ES

14 (1992298288 ).

BNUAEL, &XEEZ. HEAKEE: “SIRUGHHFOSI v U #EL", BERUEXSS#
£(199259H825H ).
(RVEXEE. FHBL. BHEARE, LFED. CABEE, ZFFHE : “5R-352Si0

RIEAN=ZZ L RERE", BEMEFSSH2(1992F9A258).

(3NER#HEE. FHHL. 9¢$§§_. “F O ERCeDTIRER T PUIF BV RERRE

HiE", ORYEESSHE(19925298258).

(BOEREE. HARTH. JARE, PIOH. EBEER. AFE—B. L45EZ:

“SiT S22 —DORWEN v PRI E =", le:w_!i“*“*%ﬂ“*(wgzﬁgﬁzsa
(35)52KHEE : “Gel AgBr it S, YA XRE”, CHYEFES(1992F10A168).
(36 LI —. 54AFEE, HOFEIE : “CdZnS*ZnSﬁ%#F’&tﬁ]ﬂ,ﬁﬂb—‘b‘—", roy::

WEEL (1992108 188).

BNUAZEL., €X%EZ. BEARE, WREXR, FIEHAE : "5 7 o#ELIC L 5 ZaSe-ZnS

ERBEFOSAROIFDELE- F", CAYEEL(1992F10A168).

(38)30KF4C. &NBE. BARE, OREFEKRE., EHE&E . "HREERESFEZRHOIICHE

—RTEFIREORME", CAMEFES(1992F108178).

(39)F#6EL. @NBE. MARE ], BFEY. CKRELER. ZFFH: "H-35 ZSi

OIREERT + PV IFE L AEREBE", CHAYEFES(1992F10A188).
(40)&REBZ. KAWL, BHAEE. EEEKR. MR BAEZ, AFIE—E . “Siy

- 8 -




22 —-ORPE(N): o= PRI S 24 =", [CHAYEXS(1992E105198).

ADIRE, ZGAY. BAEFE: “AlGaAs/AlAs2 { THEEBRFORY VSR EES
FAE", BERDBEFLEL(1993F3/298).

(AEITHEZE. WWEp—. =58, Lev Zinin, #EKER: “CAZaS-InSEHBTF D 2 EF
GNSHEN", BEYEBEFEFLEL(1993FLAL1H).

(ADEHIEE. Lev Zinin, HEFERE: “CCIMEROMETF - IEFFFRESHENE
ROREME", BEYEELFL(1993FIA30H). o

(4){dFAE. JIEEE. Lev Zinin, HERE: “CCIHERKCLTIMEFFTFRELD
BT, BERYEFELSEL(1993F3A30H ).

(45)EAE= . Lev Zinin, HEAFE: “ClCIHELOMETF - MEFFFRESH ELE
Flig2~7 V", HEYEELES(1993FE3F30H ).

(46)IEHM—. AERERE, HOWIE: “CdInS-InSERBFORERIFM", BEYEFLF
£(1993F4A18).

WNEREE. #EFERE, REXZMR, 8AXZ. /MNIEE : “SiHERKOTRRBLEERE
EHMRE", BEYEFXSFEL(1993FIA30H).

(48)$0KTafd. EXBE. HARE, AFET . BRERZ: “H—RKRTHRYv>o0k
it FESEE S Y -E", HFEYEESFES(1993F3F29H).

UNWLEEL, &XBE. BEREFE: “SIRSRKOS Y UREL™, HEYEELES(1993
#£3/308).

(50)F#HE. EXEZE. FERE, LEARB. ZHFHE, CKRBHEE: “H-522Y
AILOMERY A XERFERE", BEYEELFL(1993F3F30H)

G=ZREX. BEFEZ: “IP.BT 27 z4 MIBMNSESLE", BEAYEXLES
(1993%3H308).

(52)HEM—. BARE, HOEE: “CdZnS-InSERFHFHIEIC T 2 REFIBOER
HBE", CAYMEXS(1993FE4A1H).

(S)IFE, ZREX. HAFE: “AlGaAs/AlAsH 4 THRBRTFHFZHOIAREER
U4 o FT, CRAMEFE2(1993F4A18).

(54)5 KR4, BREE. HARE, OGEKER. ERNFE. BHEE . "RIRSHT
FRHOE—RATEFEEORDE(L)”, CAMEFELS(1993F3A31H).

(1)Y.Masumoto, T.Mishina and F.Sasaki: “Dynamical Aspects of Interlayer Charge
Transfer in Type Il AlGaAs-AlAs Multiple-Quantum-fell Structures”, in
“Optical Properties of Solids” ed. by K.C.Lee, P.M.Hui and T.Kushida (World
Scientific, 1991) pp.16-56 (S{HEAEE) .

(QVFARE . "FEREARGSEOLDE EHIBRELE", BEYE, Vol.27, No.d, pp.314-
319.



LI, BRI X FDRZFHX 1),3),5),6),7),10),11) ~14),19) ~22), 24), 26)
~29),31),32),36) Mo SN TWET A, —8 (T 414 . ZFESE (HiRtt, =
F)DFHRERTVEWN=H, FRKRFETEIEFE - 2ELTEYFEA,

BHE. BEFOv—FILELTHRAN O AFASATEY ., BHLTW S5 EFEXEHR
CIENTEFEINDT, FTERDY VI ETIELSESLY,

WX 1) http://dx. doi.org/10.1016/0022-2313 (91) 90102-2

WX 3) http://dx. doi.org/10. 1016/0022-0248 (92) 90846-B

w3 6) http://dx. doi. org/10.1016/0038-1098 (92) 90005-T

X 10)  https://www. jstage. jst. go. jp/article/jjap1962/31pt2/3B/31pt2 3B L343/ article



http://dx.doi.org/10.1016/0022-2313%2891%2990102-2�
http://dx.doi.org/10.1016/0022-0248%2892%2990846-B�
http://dx.doi.org/10.1016/0038-1098%2892%2990005-T�
https://www.jstage.jst.go.jp/article/jjap1962/31pt2/3B/31pt2_3B_L343/_article�

PHYSICAL REVIEW B

VOLUME 46, NUMBER 11

15 SEPTEMBER 1992-1

Ultrafast pump-and-probe spectroscopy in CdSe: Hot-carrier and exciton dynamics

Fumio Sasaki, Tomobumi Mishina, and Yasuaki Masumoto
Institute of Physics, University of Tsukuba, Tsukuba, Ibaraki 305, Japan
(Received 30 December 1991)

An extensive study by means of femtosecond pump-and-probe spectroscopy has clarified the ultrafast
dynamics of photogenerated carriers in a CdSe thin film. Under band-to-band excitation, a nonther-
malized hot-carrier distribution was observed immediately upon excitation. This distribution was ob-
served in a 200-meV broad energy range extending from the pump encrgy to its low-energy side. Its
low-energy tail indicates that carrier-LO-phonon scattering competes with carrier—arrier scattering in
the thermalization process. From the ratio of nonthermalized to the total carriers, the thermalization
time was estimated to be 2040 fs. In the wake of thermalization, cooling of photogenerated carriers was
observed. With an increase of the excitation density up to 10'* cm ™3, the carrier cooling rate was slower.
The cooling rate observed at 4.2 K was comparable to that at room temperature. The observed cooling
rate was slower than that predicted by a theorstical calculation which took into account screening of the
carrier-phonon interaction. This is ascribed to hot-phonon effects of LO phonons and TO phonons. Un-
der resonant excitation of the A exciton, a 42-meV energy broadening of the B-exciton structure was ob-
served. This broadening is caused by collisions between the 4 exciton and the B exciton. This is an ex-
ample of the scattering process between different kinds of excitons. Analysis indicates that the A-
exciton-B-exciton scattering time is 31 fs. This time is well explained by a simple theory based on the
rigid-sphere scattering model. The broadening decreases with a time constant on the order of hundreds
of picoseconds. This time constant is well explained by the lifetime of the excitons. Under resonant ex-
citation of the B exciton, a fast recovery of the bleaching was observed at the B exciton. The recovery
time of 0.9 ps is explained as the transformation time of B excitons into A excitons by LO-phonon emis-
sion. The obtained time constant agrees with the calculated scattering time based on the Fréhlich in-

teraction within an order of magnitude.

I. INTRODUCTION

With recent advances in ultrafast laser spectroscopy,
we can observe dynamical processes of carriers in semi-
conductors. The hot-carrier effect in semiconductors is
one of the most important subjects in these studies.
From a fundamental point of view, we can directly ob-
serve the dynamical carrier distribution and study the re-
laxation processes in semiconductors. Hot-carrier phe-
nomena are determined primarily by band structures and
carrier-phonon scattering processes. Therefore, studies
of hot-carrier phenomena provide important information
about carrier-phonon interactions. On the other hand,
hot-carrier physics regulates the behavior of ultrafast, ul-
trasmall semiconductor devices operating at high electric
fields. Therefore, a study of hot-carrier effects is impor-
tant in understanding such devices.'

Up to now, hot-carrier systems have been extensively
studied by means of transport experiments and lumines-
cence spectroscopy around the fundamental gap of semi-
conductors. With advances in ultrafast laser spectrosco-
py, time-resolved absorption experiments have been
adopted to study this subject. These studies have
clarified the dynamics of hot carriers as follows.

[nitially, photoexcited carriers are distributed at the
energy of the pump pulse. Transient spectral hole burn-
ing has been experimentally observed in three-
dimensional (3D),*? two-dimensional,** and zero-
dimensional® systems. The transient spectral hole dimin-

46

ishes in several tens or hundreds of femtoseconds depend-
ing on the excitation photon energy and density, After
the transient hole diminishes, only bleaching below the
pump photon energy is observed. The bleaching profile
shows the carrier distribution. Generally, photoexcited
carriers are thermalized by carrier-carrier scattering.
The scattering time is found to be on the order of a few
or a few tens of femtoseconds by means of femtosecond
photon echo in GaAs.” In the studies of the thermaliza-
tion process, experiments have dealt with the carrier-
carrier scattering process. However, high-energy carriers
can emit optical phonons. In this case, carrier-carrier
scattering competes with optical-phonon emission.
Therefore, the study of high-energy carriers enables us to
observe the competition between the two processes.
Recently, one of the carrier scattering processes, an in-
tervalley scattering process, has been extensively stud-
ied.3 If the conduction or the valence bands have a valley
minimum other than the I’ point and photoexcited car-
riers have enough excess energy, they can scatter to that
valley.  Through recent studies of GaAs and
Al Ga,__ As systems, the ['-X or the I-L scattering is
observed and it is found that the scattering time is several
tens of femtoseconds. The study of the multivalley
scattering mechanism is very interesting and important in
itself, but such a scattering mechanism makes it difficult
to study high-energy carrier distributions in GaAs sys-
tems. Unlike GaAs systems, CdSe does not suffer from in-
tervalley scattering and, therefore, is ideal for the study
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of high-energy carrier distributions.

In the succeeding time region, photoexcited carriers
emit phonons and lose their energy. The cooling rate de-
pends strongly on the carrier-phonon scattering rate.
There are three types of carrier-phonon interaction
mechanisms: the Frohlich interaction, the piezoelectric
interaction, and the deformation-potential interaction. If
a photoexcited carrier has excess energy larger than the
LO-phonon energy, carrier-LO-phonon scattering is the
fastest of the three processes. If not, the other two
scattering processes are the main channels of energy
transfer from the carrier system to the lattice.>'® In or-
der to clarify the carrier cooling mechanism, we must
consider the other effects that modify the carrier-phonon
interaction. One is a screening of the carrier-LO-phonon
interaction by highly excited carriers.!! ™' The otheris a
nonequilibrium phonon distribution effect, called a hot-
phonon effect."127!* Both effects make the carrier cool-
ing very slow. In recent studies, the latter effect is found
to be the dominant mechanism of slow carrier cooling in
the GaAs system.'* The fastest carrier-phonon interac-
tion, the carrier-polar-optical-phonon scattering takes
place in the region of tens or hundreds of femtoseconds.
Therefore, femtosecond spectroscopy is a powerful tool
to study the hot-phonon effect.

From the above-mentioned considerations, we have
studied hot-carrier effects in a thin CdSe film by fem-
tosecond pump-and-probe spectroscopy under high-
energy excitation. Since CdSe has no multivalley in the
conduction or valence band under 4-eV photoexcitation,
we consider only scattering mechanisms in the I" valley.
Therefore, we can study a dynamical carrier distribution
confined to the ' valley at high-energy excitation. As a
result, a nonequilibrium distribution was observed im-
mediately upon excitation. The nonthermalized distribu-
tion extended from the pump energy to its low-energy
side. This feature shows the competition between
carrier-carrier scattering and carrier-LO-phonon scatter-
ing.

One of the other interests in femtosecond spectroscopy
is to clarify dynamics or optical nonlinearities of excitons
in semiconductors.'® Studies of exciton-exciton scattering
processes and exciton-phonon scattering processes reveal
the origin of the large optical nonlinearity of excitons.
Therefore, these studies are necessary for the design and
fabrication of optoelectronic devices. In CdSe, A-exciton
and B-exciton peaks are observed near the fundamental
absorption edge. The energy splitting between the A4 ex-
citon and the B exciton is comparable to the LO-phonon
energy. This situation is suitable for the study of col-
lisions between A excitons and B excitons or exciton-
LO-phonon scattering.

In Sec. I, the experimental condition of the pump-
and-probe experiments is described. [n Sec. IlI, discus-
sions about hot-carrier systems under band-to-band exci-
tation are given. In Sec. 1V, we discuss the dynamics of
excitons under resonant excitation.

II. EXPERIMENTS

In this study, two short-pulse laser sources were uti-
lized. The first laser source consists of a cw mode-locked
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Nd**:YAG (YAG denotes yttrium aluminum garnet)
laser, the first-stage fiber compressor, a second-harmonic
generator, a synchronously pumped cavity-dumped dye
laser, the second-stage fiber compressor, and a dye
amplifier pumped by a Q-switched Nd**:YAG laser. In
this case, the pump-phonon energy was 2.12 eV and pulse
energy was about 400 uJ with a 260-fs pulse width. The
laser pulses were split into two beams. One beam was fo-
cused on a water cell and generated white continuum-
femtosecond pulses. The white-light beam was used as a
probe beam and the desired spectral range was selected
with color filters. The pump beam was sent through an
optical delay. The excitation and probe beam po\vcr were
varied by using rotational neutral-density filters that pro-
duce no change in the time delay or in the dispersion.
The diameters of the spot and overlap of the two beams
were checked with a microscope.

The second laser source was based on a colliding-pulse
mode-locked dye laser and a multipass amplifier pumped
by a Cu-vapor laser, This laser system is operational in
the Optical Sciences Center of the University of Arizona
and was used for some of the experiment reported in this
paper. The amplified beam was focused on an ethylene-
glycol jet and generated a white-light continuum. Part of
the white light was used as a weak probe beam. The
remaining part was sent through an interferential filter
with a band width of about 10 nm. This beam was
amplified using another multipass amplifier and used as
the pump. With this system, we can tune the pump-
photon energy to the A-exciton and B-exciton reso-
nances. The pump pulse width was between 110 and 130
fs, depending on the photon energy. To reduce the scat-
tered pump light, especially in the case of resonant pump
experiments, the pump-and-probe beams were polarized
orthogonally and an analyzer in the detection system
selected only the probe light. .

In femtosecond experiments, one difficulty comes from
dispersion compensation. If we want to observe a wide-
range spectrum, we must suppress the dispersion of the
optics as far as possible. The temporal dispersion of the
probe in these systems was less than 10 fs/nm. Taking
into account the second-order term in the dispersion, a
least-squares fit of the experimental dispersion was done.
The agreement between the experimental results and the
fit was very good, and the maximum deviation of the data
from the fitting curve was smaller than 10 fs. Based on
this fit, the time delays of the probe spectra were given a
wavélength-dependent correction. In this way, time-
resolved spectra were obtained in a wide energy range.

The sample was a 0.65-um-thick CdSe thin film grown
on a mica substrate by means of hot-wall epitaxy. The
crystal ¢ axis was perpendicular to the mica substrate. A
mica substrate is suitable for the absorption experiment
because it is transparent to visible light. Moreover, mica
is a layered compound and its interlayer interaction
comes from van der Waals force. Therefore, the strain
between a mica substrate and a CdSe crystal is considered
to be much smaller than other systems. Typical
transmissivity at the pump photon energy was about 5%
in this sample.

Four experiments were conducted: (1) pump at 2.12
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eV with a pulse width of 260 fs at 4.2 K, (2) pump at 2.12
eV with a pulse width of 260 fs at room temperature, (3)
pump at 1.86 eV with a pulse width of 110 fs at 10 K, and
(4) pump at 1.82 eV with a pulse width of 130 fs at 10 K.
Experiments (1) and (2) correspond to band-to-band exci-
tation. Experiments (3) and (4) correspond to resonant
excitation of the B exciton and A exciton, respectively.
The data acquisition was done using an optical mul-
tichannel analyzer and a 25-cm spectrometer with low
dispersive gratings (300 or 600 groves/mm) to obtain a
wide-energy-range spectrum.

III. EXPERIMENTAL RESULTS
UNDER BAND-TO-BAND EXCITATION
AND DISCUSSIONS

A. Nonequilibrium distribution of photoexcited carriers

Under band-to-band excitation, a large number of free
carriers is generated with kinetic energy greater than the
optical-phonon energy by an intense optical pulse. The
kinetic energy per carrier was on the order of 100 meV,
which depends on the difference between the band gap
and the excitation photon energy. The estimated carrier
density was on the order of 10" cm ™3,

Figures | and 2 show time-resolved absorption spectra
under experimental conditions (1) and (2). Condition (1)
corresponds to the 2.12-eV excitation at 4.2 K and condi-
tion (2) to the same excitation at room temperature. The
excitation densities were 900 and 600 uJ cm ™2, respec-
tively. The absorption spectra denoted “NO PUMP"
were obtained from probe transmission in the absence of
the pump pulses. Structures of the A4 exciton and the B
exciton are clearly observed in Fig. 1. In Fig. 2, the 4-
exciton structure is observed as a kink around 1.76 eV.
The spectrum at O ps shows a broad spectral dip around
2.0 eVin Fig. . There seems to be a broader spectral dip
around 1.9 eV in Fig. 2. These features are due to a non-

CdSe
4.2K

10'cm-!
NO PUMP

A B

12ps

1.8 2.0 2.2
PHOTON ENERGY (eV)

FIG. 1. Time-resolved absorption spectra of CdSe observed
under 2.12-eV excitation at 4.2 K. The solid line denoted by
“"NO PUMP™ shows the spectrum without the pump. Pump-
and-probe spectra at 0-, 5-, and 12-ps time delays are shown.
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12ps
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FIG. 2. Time-resolved absorption spectra of CdSe observed
under 2.12-¢V excitation at room temperature. The solid line
denoted by “NO PUMP™ shows the spectrum without the
pump. Pump-and-probe spectra at 0-, 5-, and 12-ps time delays
are shown.

thermalized distribution of hot carriers. In order to see
the carrier distribution clearly, we plotted the time-
resolved absorption spectra in the form of —Aa/a,
where a and Aa denote the absorption coefficient and the
change of a induced by the optical pumping, respectively.
Figures 3 and 4 show these spectra under experimental
conditions (1) and (2), respectively.

The relation between —Aa/a and an electron (hole)
distribution function f,(E,) [ f,(E,)] is expressed by'’

—Ada/a=fJE )+ fi(E,) . 3.0

Here, E, and E, denote the kinetic energy of electrons
and holes, respectively. The kinetic energies of an elec-
tron and a hole are represented by

E;=(u/mNE—E,) (i=eh), (3.2)

where g, m;, E, and Eg denote the reduced mass of an
electron and a hole, an effective mass, the probe photon
energy, and the band gap, respectively. In this analysis,
one may take into account the anisotropy in the A-hole
band. This simple expression (3.1) is then modified."® In
order to estimate the anisotropy effect in the absorption
spectrum, a calculation with and without the anisotropy
was done. The calculation method is outlined in the Ap-
pendix. Figure 13 in the Appendix shows that the anisot-
ropy effect is small. Therefore, we have neglected it for
simplicity.

Further, we approximately replaced the right-hand
side of Eq. (3.1) at the high-energy tail by the larger term.
Because both f,(E,) and f,(E,) are the exponentially
decaying functions at the high-energy tail, the smaller
term is considered to be negligible compared with the
larger term. Then, analysis procedures become simple as
follows.!”

We analyzed the —Aa/a spectra by fitting the single
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FIG. 3. The change in the absorption coefficient divided by the unperturbed absorption coefficient —Aa/a observed under 2.12-
¢V excitation at 4.2 K. The left-hand part shows —Aa/a in the linear scale, and the right-hand part shows —Aa/a in the logarith-
mic scale. The effective temperature of hot carriers, T, is estimated from the fitting shown by dashed lines. Values of T, for spectra

PHOTON ENERGY

at 0, 0.6, and 5 ps are 970, 850, and 540 K, respectively.

Fermi distribution function
SAE)=1/|expl{{E —Eg)/ks T, }+1},

where Eg, T,, and kj denote the chemical potential, the
effective temperature of hot carriers, and the Boltzmann
constant, respectively. Almost all the spectra can be well

I 1 T

CdSe
RT

<|d 0._.
|
0.5
0
0._.
B
1.6 1.8 2.0
. PHOTON ENERGY (eV)

fitted by a single Fermi distribution function except the
spectra around the time origin. The spectra at 5 ps are
well fitted by a single Fermi distribution function as
shown in Figs. 3 and 4. However, the spectra observed at
0 ps cannot be fitted. Moreover, the spectrum shows a
convex part around 2.0 ¢V in Fig. 3. In Fig. 4, the spec-
trum observed around 1.9 eV is not concave upward.

T T i 1
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1= =
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FIG. 4. The change in the absorption coefficient divided by the unperturbed absorption coefficient —Aa/a observed under 2.12-
eV excitation at room temperature. The left-hand part shows —Aa/a in the linear scale and the right-hand part shows —Aa/a in
the logarithmic scale. The effective temperature of the hot carriers, T, is estimated from the fitting shown by dashed lines. Values of
T, for spectra at 0, 0.6, and 5 ps are 1100, 360, and 560 K, respectively.
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The Fermi distribution function is concave upward below
its value of 0.5. Therefore, the spectra observed around
2.0 ¢V in Fig. 3 and 1.9 ¢V in Fig. 4 indicate a non-
thermalized distribution of hot carriers.

This nonequilibrium distribution of hot carriers was
thermalized before the end of the pump pulse by carrier-
carrier scattering. So far, the thermalization time has
been estimated in 3D GaAs by means of femtosecond
pump-and-probe spectroscopy.® In that experiment, car-
riers had small excess energy and were not able to emit
an LO phonon. However in our experiment, carriers had
enough excess energy to scatter and emit LO phonons.
Therefore, the nonthermalized distribution observed in
this experiment spread over a 200-meV-broad energy
range. The low-energy tail of the nonthermalized distri-
bution indicates that the carrier-LO-phonon scattering
process competes with the carrier-carrier scattering pro-
cess.

The thermalization time could not be observed in the
time trace because of the limited time resolution, but we
estimated the thermalization time from the spectra at 0
ps. A simple rate equation is written by

dn/dt=g(ty—n/74 , (3.3)

where n, g(t), and 74 denote the carrier density, the gen-
eration rate of the photoexcited carriers, and the decay
rate, respectively. We can neglect the decay term be-
cause of the fairly long lifetime of carriers. We separate
the nonthermalized carrier density n” from the equilibri-
um carrier density n¢. Then, Eq. (3.3) becomes

dn"/dt=g(t)—n"/7, dn‘/dt=n"/7, (3.4)

where 7 denotes the thermalization time constant. If the
generation rate is constant within the experimental time
resolution 8¢, the nonthermalized carrier density at time
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FIG. 5. The change in the absorption coefficient divided by
the unperturbed absorption coefficient —la/a observed under
2.12-eV excitation at 4.2 K (solid lines). The vertical scale is
logarithmic. The fitted Fermi distribution functions are shown
by dashed lines. Values of the estimated temperature for spec-
traat 4, 8, and 12 ps are 530, 440, and 390 K, respectively.
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FIG. 6. The change in the absorption coefficient divided by
the unperturbed absorption ¢oefficient —Aa/a observed under
2.12-¢V excitation at room temperature (solid lines), The verti-
cal scale is logarithmic. The fitted Fermi distribution functions
are shown by dashed lines. Values of the estimated temperature
for spectra at 4, 8, and 12 ps are 590, 460, and 400 K, respective-
ly.

&t is represented by

n"(8t)= f_a; %’f-exp((t'—-&z )/r]d:’m-%%r . 3.9
Here, 8n denotes the total carrier density generated
within the time resolution. Equation (3.5) shows that the
thermalization time 7 is estimated to be {(n"/8&n )6¢.

From the experimental results shown in Figs. 3 and 4,
the ratios of the nonthermalized distribution to the total
one were obtained as 10% for the spectrum at O ps in 4.2

1500 T T T T T T T T
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4.2K

1000 1.7mJcm=? —

x
o
500 ~
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FIG. 7. Temporal change of the estimated temperature, T,,
observed at 4.2 K. Solid circles show experimentally estimated
temperatures.  Solid lines are the numerically fitted result.
Upper and lower curves show the data obtained under 1.7-
mJem ™" and 410-uJ cm ~* excitation, respectively.
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FIG. 8. Solid lines show the energy-loss rate of hot carriers
observed at 410-uJem™? and 1.7-mJ cm™? excitation. Dashed
and dotted lines show the calculated energy-loss rate at carrier
densities of 1 X 10" and 6 X 10" cm ™3, respectively.

K and 5% at room temperature. Therefore, approxi-
mately 5-10% of the present time resolution of 400 fs
roughly gives the thermalization time of 20-40 fs.

B. Cooling of hot carriers

Cooling of hot carriers was observed in the picosecond
time regime. Figure 5 shows the data taken at 4.2 K and
Fig. 6 shows the data taken at room temperature. In this
time regime, the spectra are well described by a Fermi
distribution as shown by the dashed line in Figs. 5 and 6.
Therefore, cooling of the hot carriers is characterized by
an effective temperature of the hot carriers. The fitted
carrier temperatures at 4, 8, and 12 ps are 580, 440, and
390 K, respectively, in Fig. 5. In Fig. 6, those at 4, 8, and
12 ps are 590, 460, and 400 K, respectively. The fitted
carrier temperature at 4.2 K is similar to that at room
temperature. This fact indicates that the cooling rate ob-
served at 4.2 K is comparable with that observed at room
temperature, since the carrier temperature is much
higher than the lattice temperature.

The temporal changes of T, observed at different exci-
tation densities are plotted in Fig. 7. The lower and
upper curves show the results observed at the excitation
density of 410 uJem ™2 and 1.7 mJcm ™3, respectively.
The carrier densities estimated from the transmissivity of
the pump pulse were 1X 10" and 6X 10" cm ™2, respec-
tively. Solid circles are the fitted carrier temperature.
Vertical bars are error bars of the fitting. In order to
compare the observed carrier cooling rate with a calcu-
lated rate, we differentiated these curves by time. After
fitting the experimental data by the solid lines shown in
Fig. 7, we took the differential of the curves. The results
are shown by solid lines in Fig. 8 as a function of T,.
This result shows that the carrier cooling rate slows with
an increase of excitation density. The dashed and dotted
curves show the calculated energy-loss rate based on
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screening of the carrier-phonon interaction,'*!3

In this calculation, we took into account four carrier-
phonon interactions: the carrier-LO-phonon scattering
based on the Frohlich interaction, the carrier-acoustic-
phonon scattering based on the piezoelectric scattering,
the carrier-TO-phonon scattering based on the optical
deformation-potential scattering, and the carrier-
acoustic-phonon scattering based on the deformation-
potential scattering. The energy-loss-rate formula and
parameters used in the calculations were those in Ref. 13.

As a result of the calculation, the dashed and dotted
curves were obtained at carrier densities of 1X10' and
6X10' cm™3, respectively. These densities' are the
values estimated from the experiment. The'disagreement
between the observed energy-loss rate and the calculated
rate is probably due to the hot-phonon effect. At these
high carrier densities, the screening of the Frohlich in-
teraction works more sensitively than that of the optical
deformation-potential interaction, so that the energy-loss
rate by LO-phonon emission is found to be comparable
with that by TO-phonon emission. Therefore, the ob-
served slow energy-loss rate is attributed to the hot-
phonon effects of both LO and TO phonons.

1V. EXPERIMENTAL RESULTS
UNDER RESONANT EXCITATION OF EXCITONS
AND DISCUSSIONS

A. A-exciton resonant excitation

Figure 9 shows the change in the absorption spectra
—Aa under resonant excitation of the A exciton. The
bleaching has peaks at both the A-exciton and B-exciton
resonances. Initially, induced absorption is observed
around the A4-exciton resonance. The induced absorption
observed at the low-energy side of the A4 exciton dimin-
ishes with time. As this occurs, the induced absorption
at the high-energy side of the B exciton grows. Such a

1 T T |
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—=40fs
3 ' -=- 60fs
. ——1601s
T $e
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A
2
L ]
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FIG. 9. Time-resolved absorption change —Aa observed un-
der resonant excitation of the A exciton at 10 K around the
time origin.
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FIG. 10. Fitting of line broadening. The solid line shows an
experimental spectrum observed under A-exciton resonant exci-
tation at 560 fs. The dashed line shows a calculated spectrum
based on the broadening of two Lorentzian functions.

spectral change is interpreted as a broadening of both the
absorption lines. We ascribe this energy broadening of
each absorption line to collisional broadening of excitons.

The collisional broadening of excitons in GaAs was
previously observed in Figs. | and 2 of Ref. 4 by fem-
tosecond pump-and-probe experiments. In that experi-
ment, excitons collide with free carriers. In our experi-
ment, A excitons were initially excited at 10 K, which is
too low a temperature to ionize the exciton. Therefore,
the energy broadening of the B-exciton resonance is
caused by mutual collisions between A4 excitons and B ex-

citons. This is an example of collisions among different

kinds of excitons. Another example of collisions between
different kinds of excitons was recently reported for mag-
netoexcitons in GaAs quantum wells.

The broadening of the exciton line yields the scattering
time of the excitons. The spectral shape of an absorption
line caused by collisional broadening is represented by a
Lorentzian function. In this case, the relation between
the energy width (full width at half maximum) AE and
the mean scattering time 7, is expressed by AEr, ~24.
From this relation, we can estimate the exciton-exciton
scattering time. In order to obtain the energy broadening
AE, we fitted the calculated spectrum to the experimental
spectrum —Aa, as shown in Fig. 10. In this fitting, we
used two Lorentzian functions. The solid and dashed
lines show the experimental spectrum observed at 560 fs
and the fitted spectrum. The induced absorption ob-
served at the high-energy side of the B exciton is well
fitted.

Initially, broadening of the A exciton is observed
below the A-exciton peak, as shown in Fig. 9. The
broadening below the A exciton disappears as soon as the
bleaching become large. The bleaching caused by phase-
space filling is observed at the low-energy side of the A
exciton and balances the effects of the broadening. How-
ever, the broadening observed above the A exciton

FUMIO SASAKI, TOMOBUMI MISHINA, AND YASUAKI MASUMOTO 46

remains and is not masked by the bleaching.

The fitting showed the energy broadening of the B exci-
ton and the A exciton to be about 42 and 27 meV, respec-
tively. Inserting these values into the equation
AE T ~2A, we obtain a scattering time of 31 fs between
the B excitons and the A excitons. We also obtain a
mean scattering time of 49 fs between the A4 excitons and
the A excitons. .

The exciton-exciton scattering rate was experimentally
determined using time-resolved degenerate four-wave
mixing,?! and was theoretically calculated by Manzke,
Henneberger, and May.?2 However, these studies only
dealt with collisions between the same exciions or be-
tween excitons and free carriers. It is difficult to model
the collision processes between different kinds of excitons
taking into account the many-particle problems. There-
fore, we estimate the collision rate from a simple theory.
Since excitons have no charge, we use a model of rigid-
sphere scattering as the scattering mechanism of exci-
tons. We assume that the photoexcited 4 excitons obey
the Boltzmann distribution at the lattice temperature T.
The B excitons generated by a probe pulse collide with
the A excitons. In this case, the 4 exciton and B exciton
mutual scattering rate 1/7 5 is represented by

/1 5=2n,0a +ag¥2akg T, /M )7, (4.1

where n,,, M 5. a,, and agz denote the A-exciton densi-
ty, the reduced mass between the A exciton (0.93m,) and
the B exciton (1.03my), the Bohr radius of the A exciton
(5.3 nm), and that of the B exciton (4.9 nm), respectively.
Here, my denotes the bare electron mass. In the experi-
ments, the values of n,, and T, were 3X10" cm™? and
10 K, respectively. The calculated scattering time is 36
fs. The agreement between the observed 31 fs and es-
timated 36 fs is very good. Utilizing this model, the
broadening of the B-exciton resonance is well explained
by the A-exciton-B-exciton collisional broadening.

The energy broadening of both excitons is found to in-
crease consistently with the excitation density. This fact
also supports this model. In this simple model, however,
the A-exciton- A-exciton collision time 7, , is 34 fs,
which is comparable with the A-exciton-B-exciton col-
lision time. The difference between 7, , and 7, 0b-
tained from the experiment cannot be explained by this
model. This may be due to the Pauli exclusion between
the A exciton and another A exciton.

B. B-exciton resonant excitation

Figure 11 shows the results of resonant excitation of
the B exciton. The left-hand part of this figure shows the
spectra around the time origin and the right-hand part
shows the spectra in the picosecond regime. Initially, the
bleaching of both the A exciton and the B exciton in-
creases at the same time. However, the bleaching at the
B exciton decreases more rapidly than that at the 4 exci-
ton, as shown in the right-hand part of Fig. 11, The time
dependence of the bleaching at the B exciton is plotted in
Fig. 12. The solid line shows the experimental result and
the dashed line shows the fit to a double-exponentially de-
caying function. From the fitting, the time constants of
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FIG. 11. Time-resolved absorption change —Aa observed under resonant excitation of the B exciton. The left-hand part shows
spectra around the time origin and the right-hand part shows spectra in the picosecond regime.

the fast component and the slow component were found
to be 0.9 and 53 ps, respectively.

Here, we discuss the fast recovery component. The
recovery time of the B exciton’s bleaching is much faster
under B-exciton resonant excitation than under either
A-exciton resonant excitation or band-to-band excitation.
This is explained by a fast-scattering process from the B
exciton to the A exciton.

The energy splitting between the A-hole band and the
B-hole band, AE 5, is 41 meV, as shown in Fig. 1.3
Therefore, the photoexcited B exciton can emit a LO
phonon and be transformed into an A exciton. The
scattering time of the B exciton with the LO phonon,
1/75%, is estimated by using the Fréhlich interaction.”**
This process is the fastest among the exciton-phonon in-
teractions. The scattering rate of the B exciton is ob-
tained by integration of the square of the matrix element.
As a result, 1/7(; is represented by

1/78% = eZﬁ@LO/"B _I‘.-._l_. ‘IVLO(TL )+1
O e A e, g #ik

vac

(q,—qs P
x [ 4.2)

) q

Here, Aiw o, pig, €aer Ex» €0 Vyo» and k, denote the
LO-phonon energy, the reduced mass of the B exciton
(0.11my), the dielectric constant of vacuum, the optical
and static dielectric constants of CdSe, the LO-phonon
occupation number, and the A-exciton wave vector, re-
spectively. The range of integration is written by the in-
equality

5 {72
<t g
kg (1= 1= S22 (AE p —fog) <
A N 48 Lo q
9y 172
<k, |1+ 1+%u£ﬂ,—ﬁww> (4.3)
oA

ln Eq. (4.2), q, and ¢, denote the Fourier transform of
the electron and hole charge-distribution functions that
are represented by**

my  gag )
+ % :
qr I m‘,+mk 2
- (4.4)
me, qdp
=1+ |—— :
I m‘+m,, 2

Inserting Eq. (4.4) into (4.2), we obtain a scattering time
of 0.2 ps. The experimental value agrees with the calcu-
lated one within one order of magnitude. The disagree-
ment between the experimental scattering time and the
calculated scattering time may come from the hot-
phonon effect of LO phonons.

Recently, a time-resolved reflection measurement was
adopted to this study and a transition time of 0.9 ps was
measured.”® The time constant obtained by our experi-
ment agrees with this value. However, in this reflection .

T
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Epe=1.86 eV
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FIG. 12. The time dependence of bleaching observed at the 8
exciton. The solid line shows the experimental result. The
dashed line shows the fit to a double-exponentially decaying
function.
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experiment, the time resolution (~0.6-ps pulse width)
was comparable with the observed transition time. In
our experiment, the time resolution was 110 fs, so that
the recovery-time constant is measured with enough ac-
curacy.

Another merit of this experiment is to observe the
whole spectrum around the band edge, as shown in Fig.
11. As already mentioned, the B-exciton bleaching dras-
tically decreases in the picosecond regime. We ascribed
the fast recovery of this bleaching to the B — A transfor-
mation. Therefore, the population of the B exciton is ex-
pected to decrease. In contrast, the population of the 4
exciton is expected to increase. Both the populations
modify the bleaching observed at the A4 exciton. From
the experimental result, the bleaching observed at the 4
exciton decreases in the picosecond regime, as shown in
the right-hand part of Fig. 11. The recovery of this
bleaching is small but is found to have a fast component.
The recovery-time constant observed at the A4 exciton is
comparable with that observed at the B exciton. In our
experimental condition, free carriers are also excited
from the A4-hole band. Therefore, the small recovery of
the bleaching observed at the A exciton may come from
the reduction of the free carriers or the B-exciton popula-
tion.

V. CONCLUSIONS

In this work, ultrafast pump-and-white-continuum-
probe spectroscopy was adopted to study the dynamical
behavior of photogenerated carriers in a CdSe thin film.
As a result, dynamics of photogenerated carriers in CdSe
are clarified as follows.

Under band-to-band excitation, a nonthermalized hot-
carrier distribution was observed during the pump pulse.
The nonthermalized distribution was observed not only
at the pump energy, but also on the low-energy side of
the pump energy. This is due to the fast carrier-LO-
phonon scattering process. The thermalization time
could not be resolved in the experiment, but the ratio of
the nonthermalized to the total carriers gave the thermal-
ization time of 20~40 fs.

In the cooling process of photogenerated hot carriers,
the carriers lose their excess energy by emitting phonons
while maintaining a thermalized distribution. The ob-
served slow carrier cooling rate is not explained by
screening of the carrier-phonon interaction. This is prob-
ably explained by hot-phonon effects of both LO and TO
phonons.

Under resonant excitation of the A exciton, broaden-
ing of the B exciton was observed. The observed
broadening gave the A-exciton-B-exciton scattering time
of 31 fs. This value is well explained by a rigid-sphere
scattering model. This is an example of the interaction
among different kinds of excitons.

Under resonant excitation of the B exciton, a fast
recovery of the bleaching was observed at the B exciton.
This fast recovery with a 0.9-ps time constant is well ex-
plained by transformation of the B exciton to the A exci-
ton with emission of an LO phonon through the Frohlich
interaction.
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APPENDIX; ANISOTROPY OF THE BAND STRUCTURE

The absorption spectrum is proportional to the imagi-
nary part of the susceptibility, expressed as'®
n

(kg —E )\ 6(E—E,N(E—E,) .

2

Imy(E) =

(AD)

Here, E, p, and Ex represent the photon energy, a re-
duced mass between an electron and a hole, and the ener-
gy gap, respectively. The step function 6(E —E,) pre-
cludes absorption below the band gap. The phase space
filling effect is taken into account in the term N(E—~E,),
which is represented by

N(E)=1—-fla,E—EF)~fla,E—ED). (A2)

Here, Ef and Ef represent the electron and hole quasi-
Fermi energies. The prefactors @, and a, mean u/m,
and p/m,, respectively. The anisotropy in the band
structure changes p and N(E —E,). By using the aniso-

1 T T
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FIG. 13. The calculated imaginary part of the susceptibility.
The solid line shows the anisotropic case and the dashed line
shows the isotropic case.
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tropic masses of the electron (m} and m}) and the hole
(m} and mY), N(E —E,) is represented by'*

NE=Ep)= [ ds{1=f({y+ns’|E~E)
—f{1=y—us’lE-ED],
mi mj

= . 7}
14 m‘l+m,i‘

(A3)

ml+m}

The effective masses of the electron and thlc hole are re-
placed by averaged values, m,=(m/mH)'”® and

6759

my=(m;'m})'3. The anisotropic masses in CdSe were
chosen as m}!=m}=0.13my, m}=0.45m,, and
m}=2.5mg, where m denotes a bare electron mass.

Inserting Eq. (A3) into (A1), we obtained the imaginary
part of the susceptibility, including the anisotropy of the
hole band. Figure 13 shows the result obtained under a
carrier temperature of 500 K and density of 1X10"
cm™>. The band gap was fixed at 1.8 eV in both cases.
The difference with and without the anisotropy is about
10% around 2.1 eV. Therefore, it is acceptable to neglect
the anisotropy in the 4-hole band.
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We report the phase relaxation of I'-I" direct excitons in staggered type-11 Al 1,Gag (cAs/AlAs multi-
ple quantum wells by means of the time-resolved degenerate four-wave mixing. The dephasing rate in-
creases with the increase in the excitation density. Its excitation density dependence sharply changes at
a critical density of 0.2 uJ/cm®. The dependence agrees with the excitation density dependence of the
long-lived I'-hole density studied by means of the pump-and-probe experiment. The long-lived hole den-
sity saturates at the same excitation density of 0.2 uJ/cm?. These facts definitely indicate that the phase
relaxation rate of I'-I" excitons is dominated by the collision between the excitons.and long-lived holes.

Recently, active studies have been carried out on car-
rier scattering processes in semiconductors by means of
ultrafast spectroscopy.'™ Above all, the carrier-carrier
scattering process in the semiconductor confined system
is particularly interesting, because new kinds of boundary
conditions are given to the carrier scattering.®”% In
type-I quantum wells where electrons, holes, and excitons
are confined in the same well layer, the collision rates of
an exciton with an incoherent exciton and a free carrier
{an electron and a hole) were extensively studied. The
exciton—free-carrier collision rate was found to be about §
times larger than the exciton-exciton collision rate.>*

On the other hand, the exciton collision mechanism in
the staggered type-II system has not been well studied
yet.” In staggered type-II Al Ga,_,As/AlAs multiple
quantum wells, the conditions are very unique as a result
of the interlayer ['-X scattering process.®™ ! The main
feature of the carrier dynamics in-the staggered type-II
multiple quantumn wells is characterized by the rapid I'-X
interlayer scattering and the slow indirect I'-X recom-
bination.’~!* The I-electron state in the Al Ga,_ As
well layer is located at higher energy than the X-electron
state in the AlAs barrier layer. Thus, photoexcited I
electrons in the well layer are quickly scattered into the X
state in the barrier layer within a few pi-
coseconds. #9713 The recombination process of T holes
in the well layer and X electrons in the barrier layer takes
place in a microsecond time scale, because of the indirect
nature in bolh the real and momentum space.'®14~16
The long-lived T" holes may contribute to the phase relax-
ation of the I'-I" direct excitons in the well.

In this work, we observed the exciton collision process
in staggered type-II multiple quantum wells by means of
the time-resolved degenerate four-wave mixing. The
phase relaxation rate of the I'-I" direct excitons increases
with the increase in the excitation density and the repeti-
tion rates of laser pulses. The excitation density depen-
dence of the phase relaxation rate is represented by a cou-
ple of straight lines with a bend at a certain excitation
density. The dependence is the same as the excitation
density dependence of the long-lived hole density mea-

4

sured by the pump-and-probe transient absorption exper-
iment. The bends are attributable to the saturation of the
long-lived hole density. These facts definitely indicate
that the collision of the excitons with the long-lived holes
generated by the preceding laser pulses is the major col-
lision mechanism.

The samples studied in this experiment were 100 alter-
nate layers of 9.2-nm Alj;,Gag ¢As and 2.7-nm AlAs.
The sample was directly immersed in superfiuid liquid
helium at 2 K. Absorption and luminescence spectra of
the sample are shown in our previous paper.®! The
lowest-energy heavy-hole exciton peaks at 2.034 eV
and is inhomogeneously broadened. The time-resolved
degenerate-four-wave-mixing experiment was carried out
by using a subpicosecond cavity-dumped dye laser. The
photon energy of the laser pulses was resonantly tuned to
the absorption peak position of the lowest exciton, 2.034
eV. The spectral width and the temporal width of the
laser pulses were about 6 meV and 500 fs, respectively. It
is known that the time resolution of the time-resolved
four-wave mixing is determined by the inverse of the
spectral width.!” Therefore, our time resolution is about
300 fs corresponding to the laser spectral width of 6 meV.
To avoid experimental difficulties keeping the good
signal-to-noise ratio, we used the two-pulse configuration
in the standard forward-scattering geometry. The ar-
rangement of the experiment is displayed in the inset of
Fig. 1. Two laser pulses propagating in the direction of
k,; and k,, which are parallel polarized to each other, in-
terfere in the sample and generate a grating as long as
their time delay 7=t,—1, is of the order of the exciton
dephasing time T,. The second pulse was diffracted by
the grating and the signal was generated in the direction
k;=2k,—k,. In the inhomogeneously broadened two-
level system, the optical coherence time T, of the system
is given by 47, where 7 is the decay time constant of the
time-resolved degenerate-four-wave-mixing signal.'® In
this way, we obtained T, of the excitons by measuring
the decay time constant 7. The coherence relaxation rate
of excitons is an inverse of T,. When the T, is dominat-
ed by the lifetime T, T, is given by 2T,. The intensity

5664 ©1991 The American Physical Society
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FIG. 1. Typical time traces of the degenerate four-wave mix-
ing at the ['-T" exciton transition in Aly ,,Gag sAs/AlAs multi-
ple quantum wells. The repetition rate of the laser pulses is 4.1
MHz. Traces shown by a dashed line, a dotted line, and a solid
line correspond to three excitation densities 0.07, 0.22, and 0.63
uJ/cm?, respectively. Note that the decay time constant be-
comes short with the increase in the excitation density.

of the second refocusing pulse was always kept at the
quarter of the first pulse intensity. The intensities of the
two pulses were changed simultaneously. Hereafter, we
mean that the excitation density is that of the first pulse.

The typical time traces of the degenerate four-wave
mixing for three excitation densities are shown in Fig. 1.
The repetition rate of the laser pulses is 4.1 MHz. The
excitation densities shown in the figure caption are those
of the first pulse. The decay of the signal is single ex-
ponential decay. The best fits of the decay curves give
the decay time constant of 1.0, 0.6, and 0.5 ps for the
traces corresponding to the densities of 0.07, 0.22, and
0.63 pJ/cm?, respectively. The decay time becomes
shorter as the excitation density increases.

T
n
o
w
-
<
o4
>-
<
Q
w
(@]

T T T T

0 02 04 0.6 08

ENERGY DENSITY (pJ/cmz)

FIG. 2. The plot of the decay rate 1/ of the degenerate-
four-wave-mixing signal vs the excitation density. The vertical
scale is equal to 4/7T,;. Closed and open circles correspond to
the pulse repetition rates of 4.1 and 0.82 MHz, respectively.
There are bends around the excitation density of 0.2 uJ/cm?,
Note that the slopes of the two solid lines are different below the
bends and become equal to each other above the bends. Dashed
lines are the contribution of the exciton~*0ld"-hole collision de-
scribed in the zext.
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The plots of the decay rate of the signal 1 /7 versus the
excitation density are displayed in Fig. 2. Two kinds of
marks show the data taken at two kinds of repetition
rates, 4.1 and 0.82 MHz. They agree with each other at
the low-density limit. The low-density limit of the relaxa-
tion time is 1.6 ps, which is close to twice that of the [-X
interlayer scattering time of 1.2 ps.® The excitation den-
sity dependence of the relaxation rate is represented by a
couple of straight solid lines. There are bends around the
excitation density of 0.2 uJ/cm® Below the bends, the
slopes for the two repetition rates are different from each
other, while they are equal to each other above the bends.
At larger excitation intensity than 0.6 uJ/cm?, the decay
curves of the signal seem to show double exponential de-
cays. In this region, we adopt tentatively the first rapid
component as the decay constant. The slow component
grows as the excitation density is raised.

To inspect the temporal change of carrier density and
its kind, we performed the pump-and-probe transient ab-
sorption experiment using the same experimental setup
that is used for the time-resolved four-wave mixing. The
details of the transient absorption experiment are given in
our previous paper.'? The typical time trace of the tran-
sient absorption is shown in Fig. 3. The observed bleach-
ing is attributable to the hole state saturation except at
the time origin.'® The base appearing at the negative
time delay is due to the long recombination lifetime of

004 (0)
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0081(¢)

0 50
TIME DELAY (ps)

FIG. 3. Typical time traces of the absorption bleaching of
the I'-T" direct exciton. The energy densities corresponding to
(a), (b), and (c) are 0.33, 0.31, and 0.57 pJ/cm?, respectively.
The repetition rates of laser pulses used for (a), (b), and (c) are
0.82, 4.1, and 0.82 MHz, respectively. These bleachings are due
to the hole-state saturation and are proportional to the hole
density in the well layer as well as the X-electron density in the
barrier layer. In (a), “old” and “new” are used to identify the
saturation due to the long-lived holes and the saturation due to
the holes generated by a single excitation pulse.” The rapid de-
cay around the time origin is caused by the fast [-X interlayer
scattering of electrons.
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the X -I" electron-hole pairs. The lifetime is longer than
the present pulse-repetition intervals, 240 ns and 1.2 ps.
It is not ascribed to the I'-I" exciton population, because
the lifetime of the I'-T" exciton is less than 10 ps. There-
fore, the base is proportional to the unrecombined long-
lived hole density created by the preceding pulses.!® We
call the long-lived hole the *“old” hole. The transient ab-
sorption shows a peak and a fast decay around the zero
time delay. The peak is simply ascribed to the I'-T" exci-
ton bleaching due to the creation of the I'-I" excitons.
The fast decay corresponds to the interlayer I'-X scatter-
ing of electrons.*!® The transient absorption shows a
plateau after the fast decay finishes. It is ascribed to the
newly created hole density generated as a result of the
dissociation of excitons and the interlayer I'-X scattering
of electrons. We call these holes “new” holes.

Figure 3 shows that the “old” hole density increases
with the increase in the excitation density and the repeti-
tion rate of laser pulses. The plot of the “old” hole densi-
ty and the “new” hole density versus the excitation densi-
ty is depicted in Fig. 4. Again, we plotted the data taken
at two kinds of laser repetition rates, 4.1 and 0.82 MHz.
With the increase in the excitation density, the *“old” hole
density increases with sharp bends around the critical ex-
citation density of 0.2 uJ/cm?. The “old” hole density al-
most saturates under the excitation density of 0.2
pJ/cm?. The saturated value for the 4.1-MHz repetition
rate is larger than that for the 0.82-MHz repetition rate.
The difference is ascribed to the slow recombination of I
holes and X electrons. The slopes are different below the
critical density. The difference means that the “old” hole
density decreases during 960 ns, which is equal to 1.2
ps—240 ns. On the other hand, the “new” hole density
increases nearly in proportion to the excitation density
regardless of the laser repetition rate.

Excitation intensity dependence of the dephasing rate
of T'-I" excitons and that of the “old” hole density are
well related to each other. The change appears at the
same excitation density of 0.2 uJ/cm?, as shown in Figs.
2 and 4. The similar excitation density dependence
definitely indicates that the excitons dephase mainly
through the collision between excitons and *old” holes.
As a result of the interlayer I-X scattering, I'-I" excitons
are dissociated into the X electrons in the barrier layer
and the I' holes in the well layer. The ' holes are alive
for a long time. They collide strongly with newly gen-
erated excitons. This is the main dephasing mechanism
of the ['-I" excitons. One may consider that “new’ holes
should contribute to the exciton-hole collision process.
However, “new"” holes are created as a result of the disso-
ciation of excitons. Therefore “new” holes have little
chance to collide with excitons.

The bends that appeared around the excitation density
of 0.2 uJ/cm? are explained by the saturation of the den-
sity of long-lived holes. The saturation of the long-lived
“old™ holes does not mean the saturation of the X-state
or the inhibition of the I'-X scattering, because “new"
holes do not saturate. The recombination of I' holes and
X electrons is nonexponential, and some electron-hole
pairs can recombine rapidly depending on the pair densi-
ty. Therefore, the long-lived *old™ hole density can be
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FIG. 4, The plot of the bleaching ascribed to the hole density
vs the excitation density. Closed and open circles show the
bleaching due to the “old"” holes and correspond to the pulse re-
petition rates of 4.1 and 0.82 MHz, respectively. Closed and
open squares are the saturations due to the “pew™ holes and
correspond to the pulse repetition rates of 4.1 and 0.82 MHz, re-
spectively. There is a saturation point for the “old™ hole density
around the excitation density of 0.2 uJ/cm.

(pJ/cmz) :

saturated without the saturation of “new” hole density.
The density-dependent carrier diffusion may also contrib-
ute to the saturation of the long-lived “'old™ hole density.
It is useful to compare our result for the type-II system
with the result for the type-I system. The experimental
result reported by Honold et al. for a type-I GaAs single
quantum well is as follows.® The excitation density
dependence of the dephasing rate of the lowest-energy ex-
citon is determined by the exciton-free-carrier and
exciton-exciton collisions. The dephasing rate is written
by 1/T;=A +B N, where 4 is a constant independent
of the carrier density, N is a. density of excitons or free
carriers in units of 10'° cm ™2, and B is 0.087 ps~! for the
exciton-exciton collision or 0.67 ps~! for the
exciton-free-carrier collision. To compare our result
with the result mentioned above, we estimated the creat-
ed exciton density. The excitation density of 1 pJ/cm?
corresponds to the sheet exciton density of 2.6X10'°
cm™? by using the optical density of 0.82 at the exciton
absorption peak. Figure 4 informs us of the excitation
density dependence of “old” and “new” hole densities,
because an exciton is converted to a “new” hole and be-
cause a ‘“‘new” hole and an *“old™ hole contribute to the
same amount of absorption bleaching. Using the value of
B =0.51 ps~! for the exciton—"‘0ld"-hole collision, we es-
timated the contribution of the exciton-*‘old”-hole col-
lision to the observed decay rate, shown by dashed lines
in Fig. 2. We can explain the data of Fig. 2. The value of
B for the exciton—-"0ld"-hole collision almost agrees with
that for the exciton-free-carrier collision in the type-l
system. However, the additional collision mechanism
must be taken into account above the bends. The value
of B for the additional collision is 0.033-0.084 ps~'.
It is probably the exciton-exciton collision or the
exciton-*‘new”-hole collision. If the exciton-exciton col-
lision works, the value of B almost agrees with that for
the exciton-exciton collision in the type-I system. The
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growth of the slow component in the degenerate-four-
wave-mixing signal under the higher excitation density
may be explained in this picture.

In conclusion, we studied the exciton collision process-
es in type-Il multiple quantum wells by means of the
time-resolved four-wave mixing and the pump-and-probe
transient absorption. The exciton dephasing rate in-

creases with the increase in the excitation density and the
repetition rate of laser pulses. We found that the col-
lision rate of the I'-T" exciton strongly depends on the dis-
sociated long-lived hole density created by the preceding
laser pulses. This result indicates that the dephasing of
the I'-I" exciton is dominated by the collision between ex-
citons and long-lived holes.
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Spin-relaxation process of holes in type-IT AL, ;,Gag ¢sAs/AlAs multiple quantum wells
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We have measured the spin memory and the spin-relaxation times of holes in type-1[ quantum wells by
means of pump-and-probe methods. The fast =X interlayer scattering which is characteristic of type-1I
multiple quantum wells allows us to observe directly the bole spin-relaxation process. The hole spin re-
laxation is described by two decay components. The faster decay time ranges from 20 to 100 ps and de*
pends on the number density of “antiparallel-spin”™ holes. This indicates that the scattering between up-
spin holes and down-spin holes is the major spin-relaxation process of holes. The slower time com-
ponent is about 20 ns, which is probably ascribed to the spia relaxation of localized holes in the well lay-

ers.
PACS number(s): 73.20.Dx, 78.66.Fd, 78.47.+p

The spin-relaxation process of carriers in semiconduc-
tors has been extensively studied by means of static
luminescence polarization measurements. Such measure-
ments have informed us of spin-relaxation mechanisms of
carriers in bulk semiconductors.! Today, ultrafast laser
spectroscopy is used to observe directly the time-resolved
polarization.21° Recently the time-resolved polarization
measurement is often applied to GaAs quantum
wells2~%7710 1n quantum wells, two-dimensionality
splits the degenerate valence bands into heavy- and light-
hole bands whose total angular momenta are § and {4, re-
spectively., As a result of the nondegeneracy, spin-
relaxation processes of holes in quantum wells are quite
different from those in bulk crystals and are studied inten-
sively !l 1?2

Time-resolved luminescence polarization experiments
were done in type-II as well as type-I GaAs quantum
wells. Kohl et al. observed that the electron spin-
relaxation time is 150 ps in good quality type-1 GaAs
Al Ga,_ As quantum wells at 10 K.” In short-period
type-II GaAs/AlAs quantum wells, van der Poel et al.
reported that hole spin memory remains longer than the
lifetime of carriers, 7 ps, at 1.7 K.2? The polarized
luminescence comes from the radiative recombination of
spin-polarized electrons and holes. Therefore, it is not
_clcar which are polarized, electrons or holes. To over-
come this difficulty, Damen et al. measured the spin-
relaxation time of electrons and holes individually by us-
ing p- and n-doped GaAs/Aly;Gag ;As type-I multiple
quantum wells.? The obtained spin-relaxation times of
electrons and holes are 150 and 4 ps, respectively. The
pump-and-probe technique is also applied to the time-
resolved studies of spin relaxation of electrons and holes.
Bar-Ad and Bar-Joseph measured the spin relaxation of
carriers in the GaAs/Al Ga,_,As type-l quantum
wells.'® They observed two decay times, 120 and 50 ps.
They ascribed 120 ps to the spin-relaxation time of elec-
trons and 50 ps to that of holes.

We measured the spin-relaxation processes of holes in
type-Il Aly 3,Gag ¢sAs/AlAs multiple quantum wells by
means of the pump-and-probe method. In a type-II sam-
ple, photogenerated electrons are quickly scattered to the

barriers, so that holes alone remain in the wells.* ™"
The pump-and-probe method is applicable to the obser-
vation of hole states. In fact, the experimental results
give unique information about the hole spin relaxation.
We can observe how to relax the spin polarization of ﬂ}e
nondegenerate holes in this two-dimensional system in
detail. The hole spin-relaxation time ranges from 20 to
100 ps, depending on the excitation intensity. We also
observed that 109 spin memory is still conserved for an
order of a nanosecond.

We can observe directly the spin relaxation of holes in
type-I1l quantum-well structures. Figure 1(a) shows the
clectronic energy levels of the Alg 1,Gag sAs/AlAs type-
I quantum-well structures. Both the bottom of the con-
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FIG. 1. (a) Optical transitions and interlayer c!cct{on
teansfer for type-1l Alg ;.Goq ssAS/AlAS quantum wells with
circularly polarized light. o, and 0= stand for right ax}d Ic.ft
circularly polarized light, respectively. Electrons at [ points in
wells transfer to the X points in bacriers. As a result, holes
alone remain in the wells. (b) Experimental setup of the pump-
and-probe method: P, polarizer; /4, quarter-wave phtf; \YP.
Wollaston prism; PD, photodiode. Arrows denote polarization
of light.
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duction and the top of the valence band in the
Al 3G2q As well are at the T point in the Brillouin
zone. The I'-point bottom of the conduction band is
linked to the X point in the AlAs barrier by the interlayer
intervalley scattering of electrons. ¢, and o. denote
right circularly polarized light and left circularly polar-
jzed light, respectively. The arrows in Fig. l(a) indicate
the allowed transitions induced by o, and o _.

When the right circularly polarized light hits the
heavy-hole absorption edge, the electrons at the — ¢ state
and thic holes at the '—§ state are generated. As a result
of the I'-X interlayer scattering, I electrons whose spin
angular momentum is —{ are scattered to the X point in
the barriers. The mean scattering time is less than a few
picoseconds.! After electrons at the —1} state are scat-
tered to the X point in barriers, holes at the —§ state
alone are left in the well. Therefore, we can measure the
spin relaxation of holes by observing the hole density at
the states —$ and § which are probed by right and left
circularly polarized light, respectively. '

Figure 1(b) shows the experimental setup. A quarter-
wave plate transforms the linearly polarized pump beam
into circularly polarized light. The probe beam is the
linearly polarized light which is the sum of an equal
amount of right circularly polarized light and left circu-
larly polarized light. The probe beam transmitted
through the sample goes through another quarter-wave
plate. The right circularly polarized light component
turns to the vertically linearly polarized light and the left
circularly polarized light to the horizontally linearly po-
larized light. Two linearly polarized lights are separated
by a Wollaston prism and are detected by two photo-

diodes whose sensitivities are equal to each other. The

obdaned signals, 7, and J_, are proportional to the
differential transmittance of the right and the left circu-
larly polarized light, respectively, Namely, I is propor-
tional to the hole density at the-3 state and J_ is propor-
“tional to that at the } staté. In addition, a simple
differential electronic circuit is used to obtain the signal
I, —1I_ corresponding to the spin polarization. In this
way, we can take very weak spin memory signals that are
not usually detectable. A detectable degrez of polariza-
tion is as small as 0.1%. The advantage of this method
comes from the cancellation of the temporal fluctuations
of laser power, because J; and J.. are measured simul-
taneously.

The sample used in this investigation is 100 periods of
9.2.-nm Alg3:Gag 4¢As and 2.7-nm AlAs layers which
form type-II ternary alloy multiple-quantum-well struc-
tures. A fundamental optical characterization of the
sample and its ultrafast laser spectroscopy were reported
in our previous pu.xblications.”'”'n The sample was
directly immersed in superfluid helium and was measured
at 2 K. We used the same cavity-dumped synchronously
pumped dye laser system that was used in our previous
study. 13729 The temporal width of laser pulses was 1 ps.
The repetition rate was varied to be 406 kHz, 812 kHz,
and 4.06 MHz.

Figure 2 shows an experimental result. The excitation
density is 0.07 pJ/cm? corresponding to the shezt carrier

density of 2.1X10%cm?. The laser repetition rate is 812
kHz. The inset shows the excitation photon energy and

the absorption spectrum of the sample, indicating that
the excitation photon energy corresponds to the absorp-
tion edge of the heavy-hole exciton. Both I, and I_ sig-
nals show a sharp structure at the beginning. The initial
sharp structure in the J_ signal is ascribed to the
coherent artifact. The initial sharp structure in the I,

signal is the exciton bleaching plus the coherent artifact.
As a result of interlayer intervalley scattering of elec-
trons, exciton bleaching decays at a time constant of 2.5
ps and hole bleaching remains for a long time. After 10
ps, I decreases slowly, while I, increases at almost the
same rate. This means that the holes created at the state
—4 relax to the state §. Even after 1 us, the I, signal is
not zero but is equal to I_. Because the hole lifetime in

this sample is an order of a microsecond,'® and because
the pulse-to-pulse interval is 1.2 ps, the absorption
bleaching still remains at the negative time delay. The
result shows that the spin memory is completely lost in
ps, while the holes still remained in the wells. This
means that the hole lifetime is much longer than the
spin-relaxation time.

Figure 2(b) shows the logarithmic plot of I, —J_. We
can consider that J. —J_ is proportional to degree of
polarization because the relaxation time of I, +171. is of
ps order. After 10 ps, the signal decays exponentially at
a time constant of 67 ps. At this time region, there are
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FIG. 2. (a) The differential transmission signals observed un-
der the pump of the right circularly polarized light. The pump
density is 0.07 pJ/cm’. The laser repetition rate is 812 kHz.
The solid line shows the differential transmission signal of the
right circularly polarized probe light. The dashed line shows
the differential transmission signal of the left circularly polar-
ized probe light. The inset shows the absorption spectrum of
the Alg 1.uGag As/AlAs multiple quantum wells with arrowed
excitation photon energy. (b) The logarithmic plot of J,. —/_.
The decay of I, —1I_ is fitted by single cxponential decay
{dashed line).



no electrons in the well as a result of the [-X interlayer
scattering. Therefore, the time constant of 67 ps means
the spin-relaxation time of holes. Furthermore, we ob-
served the dependence of the relaxation time of holes on
the excitation density. .

The hole spin-relaxation time depends upon the excita-
tion density and ranges from 20 to 100 ps. Figure 3
shows the temporal change of /, —J _ at three excitation
densities. The relaxation time becomes shorter with an
increase in excitation density. The hole spin-relaxation
time becomes faster as the excitation density increases.
We also measured [, —7I_ for the long-time scale, We
observed that a 10% spin memory is still conserved for
an order of a nanosecond. The results show that spin re-
laxation has another slow decay time component whose
time constant is about 20 ns. Similar slow decay is ob-
served in the I'-X luminescence of short-period tjypc-II
GaAs/AlAs quantum wells by van der Poel et al.*

The fast decay component depends not only on the ex-
citation density but also on the repetition rate of the laser
pulses, In a previous work, we clarified that the lifetime
of holes in the well layer is as long as an order of a mi-
crosecond in a type-Il Al 3,Gag As/AlAs sample.!t
The long lifetime of holes forms a base signal at the nega-
tive time delay in the temporal trace of the pump-and-
probe experiment, which is proportional to the number
density of accumulated holes. When the right circularly
polarized light hits the heavy-hole absorption edge, the
electrons at the —{ state and the holes at the —3 state
are generated. After the photoexcitation, generated holes
coexist with holes generated by the previous pulses, be-
cause the inverse of the repetition rate of the laser is com-
parable to the lifetime of holes. Holes generated by the
previous pulses lose the spin memory completely and half
of them are at the § state. We call the holes at the § state
“antiparallel-spin™ holes. We also call the holes at the
—$ state “parallel-spin” holes.

We plotted the spin-relaxation rate of holes as a func-
tion of number density of antiparallel-spin holes. The
number density of antiparallel-spin holes is proportional

to the bleaching signal taken by left circularly polarized

T T T T T L2 S § T

_\k 75ps
-

In(l,-1.) (arb. units)

TIME DELAY (ps)

FIC{. 3. The logarithmic plot of I, —I_ for three excitation
densities. Three decay curves of /, — /. are fitted by single ex-
ponential decay (dashed lines).

light. Differential transmittance of 15 due to the bleach

ing of the hole state corresponds to the hole number dcn:
sity of 2.2 X 10%/cm? which is calibrated at the excitation
density of 0.1 gJ/cm?, Therefore, the number densities of
a.ntiparallcl-spin holes are obtained from the bleaching
signal of J_ at 10 ps. The result is shown in Fig. 4. Data
include the results taken at three different repetition
rates, 406 kHz, 812 kHz, and 4.06 MHz. Changing the
fepetition rate corresponds to changing the equal number
densities of “parallel-spin" holes and “antiparallel-spin”
holes, while changing the excitation density corresponds
;o lchanging mainly the number density of parallel-spin

oles.

The relation is well written by a straight line, that is,
1/r= A + BN, where 1 /7 is the spin-relaxation rate, A is
0.0054 ps~!, B is 0.084X 107" ps~'cm? and X is the
sheet number density of antiparallel-spin holes. The
spin-relaxation rate of holes is proportional to the num-
ber density of holes which have an opposite spin. Anoth-
er plot of the spin-relaxation rate of holes as a function of
total number density of holes gives the scattering of data.
The experimental result definitely shows that the hole-
hole collision dominates the spin-relaxation mechanism
of holes and that up-spin holes selectively collide with
down-spin holes.

Collisions of two identical particles are discussed in
quantum mechanics.?' The identity of the particles leads
to the symmetric or antisymmetric orbital wave function
of the system, according to whether their spins are anti-
parallel or parallel to cach other. The scattering cross
section, of two holes are represented by do,
=[£(8){(7—8)|? do, when the spins of the holes are an-
tiparallel to each otler. 'Here, f(6) is a part of the out-
going wave functidn f(6)e™/r from the scattering
center, and do is an| element of the solid angle. On the
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FIG. 4. The plot of the hole spin-relaxation rate as a function
of the “antiparallel-spin™ hole density. A dashed line is the
fitted line 1/r=A+BN; N is a shect number density of
“antiparallel-spin™ hole, A is 0.0054 ps~!, and Bis 0.034X 10~
ps~'em?. The solid squares, solid triangles, and solid circles
correspond to the data taken at the repetition rates of 406 kHz,
812 kHz, and 4.06 MHz, respectively.
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other hand, the scattering cross sectiof of two holes is de-
scribed by do, =|/(8)—f(z—8)|* do, when the spins of
the holes are parallel to each other. The two-dimensional
Coulomb scattering cross section is analytically ob-
tained.? However, we cannot find that do, is much
larger than do,. B If hole wave vector is small compared
with the radius of action of the scattering potential, f(8)
is constant.?! This situation corresponds to the scatter-
ing of rigid spheres. Then, do, is zero, but do, is finite.
This means that antiparallel-spin holes are scattered to
each other, but that parallel-spin holes are not scattered
to each other. The two-dimensional screened Coulomb
potential is proportional to 1/r® and the condition of
slow particle scattering can be satisfied in this case. "2
Therefore, the two-dimensional screened Coulomb
scattering may explain the reason why antiparallel-spin
holes are mutually scattered much more than parallel-
spin holes. Further theoretical investigation is needed to
explain the experimental results.

In III-V semiconductors, valence-hole states are
characterized by mixture of orbital angular momentum
of =1 and spin angular momentum of s =+. In quan-
tumn wells, subband mixing takes place further. As a re-
sult, spin is not the good quantum number. Therefore,
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::.hang? in the wave vector of holes caused by hole scatter-
ing brings about the change in the spin state.!"? In the
slower time domain, holes are considered to be localized
at the interface fluctuation. Holes scarcely collide with
cach other. The spin-relaxation time then becomes
slower. We think localization of holes is responsible for
this slow spin-relaxation time of 20 ns.

In summary, we measured the spin-relaxation time of
holes in type-II Aly ¢¢Gag 3 AsfAlAs multiple quantum
wells by means of the pump-and-probe, technique. Spin
relaxation of holes is described by fast and slow relaxa-
tion rates. The fast spin-relaxation time of holes ranges
from 20 to 100 ps and depends on the antiparallel-spin
hole density. The fast spin relaxation of holes is caused
by hole-hole collision. The slow spin-relaxation time of
holes is about 20 ns. Slow spin relaxation is probably as-
cribed to the localization of holes.
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Resonant coherent lattice vibrations in the vicinity of the indirect absorption edge in a Bil; layered
crystal are observed in a femtosecond pump-probe experiment. Coherent optical phonons that are im-
pulsively excited by femtosecond pump pulses modulate the phase of probe pulses, causing oscillation of
the probe spectrum in time. This oscillation, which has a period given by the period of the oscillation,
continues for more than 100 cycles. We speculate that the coherent phonon-assisted indirect exciton

transitions also contribute to the data.

Progress in ultrafast laser techniques has enabled direct
observation of the coherent response of phonons and ex-
citons. Coherent phonons can be impulsively generated
by laser pulses whose temporal widths are shorter than
the period of phonon oscillation.! The coherent phonon
state is a coherent superposition of various number states
of the relevant phonon mode. As excess numbers of pho-
nons are populated in particular modes, the coherent
phonon state is far from thermal equilibrium. By using
ultrafast time-resolved techniques, coherent lattice vibra-
tions and their damping have been directly observed in
various materials.! ™*

In this paper, we report the observation of ultrafast
phase modulation caused by coherent phonon excitation
in layered Bil;. Bil; belongs to a family of layered metal
halides® consisting of strongly bonded two-dimensional
layers with weak Van der Waals interlayer coupling. The
structure gives the rigid-layer mode of lattice vibration,®
which is expected to continue for a long time because of
its low-energy oscillation and small damping. The
optical-absorption edge of Bil; is characterized by
phonon-assisted indirect exciton transitions and very
sharp exciton peaks, called the direct R, S, and T exci-
tons, due to stacking disorders in the crystal.*~® The in-
direct transition is that from the I' point of the valence
band to the Z point at the zone boundary of the conduc-
tion band. Both the direct as well as the indirect optical
transitions may be affected by the coherent phonon oscil-
lation. Thus, Bil, is a unique material for studying the
interaction between coherent lattice vibrations and exci-
tonic transitions. The R, S, T, and the indirect exciton
energies are located around 2 eV and are easily excited by
available femtosecond dye lasers.

Our sample, with a thickness of =10 um, was grown
by the sublimation method, under conditions of excess
iodine in the gas phase. Figure 1 shows the absorption
spectrum of the sample at 10 K. The R, S, and T exciton
absorption lines appear close to the fundamental absorp-
tion edge, as expected. The energy position of the in-
direct exciton is labeled E;X in Fig. L.
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The Arizona laser system used in the experiment is
composed of a balance colliding-pulse mode-locked laser
and a six-pass dye amplifier pumped by a copper-vapor
laser operating at 8.4 kHz. The temporal width of
amplified output pulses was 64 fs after compensation of
group-velocity dispersion by a double prism pair. The
spectrum of the amplified pulses is centered at 1.99 ¢V
and entirely covers the absorption lines of the R, S,and T
stacking-fault excitons, as shown in Fig. 1. The orthogo-
nally polarized pump and probe pulses cross at the sam-
ple at an angle of about 20°,

In Fig. 2 the temporal traces of the absorption change
at 10 K for four spectral positions are shown. The energy
density of the pump pulses is about 850 pJ/cm?, 30% of
which is absorbed by the sample. Traces for the R, S,
and T excitons all show a rise at negative time delays and
temporal oscillatory structure superimposed on the long-
lasting bleaching component. The trace taken at the
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FIG. 1. Absorption spectrum of the Bily sample and the
spectrum of the amplified laser pulses are shown. ad denotes
the absorption coefficient @ multiplied by sample thickness d.
The laser spectrum entirely covers the R, S, and T exciton lines
and the indirect exciton region. The indirect exciton energy is
denoted by E,,.
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transparent region of the sample (1.97 ¢V) shows the tem-
poral oscillation without bleaching. Furthermore, there
is a phase shift between the oscillation observed in the
four traces of Fig. 2, as evidenced by the vertical lines la-
beled a and b. The transmitted probe spectra taken for
two time delays, shown by a and b, are displayed in the
inset of Fig. 2. The spectral positions for the four tem-
poral traces of Fig. 2 are marked by the arrows in the in-
set of Fig. 2. The transmission minima in the inset corre-
spond to the R, S, and T excitons. While the exciton po-
sitions show no shift, the envelope of the transmitted
spectrum clearly exhibits temporal oscillation. The os-
cillations of the probe spectrum are unambiguously seen
in the temporal behavior of the differential signal in the
transparent region (1.97 eV).

The negative time-delay signals observed for excitons
in Fig. 2 are related to the optical coherence time T, of
the excitons.” It can be simply explained by noting that
the transmitted intensity of the probe pulse is detected by
a time-integrating detector. The polarization generated
by the probe pulse in the sample persists for the optical
coherence time T, and is affected by the pump pulse that
arrives at the sample after the probe pulse.

Figure 3(a) shows absorption changes at several nega-
tive time delays where the well-known spectral oscillatory
structures around the R, S, and T excitons are observed.’

INTENSITY
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T T
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FIG. 2. Temporal traces of absorption change at four spec-
tral positions, the R, S, and T excitons and transparent region
1.97 eV. The spectrum of the transmitied probe beam at two
time delays a and b are displayed in the inset. Apparent spec-
tral shift can be seen.
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FIG. 3. (a) Absorption changes at several negative time de-
lays. (b} Differential transmission spectra at two time delays.
The shaded region corresponds to the one-phonon-assisted in-
direct transition. The spectral shape of the region is expressed
by (E=Ej +E&) P +(E—E[ +ES)?, where E is the pho-
ton energy, Ej, is the indirect exciton energy, and EJ, and E,
are the energies of A(Z) and C(Z) optical phonons, respective-
ly.

As expected at positive time delays, the transient spectral
oscillatory structures have vanished. In Fig. 3(b), where
the differential transmission spectra for two time delays
are plotted, we again observe that the entire spectral re-
gion covering the R, S, and T excitons and the tran-
sparency region oscillate in time. As we will show later
in this paper, this temporal oscillation does not originate
from an absorption change, but results from a refractive-
index change. Also, an induced absorption region (where
the —Aad signal is negative), as displayed by the shaded
area, is seen to coincide with the one-phonon-assisted in-
direct excitonic transition region. The absorption spec-
trum due to the thermal-phonon-assisted indirect transi-
tion has been extensively studied by Kaifu and Komatsu.?
The induced absorption region is built up quickly at 0 fs
and decays slowly. The R, S, and T lines show small
broadening with no detectable energy shift as can be seen
from Fig. 3(b). These observations cannot be explained
by a temperature rise induced by the laser irradiation
since such a temperature rise would be expected to ¢ause
an energy shift of the R, S, and T lines in addition to
their broadening.?

Figure 4 shows the dynamics of the —Aad signal at
the R exciton for longer time delays, and its power spec-
trum obtained by numerical Fourier transformation after
baseline subtraction. Two prominent peaks positioned at
0.6 and 3.4 THz, labeled A and C, appear in the spec-
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FIG. 4. Long-period temporal oscillation at the R exciton
and its power spectrum obtained by the numerical Fourier
transformation. The inclined baseline is subtracted from the
temporal trace before the transformation. Three peaks appear-
ing in the power spectrum are assigned to the phonon modes of
A, symmetry.

trum. An additional peak at 1.8 THz, labeled B, is also
present with a much reduced strength., Raman-scattering
experiments have revealed®’ three prominent Raman
peaks with energy shifts of 22.8, 58.5, and 113.3 cm™!,
corresponding to the phonon frequencies of 0.68, 1.75,
and 3.40 THz, and being referred to as zone-center pho-
nons A(T), B(T'), and C(T'), respectively.>” The peaks
are assigned to Raman-active modes at the I' point be-
longing to the irreducible representation 4,. We also ob-
served these peaks in the Raman spectrum of our sample,
confirming prior measurements. Also, resonant Raman
scattering, where the resonance is with respect to the in-
direct exciton energy, E;x (with the incident photon ener-
gy being at E;x plus the phonon energy), have shown the
participation of the zone-boundary Z phonons.® The Z
phonon energies are very close to the I phonon energies,
being 20.8, 56.7, and 110.2 cm™! for the 4(Z), B(Z),
and C(Z) phonons, respectively. As shown in Fig. |, our
laser spectrum covers not only the R, S, and T excitons,
but also the energy spectrum in the vicinity of the in-
direct exciton. Therefore, we expect that both I' and Z
phonons are coherently generated.

The observed temporal oscillations result from the
time-dependent refractive index change induced by the
strong incident femtosecond light pulses, impulsively gen-
erating coherent phonons. The coherent phonons modu-
late the refractive index. The phase of the light field after
passing through the transparent material with time-
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dependent refractive index n(r) is written as

Sou =, tnltldw;, /¢, n

where d is the thickness of the material, 8;, and w;, are
the phase and frequency of input light field, and c is the
speed of light in vacuum. We assume n(z) oscillates con-
tinuously with a single frequency, given by

n(t)y=ngy+A4AnsinQe , 2)

where ny is the linear refractive index, An is an oscilla-
tion amplitude of the refractive index, and Q is the fre-
quency of oscillation. The frequency is given by a time
derivative of the phase. Therefore, frequency of output
light field &, is written as

Oou=0;(1+dAnQcosQr /c) . (3)

The oscillation amplitude of the transmitted spectrum is
=4 meV from Fig. 2. Using the experimental parameters
in Eq. (3), a value of An =3X 107? is obtained. The ener-
gy density of the pump pulses absorbed by the sample is
255 uJ/cm?.

The probe spectral shift is proportional to the time
differential of the phonon-modified refractive index.
Thus, the Fourier transform of the time-domain data
gives the phonon spectrum. The effect of propagation de-
lay is reasonably omitted-—since the pump and probe
pulses travel in the same direction, they require the same
time delay to reach a respective layer, Therefore, relative
timing of the pump and probe pulses is the same at every
layer.

In Fig. 5, we show the dynamics of the —Aad signals
for the transparency region of the sample at 1.967 eV for
various time domains, including the very long times, ex-
hibiting the damping of the induced oscillations. The
dominant oscillation with a ~300-fs period is clearly ob-
served to continue for more than one hundred periods.
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FIG. 5. The relaxation of coherent phonon oscillation at
transparent region. The dominant oscillation ( ~300-fs period)
continues for more than one hundred periods. At longer time
delay, the slow but long-lived oscillation (1.5-ps period) becomes
dominant.
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In addition, we have scen a slower but long-lived oscilla-
tion with a period of ~1.5 ps. This long-lived 1.5-ps-
period oscillation was seen in Raman-scattering experi-
ments and has been assigned to the rigid layer mode by
Komatsu, Karasawa, and Kaifu.®

In the presence of coherent phonons, the R, S, and T
lines show a small broadening, but no detectable shift and
no phonon side bands. In this sense, the stacking-fault
direct excitons are affected only slightly by the generated
coherent optical phonons. On the other hand, a prom-
inent induced absorption band, which is observed above
the energy of indirect exciton minus the Z point phonon
energies of 20.8 and 110 cm™!, implies that the indirect
transitions are strongly coupled with coherent phonons.
We speculate that this induced absorption is associated
with a strong coherent phonon-assisted transition. It is
noted that the position of the laser frequency with respect
to the absorption edge of the Bil; is also important for
the efficient coherent phonon effect. Since our laser spec-
trum covers the absorption edge, we think that resonant
enhancement contributes to both generation and detec-
tion of coherent phonons. A detailed study in both

T. MISHINA er al. 46

theoretical and experimental aspects is needed to clarify
these interactions further.

In conclusion, coherent phonon oscillation is observed
in a layered compound Bil; by a femtosecond pump and
probe technique. Coherent phonons cause ultrafast phase
modulation through the change in refractive index. A
distinct spectral shift of the transmitted probe pulses was
observed. The coherent phonon oscillation continues for
more than one hundred periods. The Fourier analysis of
the temporal trace reveals three frequency components
that correspond to the Raman-active optical phonons.
The interaction of coherent phonons with indirect exci-
tons appears to cause an induced absorption.
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Raman scattering studies were performed on ZnSe-ZnS$ strained-layer superlattices with the
incident light parallel as well as perpendicular to the interface plane. We found for the

first time that the optical phonon modes split into two types, that is a singlet and a doublet,
by the built-in biaxial stress. A new method to characterize the directional stress is

demonstrated.

Recently, much attention has been paid to the various
kinds of semiconductor heterojunctions. This is because
they have novel electrical and optical properties applicable
to many kinds of devices. However, most of them have
inherent stress at the heterojunction interface due to the
lattice mismatch. For example, the lattice mismatch in
ZnSe-ZnS superlattices is about 4.5%. They become
strained-layer superlattices (SLSs) within the critical
thicknesses.! There exists a stress lying in the plane parallel
to the interface. In this sense they have quasi-two-dimen-
sional structures.

These strains induce a change in the band structure,
and then affect the optical properties.? Therefore, it is es-
sentially important to measure the strains in SLSs. Many
researchers have estimated the strains in the SLSs by
means of Raman scattcring.“‘ All of the previous Raman
studies of the strains measured the peak shifts of longitu-
dinal optical (LO) phonons from bulk energies in a back-
scattering configuration with the incident light perpendic-
ular to the interface plane. In this configuration, however,
we cannot observe the directional stress directly. The bi-
axial stress may induce the biaxial splitting of optical pho-

nons. In order to find the biaxial splitting of the phonon -

modes, we newly measured Raman scattering with the in-
cident light parallel as well as perpendicular to the inter-
face plane. As a result, we were able to observe two types
of phonon modes, that is a singlet and a doublet, for the
first time.

The unstrained lattice constants of bulk ZnSe and ZnS
are 5.6687 A (az.s.) and 5.4093 A (ag,s), respectively.
Thus ZnSe layers are under biaxial compressive stress,
while ZnS layers are under biaxial tensile stress. The lattice
constant of the strained layers in the plane parallel to the
interface (ay) is given by the following equation:’

_ i SGzaseLznse
A= 9znse\ 7 Gy L zns + Grnselzns:)’

where Ly.s. and Ly,q are the thicknesses of ZnSe and ZnS,
/ is the lattice mismatch of the unstrained ZnSe and ZnS
layers defined by the equation, f= (az,s. — 92,5)/az,s.
Gz,s. and Gz, are shear moduli of ZnSe and ZnS, respec-
tively.

The components of strain-tensor parallel to the inter-
face plane are given by

(1

€a=6,=(ay — a)/a=(S); + Sp)/X, (2)
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where S, and S, are elastic compliance constants and X is
the strength of the stress. Following Cerdeira er al.,'® we
can obtain two types of the energy deviations from the
energy of bulk modes (wgy) under biaxial stress in the
(001) plane:

AQ = [pS) + ¢(Syy + S12) 1 X/ wo, (3a)
AQu=[p(Sy + S12) +¢(Sy +351)) ) X/20  (3b)

where p and ¢ are parameters proportional to the changes
of the spring constant induced by the strain. In Eq. (3),
AQ; indicates the shift of the singlet-type mode vibrating
parallel to the (001) axis, while Af), indicates the shift of
doublet-type modes vibrating perpendicular to the (001)
axis. This splitting occurs because the biaxial stress makes
the sample quasi-two-dimensional. Using the parameters
listed in Table I and Eq. (3), we can derive the relation
[AQ,] > |AQ,], for both ZnSe and ZnS.

When incident and backscattered light are parallel to
the (001) axis (case-1), the LO mode corresponds to the
displacement of the atoms along the (00l) direction.
Therefore, it will shift as the singlet type. On the other
hand, the TO modes correspond to the displacement in the
plane parallel to the interface. Therefore, it will shift as the
doublet type. Thus in this experimental configuration, Eq.
(3) indicates the energy deviations of the LO and TO
modes as

AQLP=[pSy; + ¢(S)) + S12) 1 X/w3C, (4a)

AQTC=[p(Sy + S12) + ¢(Syy + 3512) 1 X/23°.
(4b)

We consider next the case where the incident and
backscattered light are parallel to the (110) axis (case-II).
In this configuration, we can expect the LO mode will shift
as the doublet type and the TO modes will split into the
singlet and doublet types. From Eq. (3) we can obtain

Aﬂ:.'o= [p(S” + Sy3) +9(S);, + 3SIZ)]X/2mll)'o'
(52)
AQTO=[pS1; + ¢(S)y + S12) 1 X/, (50)

ANZO=[p(S)1+Sp2) + g(Syy + 3512) 1 X/ 20"
(5¢)
To summarize the above mentioned expectation,'!
(i) we will observe two types of shifts, a singlet and a

® 1991 American Institute of Physics 21358
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TABLE I. Parameters for ZnSe and ZnS used in the calculation.

ZnSe Zn$
LO mode (cm ™ ") 252* 349*
TO mode (em ™) 205° 271
5, (10~ % dyn~ ' cm?) 211® 1.89°
Si; (107 dyn~'em?) -0.78° ~0.72°
p (107 - 041° - 0.39°
q (10°Y) - 0.99°

- 0.59°

*Present work.

*In Landolt-B3mstein—Numerical Data and Functional Relationships in
Science and Technology, Yol. 17b (Semiconductors—Physics of 111V
and 1-VII Compounds, Semimagnetic Semiconductors), edited by O.
Madelung, M. Schulz, and H. Weiss (Springer, Berlin, 1982), p. 145,
“Reference 10.

4W. G. Nilsen, Phys. Rev. 182, 838 (1969).

‘Reference 7.

doublet, of each of the LO and TO modes, corresponding
to the two cases of the scattering configuration, and (ii) we
will observe the singlet-type mode shifts larger than the
doublet-type mode.

In the present work we used three samples grown by
low-pressure metalorganic chemical vapor deposition
(MOCVD)'? on (001)GaAs substrates. All the samples
have the same thickness of ZnS$ layers (40 A) and consist
of 150 periods of the superlattice, but the thickness of ZnSe
layers are different [(a) 15 A, (b) 20 A, (c) 25 A). We
used a (110) cleavage plane for the case-II configuration
measurements.

For the case-I experiments, a quasi-backscattering con-
figuration was used. Raman scattering measurements were
performed at room temperature with the 4880 A line of an
Ar ion laser. The scattered light was analyzed by a double
monochromator (Spex; 1403). For the case-II configura-
tion, we used a Raman microprobe measurement system
(Japan Spectroscopic Co., Ltd.; R-MPS-11) with a 25 cm
filter double monochromator and a 1 m monochromator.
Measurements were done at room temperature with the
5145 A line of an Ar ion laser.

Figure 1 shows Raman spectra of samples (a), (b),
and (c) in the case-I configuration. Strong peaks of TO
and LO modes of a GaAs substrate are observed at about
268 and 291 cm ~ ', The dashed lines indicate the positions
of the unstrained bulk ZnSe and ZnS LO modes. Very
weak ZnSe TO modes are observed at about 210 ¢cm ~ !,
although they are forbidden in this experimental configu-
ration. As seen in the figure, ZnSe LO modes shift toward
the higher energies, while ZnS LO modes shift toward the
lower energies. This is because the ZnSe layers are under
compressive stress and the ZnS layers are under tensile

TABLE 11. Observed energy deviation of the LO and TO modes from the
energy of the bulk mode for the sample (c).

ZnSe (ecm ™) ZnS (em™")
singlet + 7.5 -~ 14.0
Lo doublet + 2.5 —-21.4
singlet + 14.5 — 358
TO doublet + 6.7
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FIG. 1. Raman spectra of ZnSe-ZaS SLSs with a fixed ZnS layer thick-
ness (40 A) and various ZnSe ones: (a) 15 A, (b) 20 A, (c) 25 A. The
dashed lincs show the unstrained bulk frequencies. The inset shows sche-
matically the experimental configuration: the incident light is parallel to
the (001) axis (case-1). The subscripts of s and d denote a singlet and a
doublet, respectively.

stress. Although the shift of the ZnSe LO mode in three
samples does not differ from each other, the shift of the
ZnS LO mode decreases with increasing ZnSe thickness.
These observations are consistent with the previous
works.>® As mentioned above, in the case-I configuration,
we can regard the shift of LO modes as the singlet type and
that of TO modes as the doublet type. )

Raman spectra in the case-II configuration are shown
in Figs. 2 and 3. The incident light was polarized perpen-
dicular or parallel to the (001) axis. The doublet TO mode
is allowed for both polarizations, while the singlet TO
mode is allowed only for the perpendicular polarization.
Taking into account this selection rule, we identified the
peaks of 210 and 240 cm ™! as doublet TO(ZnSe) and
singlet TO(ZnS), respectively. Very weak peaks of about
255 cm ~ ! are identified as the forbidden ZnSe LO(dou-
blet) mode. We can see small peaks at about 220 cm ~ ' in
Fig. 3. We identified them- as the forbidden singlet
TO(ZnSe) mode. It is allowed for the perpendicular po-
larization. However, it is not observed in Fig. 2. This is
because the singlet TO(ZnSe) mode is superposed on the
singlet TO(ZnS) mode. This identification is justified by
the following reasons. First of all, the intensity of the 220
cm ™! mode increases with the increase in thickness of the
ZnSe layer. Thus the mode is of ZnSe. Second, because of
the selection rule, the intensity of the mode is weaker than
that of the doublet TO(ZnSe) mode.

Based on the above-mentioned identification, we can
summarize the energy deviation of all the modeg in Table
I1. Table 11 shows the energy deviation from the energy of
the bulk mode for sample (¢). As for ZnSe modes, we can
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FIG. 2. Raman spectra of ZnSc-Zn$ SLSs with a fixed ZnS layer thick-
ness (40 A) and various ZnSe ones: (a) 15 A, (b) 20 A, (c) 25 A. The
dashed lines show the unstrained bulk frequencies. The inset shows sche-
matically the experimental configuration: the incident light is perpendic-
ular to the (001) axis (case-I1) and is polarized perpendicular to the
(001) axis. The subscripts of 5 and d denote a singlet and a doublet,
respectively.
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FIG. 3. Raman spectra of ZnSe-ZnS SLSs with a fixed ZnaS layer thick-
ness (40 A) and various ZnSe ones: (a) 15 A, (b) 20 A, (¢) 25 A. The
dashed line shows the unstrained ZaoS energy. The inset shows schemat-
ically the experimental configuration: the incident light is perpendicular
to the (001) axis (case-11) and is polarized parallel to the (001) axis. The
subscripts of s and d denote a.singlet and a doublet, respectively.
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observe the singlet-type and doublet-type shifts for both
LO and TO modes induced by the biaxial stress. The sin-
glet-type mode shifts larger than the doublet-type one as
was expected. On the other hand, for ZnS modes, we can
also observe the singlet-type and doublet-type LO modes.
However, the shift of the singlet type is not larger than that
of the doublet type. This strange behavior may be ex-
plained by the following model. The dielectric continuum
model'? shows that the optical phonon mode, which prop-
agates in the layer plane, can appear at new energy level.
The energy deviation varies with change in the relative
thickness of the two different dielectric layers. These effects
enhance the energy deviation of the doublet-type LO(ZnS)
mode. For this reason, the doublet-type LO(ZnS) mode
can shift larger than the singlet-type one.

In conclusion, we studied Raman scattering of ZnSe-
ZnS strained-layer superlattices with the incident light per-
pendicular and parallel to the interface plane. We observed
for the first time two types of the optical phonon shift, a
singlet and a doublet, induced by the biaxial stress. We
obtained reasonable relations between the stress and the
direction of the shift and between the layer thickness and
the shift. The singlet-type mode shifts larger than the dou-
blet-type mode for the ZnSe optical phonon modes. Not
only strained-layer superlattices, but there are many sys-
tems having directional stress in semiconductor devices.
The method of this work will become a new characteriza-
tion tool for measuring the directional stress in these sys-
tems.
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A conversion from type-I to type-1I in a ZnSe-ZnS strained-layer superlattice under hydrostatic pres-
sure is observed. The hydrostatic-pressure dependence of the integrated intensity and the linewidth of
the n =1 heavy-hole exciton emission spectra is represented by a couple of straight lines with a clear
kink at about 31 kbar. Moreover, the emission peaks appear below the band-gap energy of the ZnSe well
layers above 31 kbar. All of these features are well explained by the type conversion associated with the
['-T conduction-band crossover between the ZnSe well and ZaS barrier layers.

In recent years, there has been much work on the
effects of the external modulations in semiconductor su-
perlattices and multiple-quantum-well  structures.
Hydrostatic-pressure studies' = and electric-field studies*
have enabled us to understand the fundamental electronic
structures in GaAs-based quantum-well . structures
through the interlayer I'-X crossover, Magnetic-field
studies have also clarified the band structures in diluted
magnetic semiconductor quantum-well structures such as
ZnSe-Zn;_,Fe,Se (Ref. 5) and CdTe-Cd,_ Mn_Te (Ref.
6) through the Zeeman splitting of the valence band.

We present here the first evidence of a conversion from
type I to type II under hydrostatic pressure in wide-
band-gap ZnSe-ZnS strained-layer superlattices (SLS’s).
This type conversion results from a I-point crossover of
the ZnSe well and ZnS barrier conduction bands. One of
the most characteristic aspects of this SLS is that the
conduction-band offset is much smaller than the valence-
band offset. This aspect has been suggested by the
model-solid theory.” Our recent studies by photolumines-
cence excitation (PLE) spectroscopy have shown that
type-I ZnSe-ZnS SLS’s have no electron quantum state
higher than n =2 in the conduction-band wells.® The
conduction-band offset was estimated to be less than 150
meV on the basis of Kronig-Penney analysis. Judging
from the differences in  the conduction-band
deformation-potential constant and the bulk modulus of
ZnSe well and ZnS barrier layers, one can expect that a
conduction-band crossover between these layers occurs at
a moderate value of hydrostatic pressure. This article
presents the evidence of the crossover. It is clearly ob-
served in the changes in the integrated intensity, the
linewidth, and the peak energy of the n =1 heavy-hole
exciton emission spectra.

ZnSe-ZnS SLS's were grown on (100)-oriented GaAs
substrates at 350°C without buffer layers by a low-
pressure  metal-organic  chemical-vapor  deposition

4“4

- 9l

(MOCVD) method with all gaseous sources. The sample
used in this study consists of 150 periods of 2.0-nm-thick
ZnSe well layers separated by 4.0-nm-thick ZnS barrier
layers. The GaAs substrate was thinned to about 50 um.
A small piece of the thinned sample was placed in a
Merrill-Bassett diamond-anvil cell with liquid nitrogen as
the pressure transmitting fluid. The energy shift of the
R, luminescence line from a ruby crystal was used to
calibrate the pressure. The cell was directly immersed in
liquid nitrogen. Photoluminescence (PL) spectra were
measured using a conventional lock-in detection tech-
nique in conjunction with a 75-cm single grating mono-
chromator. The excitation source was a 350-nm line of a
continuous-wave argon-ion laser.

Figure 1 shows the schematic hydrostatic-pressure
dependence of the conduction-band edges for both ZnSe
well and ZnS barrier layers in the ZnSe-ZnS SLS. In this
calculation, we used —35.4 and —4.0 ¢V as a hydrostatic
band-gap deformation-potential constant (a,—a,) for
ZnSe and ZnS, respectively.” Moreover, we divided the
hydrostatic band-gap deformation-potential constant into
a hydrostatic conduction-band deformation-potential
constant (g.) and a hydrostatic valence-band
deformation-potential constant (a,), using the calculated
ratio (a, /a,) given by Camphausen, Connell, and Paul.!
These values are listed in Table 1. As a bulk modulus, we
used 6.25X 10° bar (Ref. 11) and 7.69X 10° bar (Ref. 12)
for ZnSe and ZnS, respectively. Therefore, we obtained
the energy shift of the conduction-band edges under hy-
drostatic pressure by 5.84 X107 P ¢V and 3.62X 1072 P
¢V for ZnSe and ZnS, respectively. Here P is the hydro-
static pressure in units of kbar. The conduction-band
offset under no external hydrostatic pressure is shown as
AE, in this figure. The conduction-band edges for both
ZnSe and ZnS layers shift toward higher energy with in-
creasing hydrostatic pressure and cross at Py, as shown in
Fig. 1. In this way, our calculation suggests that the con-

1801 ©1991 The American Physical Society
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FIG. 1. Schematic changes in the conduction-band edges for
both ZnSe well and ZnS barrier layers in a ZnSe-ZnS SLS as a
function of hydrostatic pressure. In this figure, AE, denotes the
conduction-band offset at atmospheric pressure and Py denotes
the crossover pressure.

version from type I (P < Py) to type II (P> P,y) occurs in
the ZnSe-ZnS SLS under hydrostatic pressure.

Figure 2 shows PL and absorption spectra of the
ZnSe-ZnS SLS used in this study. Two peaks observed in
the absorption spectrum correspond to n =1 heavy-hole
(hh) and n =1 light-hole (lh) excitons. The PL peak ap-
pears by 28 meV lower-energy side of the n =1 heavy-
hole exciton peak in the absorption spectrum, and is lo-
cated at the tail part of the exciton absorption spectrum.
This dominant PL peak, therefore, can be attributed to
the intrinsic radiative recombination of the n =1 heavy-
hole excitons. The Stokes shift is probably determined by
the interface fluctuation. The fundamental ogtical prop-
erties of this SLS have already been reported.

Photoluminescence spectra of the ZnSe-ZnS SLS under
atmospheric and various hydrostatic pressures at 77 K
are shown in Fig. 3. With the application of hydrostatic
pressure, the PL peak position shifts toward higher ener-
gy and the linewidth broadening takes place. Especially,
the linewidth obtained at 45.8 kbar is 3.3 times as broad
as that obtained at atmospheric pressure. The line shape
becomes much more asymmetric with increasing pressure
because of the decrease of the intrinsic recombination rel-
ative to the lower-energy component of the spectrum.
This Jower-energy component can be attributed to the

TABLE 1. The hydrostatic band-gap deformation-potential
constants a, —a,, and the conduction- and valence-band defor-
mation potential constants, a, and a,. These values are written
in units of eV,

a( - av a( al!
ZnSe —-54 —3.65 1.75
ZnS —4.0 —-2.78 1.22
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FIG. 2. Photoluminescence and absorption spectra of a
ZnSe-ZnS SLS (L, =2.0 nm and L, =4.0 nm, 150 periods) at 77
K.

recombination of excitons localized more deeply. The
origin of this component has not been understood clearly
so far. It is probably ascribed to the recombination of ex-
citons deeply localized at interface defects.

Figures 4(a) and 4(b) show the hydrostatic-pressure
dependence of the integrated intensity and the linewidth
(the full width at half maximum) of the n =1 heavy-hole
exciton emission spectra at 77 K, respectively. In this

ZnSe-ZnS SLS

Lw=2.0 nm 1 bar
Lb =4.0 nm

150 periods

77K

Nbar
| 1 1

1 1 1
380 390 400 410 420 430 440 450
WAVELENGTH (nm)

FIG. 3. Photoluminescence spectra of a ZnSe-ZnS SLS
(L,=2.0 nm and L,=4.0 nm, 150 periods) under atmospheric
and various hydrostatic pressures at 77 K. Each spectrum is
normalized at the maximum of the peak height.

PHOTOLUMINESCENCE INTENSITY (arb.units)
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figure, solid lines are due to linear least-squares fits to the
experimental data. The emission intensity in Fig. 4(a)
gradually decreases with increasing hydrostatic pressure
up to 31 kbar. With further increasing pressure the in-
tensity decreases more rapidly. Therefore, the pressure
dependence of the emission intensity is represented by a
couple of straight lines with a kink. Parallel to these
changes, the linewidth in Fig. 4(b) increases as the hydro-
static pressure increases, and the kink point in these
changes appears at the same pressure of 31 kbar. These
observations obtained in the changes in the integrated in-
tensity and the linewidth can be explained by considering
that the conduction-band edges of ZnSe and ZnS layers
cross around 31 kbar and the conversion from type I to
type II occurs at this pressure. Conduction electrons are
confined to the ZnSe well layers below 31 kbar. Howev-
er, electrons are confined to the ZnS barrier layers above
31 kbar. Then, the electrons and heavy holes are spatial-
ly separated and recombination takes place across the
heterointerface. As a result, the intrinsic exciton
luminescence intensity decreases. The emission intensity
of the intrinsic component is more sensitive to the band
structure than that of the lower-energy component of the

100} (a) ZnSe-ZnS SLS
= Lw=2.0 nm
'E Lb =4.0 nm
j; . . 150 periods
> 10f *

—
)
Z Ld
T}
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Z
] L
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0 .
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PRESSURE (kbar)

FIG. 4. (a) Hydrostatic pressure dependence of the integrat-
ed intensity and (b) the linewidth of the n =1 heavy-hole exci-
ton luminescence of the ZnSe-ZnS SLS at 77 K. The solid lines
are linear least-squares fits to the experimental data.
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spectrum, because the lower-energy component is due to
excitons localized more deeply and is not sensitive to the
change of band lineups from type I to type II. The over-
lap in the intrinsic and the lower-energy components may
influence the linewidth and the PL peak position. How-
ever, as shown in Fig. 3, the emission intensity of the
lower-energy component does not exceed that of the in-
trinsic one. Therefore, the influence of the overlap in the
intrinsic and the lower-energy components is thought to
be very small, especially on the emission intensity. Thus,
the appearance of the clear kink point which was ob-
served in the changes in the emission intensity and the
linewidth can be explained only by the crossover to type
IL

To support our identification, we estimated the
luminescence quenching around the crossover. Using the
envelope-function approximation, the square of the over-
lap integral between the n =1 electron wave function and
the n =1 heavy-hole wave function at 50 kbar is about
17% of that at atmospheric pressure. In addition to the
above value, we took account of the exciton effect, that is,
the lateral spatial extension of the exciton Bohr radius in
the direction parallel to the heterointerface.'*!* As a re-
sult, we approximately obtained that the exciton oscilla-

39k ZnSe-ZnS SLS

: Lw=2.0 nm

- Lb=4.0 nm L
" 150 periods ;
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FIG. 5. Hydrostatic-pressure dependence of the peak energy
of the n =1 heavy-hole exciton luminescence of the ZnSe-ZnS
SLS at 77 K. The solid line is a linear least-squares fit to the ex-
perimental data below 30 kbar. The dashed line shows the
hydrostatic-pressure dependence of the band-gap energy of the
ZnSe well layers.
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tor strength at 50 kbar decreased to about 4% of that at
atmospheric pressure.'® This calculated result supports
the experimental luminescence quenching of about 7%
shown in Fig. 4(a).

The pressure-dependent emission peak energies of the
n =1 heavy-hole exciton at 77 K are shown in Fig. 5.
The emission peak energy shifts toward higher energy
with increasing hydrostatic pressure. The energy shift
below 30 kbar is well fitted by a straight solid line shown
in the figure. A dashed line shows the hydrostaric-
pressure dependence of the band-gap energy of the ZnSe
well layer at 77 K. We calculated it by taking account of
the strain effect due to the lattice mismatch® and the ex-
perimental pressure coefficients of the band-gap energy."’
Above 31 kbar, the peak energy deviates from the solid
line and appears below the band-gap energy of the ZnSe
well layer. This observation also supports that the con-
version from type I to type II occurs around 31 kbar.
Here, we do not- take account of the n =1 heavy-hole
quantum confinement energy and the binding energy of
excitons, because these values are found to balance each
other around the crossover.

The type conversion we observed is induced by the I'-T"
conduction-band-edge crossover between ZnSe well and
ZnS barrier layers. The crossover takes place because of
the small conduction-band offset in this SLS and the
difference in the energy shift of the conduction-band
edges under hydrostatic pressure between these layers.
The I'-T" type conversion may give unique characteristics
to the system which is not observed in the I'-X type con-
version.

Finally, we consider the conduction-band offset. Re-
cently, Shahzad, Olego, and Van de Walle have reported
the empirical approach to derive the band offset in ZnSe-
ZnS,Se;~, (x <0.30) SLS’s.!® They indicated that the
conduction-band offsets are very small (AE, =5 meV),
and that the experimental observations are in good agree-
ment with the theoretical calculations based on the
model-solid approach. On the basis of our hydrostatic-
pressure measurements, we can obtain the conduction-
band offset in ZnSe-ZnS SLS's shown as AE, in Fig. 1 un-
der no external hydrostatic pressure. Using the calculat-
ed energy shifts of both ZnSe and ZnS conduction-band

edges as a function of hydrostatic pressure shown above
and the crossover pressure obtained experimentally, we
estimated the conduction-band offset AE. to be 68.8
meV. If we use 820 meV as the valence-band offset on
the basis of Harrison’s linear combination of atomic or-
bitals theory, the conduction-band offset is estimated to
be 198 meV without the effects of strain due to the lattice
mismatch between ZnSe and ZnS layers. However, the
effects of the strain must be considered in this SLS. In
order to discuss the propriety of the obtained value of the
conduction-band offset, we use the modified model-solid
theory? as one of the theoretical approaches that can esti-
mate the conduction-band offset. In this calculation, the
biaxial strain due to the lattice mismatch can be divided
into the uniaxial and the hydrostatic components and the
effects of each component can be individually treated. As
a result of these calculations, the conduction-band offset
was estimated to be 74.7 meV. This calculated value of
the conduction-band offset approximately agrees with the
experimentally estimated value of 68.8 meV. Moreover,
these two values are consistent with the result of Kronig-
Penney’s analysis of the PLE measurements.}

In conclusion, we have obtained direct observations of
a conversion from type I to type II in a wide-band-gap
ZnSe-ZnS strained-layer superlattice under hydrostatic
pressure. This type conversion results from the I-T
conduction-band crossover between ZnSe well and ZnS
barrier layers and occurred around 31 kbar at 77 K. This
phenomenon was clearly observed in the changes in the
integrated intensity, the linewidth, and the peak energy of
the n =1 heavy-hole exciton emission spectra. From our
experimental results, we obtained the conduction-band
offset at atmospheric pressure. It is AE,=68.8 meV,
This value is close to that obtained by the semiquantita-
tive calculations, and is consistent with our experimental
results of the PLE spectroscopy.
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Scientific Research on Priority Areas, New Functionality
Materials—Design, Preparation, and Control—Grant
No. 02205016 from the Ministry of Education, Science
and Culture of Japan.
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Quantitative characterization of disorder and strain in ZnS Se, _ ,/GaAs lattice-mismatched
semiconductor heterostructures was successfully done by means of Raman spectroscopy.

The alloy disorder and the phonon coherence length in epitaxial ZnS Se;_, films were
estimated from the Raman linewidth of the ZnSe-like LO phonon by using a spatial
correlation model. The strain due to the lattice mismatch near the interface between ZnS, Se, _ ;
and GaAs was deduced from the linewidth of the GaAs LO phoneon.

Recently, there is much interest in wide band-gap ter-
nary II-VI semiconductor alloys for their potential appli-
cations in optoelectronic devices in the blue spectral
region.! The ternary semiconductor (e.g., ZnS,Se,_ )
have many advantages over binary compounds (e.g.,
ZnSe) because the lattice constant and optical properties
can be varied by changing the composition. The epitaxial
thin films of ternary 1I-VI semiconductors have been usu-
ally grown on GaAs substrates with slightly different lat-
tice constants. The alloy disorder (alloy potential
fluctuations)? of ternary semiconductors and the strain due
to the lattice mismatch between the epitaxial films and the
substrate™* play a major role in determining electrical and
optical properties of epitaxial films. That is why the quan-
titative characterization of alloy disorder and strain is an
important issue in the epitaxial growth and device applica-
tions of II-VI ternary semiconductors. In this work, we
tried to evaluate quantitatively disorder and strain in
ZnS,Se, _ ./GaAs heterostructures by means of Raman
spectroscopy.

ZnS,Se, _ , films were grown by atmospheric pressure
metalorganic chemical vapor deposition (MOCVD) on
the (100) GaAs substrate at 500 °C using dimethylzinc,
dimethylselenide, and diethylsulfide. The S composition
ranging from x=0 to 0.13 was controlled by the flow rate
of diethylsulfide. The film thickness of all samples was
about 1.3 um. The lattice constants of epitaxial films were
measured by x-ray diffraction. We found that the lattice
constant of a ZnS,Se, _ , film at x=0.07 was nearly equal
to that of the GaAs substrate.

Raman scattering measurements were performed at
room temperature in two backscattering configurations:
(1) The incident laser direction is normal to the growth
plane (configuration I). Raman spectra were obtained by
using 488- or 514.5-nm Ar™ laser light and a double
monochromator (Spex 1403). (2) The heterostructure
samples were cleaved and the cleavage plane was micro-
probed (configuration II). Microprobed spectra were ob-
tained by using 514.5-nm laser light and a Raman micro-

1330 Appl. Phys. Lett 60 (11), 16 March 1992
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probe measurement system (Japan Spectroscopic Co. Ltd.,
R-MPS-11) consisting of a 25-cm filter monochromator
and a l-m monochromator. The diameter of the focused
beam was about 1 um. These configurations are illustrated
in the insets of Fig, 1,

Figure 1 shows the Raman spectra of the
ZnSg 0;S¢093/GaAs heterostructure ranging from 160 to
320 ecm ™! in two different configurations. We used the
(100) plane in configuration I [Fig. 1(a)] and the (110)
plane in configuration II [Fig. 1(b)], The selection rule for
zine-blende crystal structures shows that only LO modes
are allowed in configuration I. On the other hand, LO
modes are forbidden and TO modes are allowed in config-
uration II. In Fig. 1(a), GaAs LO and ZnSe-like LO
modes and also a weak forbidden ZnSe-like TO mode were
observed. In Fig. 1(b), a ZnSe-like TO and weak forbidden
ZnSe-like LO modes were observed. If the strain due to the
lattice mismatch between ZnS,Se, _, and GaAs is very
high in the ZnS,Se; _, film, the shift of the Raman peak
frequency due to high misfit strains® and/or the splitting of
phonon modes due to biaxial stress® may be observed in
configuration II. However, over all of the composition
range from O to 0.13, we were not able to observe a signif-
icant difference in the peak frequency between the two
configurations.

Figure 2 shows the Raman peak frequency w and the
linewidth I';,c. (full width at half maximum) of the ZnSe-
like LO phonon obtained in configuration I as a function of
the S composition. With increasing S composition, the
peak frequency decreases and the linewidth increases. The
composition dependence of Raman spectra in ZnSSe films
is considered to be determined by both alloy disorder of the
film and the misfit strain. If the strain dominates Raman
spectra of the ZnSe-like LO phonon, the composition de-
pendence of I'z.s. and @ at x <0:07 differs from those at
x> 0.07, because the compressive and tensile stresses due
to the lattice mismatch should exist in ZnS,Se, _, films at
x<0.07 and x> 0.07, respectively. However, I'z.s. in-
creases monotonically with increasing x. Moreover, the
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F1G. 1. Raman spectra of the ZnS Se, _, (x=0.07) flms at room tem-
perature in two different configurations. The insets indicate the geomet-
rical configuration: (a) configuration I and (b) configuration IL.

composition dependence of Raman peak frequencies of the
ZnSe-like LO and TO phonons in epitaxial films agrees
very well with that observed in the bulk mixed crystals.®

Therefore, the geometrical and composition dependen-
cies of Raman spectra show that the strain in thin films do
not play an important role in the composition dependence
of Raman spectra.

We have more evidence to deny the strain effect. A
small TO phonon peak was observed in configuration I,
although it is forbidden by a selection rule in this geome-
try. Figure 3 shows the composition dependence of the
intensity ratio of the forbidden TO to the allowed LO pho-
nons. The intensity ratio increases monotonically with in-
creasing S composition. Monotonical composition depen-
dence of I'z,s, and J1o/I o clearly shows that disorder
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F1G. 2. Peak Raman frequency w, Raman linewidth Iy, and the cor-
relation length Ly,s, of the ZnSe-like LO phonon as a function of molar
fraction x in ZnS,Se, _ - Ly, is estimated by using the spatial correlation
model with the Gaussian correlation function.
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FIG. 3. Intensity ratio of the forbidden TO signal to the allowed LO
signal obtained in configuration I as a function of molar fraction x in
znsxscl -

rather than misfit strain determines Raman spectra of
ZnSSe films on the GaAs substrate.

Here, we discuss the disorder in ZnS,Se, _ , films using
a spatial correlation model.>” The alloy disorder causes a
relaxation of the g-vector selection rule and the spatial
correlation function of the phonon becomes finite. A
Gaussian spatial correlation function exp( — 2r%/L?) has
been used to account for g-vector relaxation related to the
alloy disorder, where L is the correlation length, The Ra-
man intensity /(w) at a frequency @ can be expressed as™®

1
(o) fo exp( — LY/4)/{(0 — w(q)]?

+ (Ty/2)3)d%, (1

where ¢ is expressed in units of 27/a, a is the lattice con-
stant, and Iy is the linewidth of the ZnSe LO phonon in
the pure ZnSe film. We take the dispersion w(g) of the LO
phonon based on a one-dimensional chain model:

©*(g)=A + {4* — B[1 — cos(mq)]}'7, (2)

where A=3.2X10" cm~? and B=4.5X10* ecm~* for
ZnSe.? These parameters were determined for Eq. (2) to
describe well the neutron scattering data.’ By using Egs.
(1) and (2), we can calculate the line shape of the Raman
signal as a function of L. We compared the experimental
linewidth of the ZnSe-like LO phonon with the calculated
one. In this way, the correlation length of the ZnSe-like LO
phonon, Ly, was deduced from Iz,

Figure 2(c) shows L, plotted as a function of S
composition. In the two-mode behavior alloys such as

"ZnS,Se; _ ,4'° we can consider that the ZnSe- and ZnS-

like phonon modes are localized in the ZnSe and the ZnS
regions, respectively. Ly, c. means the average size of the
localized region of ZnSe-like phonons. The phonon coher-
ence length Ly, decreases with increasing S composition;
the phonon extended region becomes very small. This is
caused by the alloy disorder. The intensity ratio of TO to
LO phonons in Fig. 3 increases with decreasing L5, and
this can be also interpreted by the disorder-induced Raman
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scattering. Therefore, the correlation length Ly, ¢, becomes
a quantitative parameter reflecting disorder of ZnSSe epi-
taxial films.

Figure 3 shows that the very weak forbidden ZnSe-TO
phonon was observed even in the pure ZnSe film. We be-
lieve that this is caused by the misfit strain near the inter-
face. Figure 4 shows the Raman linewidth of GaAs LO
phonons, I'g,., as a function of S composition of
ZnS,Se, _, films. At x=0.07, Ig,., exhibits a minimum
value, although we were not able to observe the peak fre-
quency shift. Since the lattice constant of ZnS,Se, _ , at
x=0.07 is nearly equal to that of GaAs, the composition
dependence of I'g,u, is explained by the strain near the
interface due to the lattice mismatch. Figure 4 implies that
compressive (x> 0.07) or tensile (x <0.07) stress exists in
the GaAs substrate near the interface.

If there is homogeneous strain in the penetration depth
of the incident laser light ( ~ 100 nm), the strain € exhibits
the maximum value at x=0 and 0.13 and is calculated to
be about 3X 10 ™3, Here, we used the relationship between
[Guas and the strain in GaAs epitaxial films'! for calcula-

1332 Appl. Phys. Lett, Vol. 60, No. 11, 16 March 1992

tions., However, the strain-induced frequency shift was not
clearly observed: It is below our reproducibility limit of
about 0.3 cm ™ '. A phenomenological theory'? deduces the
strain of ~1X 10~ from a frequency shift of 0.3 cm ~ ! at
most. Raman spectroscopy of the GaAs substrate shows
that there exists a small misfit strain of the order of 103
or less near the interface.

In conclusion, we have successfully examined the dis-
order and strain in lattice-mismatched ZnS,Se; _ ,/GaAs
heterostructures by means of Raman spectroscopy. The
disorder and the phonon coherence length in epitaxial
ZnS,Se, _, films were deduced from the linewidth of the
ZnSe-like LO phonon. The strain at the interface was eval-
uated from the linewidth of the GaAs LO phonon. The
experimental and analytical procedures demonstrated in
this work are expected to be useful for the microscopic
characterization of semiconductor heterostructures.

Part of this work was done at the Cryogenic Center,
University of Tsukuba.
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Stimulated emission at 374.9 nm has been observed in an optically pumped Cdg33Zng4S-ZnS
strained-layer superlattice at room temperature. Using a pump-and-probe technique with
nanosecond excitation pulses, optical gain has also been observed at the fail part of the n=1
heavy-hole exciton absorption spectrum in the presence of the clear absorption peak of the
exciton. Our experimental results suggest that the stimulated emission originates from excitonic

gain.

Much progress has recently been made in the applica-
tion of wide-band-gap II.VI compound semiconductor het-
erostructures, especially those based on CdZnSe-ZnSe
quantum well systems, for injection laser diodes'? and dis-
play devices™* operating in the blue-green region of the
spectrum. It is through the successful development of dop-
ing techniques for p-type conductivity control that these
device applications have been achieved. Furthermore,
there has been much work on optically pumped laser op-
eration in a variety of wide-band-gap II-VI multiple quan-
tum well (MQW) structures and double heterostructures
such as _ZnSe-ZnMnSe,’  CdZnSe-ZnSSe,® CdZnSe-
CdZnSSe,” ZnSe-ZnSSe,*’ and CdZnTe-ZnTe.'® These
studies have enabled us to understand the fundamental
lasing characteristics of each of these systems.

Among wide-band-gap II-VI compound semiconduc-
tors with zincblende structures, ZnS has the largest band-
gap. energy (3.73 eV at room temperature), so that ZnS-
based MQW structures exhibit fundamental absorption
edges at the shortest wavelengths. Moreover, ZnS has a
relatively large exciton binding energy of about 40 meV.
Therefore, quasi-two-dimensional excitons in quantum
wells may have very large binding energies due to the effect
of the quantum confinement. In this letter, we demonstrate
ultraviolet stimulated emission in optically pumped
Cd,Zn,_,S-ZnS strained-layer superlattices (SLSs) at
room temperature (RT). This type of SLS has previously
been proposed and fabricated by Endoh er al.''"!> We also
present optical gain spectra for this SLS measured by
means of a pump-and-probe technique employing nanosec-
ond excitation pulses. These experimental results suggest
that the origin of optical gain is different from that of I1I-V
MQW systems in which an electron-hole plasma plays a
principal role in providing gain.

Cubic-structured Cd,Zn, _,S-ZnS SLSs were grown by
low-pressure metalorganic chemical vapor deposition
(MOCVD) using all gaseous sources on (100)-oriented
GaAs substrates, following the deposition of a 1.5-pym-
thick ZnS buffer layer. The MQW structures used in this
study consist of 50 periods of 4.1-nm thick Cd,Zn,_ S well
layers separated by 8.1-nm thick ZnS barrier layers. The
Cd composition ratio in the ternary alloy well layer was
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varied from x=0.11 to x=0.49. In this case, the ternary
alloy well layers are under biaxial compression and the
lattice mismatch between the well and barrier layers varies
from approximately 0.8% to 3.8%. The individual well
and barrier layers are believed to be within the critical
layer thickness because the critical layer thickness of a
ZnSe-ZnS SLS with a large lattice mismatch of about 4.5%
has been determined to be about 10 nm by transmission
electron microscopy.'*"

Figure 1 shows absorption (solid lines) and photolu-
minescence (dashed lines) spectra at 10 K taken from
Cd Zn,_,S-ZnS SLSs with various Cd composition ratios
in the ternary alloy well layer (aix=0.11, b:x==0.22, ¢ix
=0.31, d:xx=0.42, and exx=0.49). The absorption spectra
were measured after removal of the GaAs substrate by
chemical etching. The photoluminescence (PL) spectra
were obtained under weak excitation using a continuous-
wave He-Cd laser (325 nm). It can be seen from this figure
that the effective band-gap energy of this type of SLS varies
widely within the ultraviolet spectral region according to
the composition x of the Cd Zn,_,S well layer. Moreover,
this type of SLS exhibits a strong excitonic emission band
even at room temperature. The band lineup of this type of
SLS has been found to always be type I on the basis of our
semiquantitative calculations that modify the model-solid
theory'® and photoluminescence excitation (PLE) mea-
surements.'® The dominant excitonic emission band in
each SLS shown in Fig. 1 is attributable to radiative re-
combination of n=1 heavy-hole excitons localized at inter-
face and compositional fluctuations in the ternary alloy
well layer. With increasing Cd mole fraction x, the Stokes
shift becomes larger as well as the linewidth of both the
absorption and emission spectra. This may be due to in-
creases in interface fluctuations, compositional fluctua-
tions, and the lattice mismatch strain. However, the dom-
inant cause is not clearly understood at the present time.

The samples mentioned above were cleaved to approx-
imately 1-mm long resonators with uncoated facets and
excited perpendicular to the MQW layer plane. The exci-
tation source was a frequency-tripled Q-switched
Nd**:YAG laser (355 nm). The pulse width was approx-
imately 5 ns and the repetition rate was 30 Hz. We also
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FIG. 1. Absorption (solid lines) and photoluminescence (dashed lines)
spectra taken from Cd,Zn; _,S-ZnS SLSs at 10 K with various Cd com-
position rates in the ternary alloy well layer (oix=0.11, bix=0.22, cx
=0.31, dix=0.42, and ex=0.49).

employed a N, pulsed laser (337 nm, 3 ns, and 30 Hz) as
the excitation source for the sample labeled @ in Fig. 1.
Edge emission from one of the facets of the sample was
detected using an optical multichannel analyzer in con-
junction with 1-m or 25-cm single grating monochroma-
tors. For the sample with a Cd composition of x=0.22 in
the ternary alloy well layer, stimulated emission spectra
(SE; dotted lines) observed from the cleaved facet at 10 K
and RT are shown in Figs. 2(a) and 2(b), respectively. In
this figure, absorption spectra (ABS; solid lines) and pho-
toluminescence spectra (PL; dashed lines) observed from
the front face of the sample are also shown. The peak
position of the stimulated emission is located at 361.2 nm
at 10 K and is shifted to 374.9 nm at RT. Figure 3 shows
the edge emission intensity at 10 K, 80 K, 150 K, 225 K,
and RT as a function of excitation power density. The
threshold excitation power density for stimulated emission
is about 7 kW/cm? at 10 K. This value increases gradually
with temperature, and the room-temperature threshold is
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FIG. 2. Stimulated emission spectra (SE; dotted lines) from the edge
facet of a Cdg 1, Zng2,S-ZnS SLS at 10 K in (a) and at room temperature
in (b). Absorption spectra (ABS; solid lines) and photoluminescence
spectra (PL; dashed lines) from the front face of the sample at each
temperature are also shown.
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FIG. 3. Edge emission intensity of a Cdg 3,Zng 14S-ZnS SLS as a function
of the excitation power density at different temperatures.

about 110 kW/cm?. The conduction and valence band off-
sets in this sample have been estimated to be AE =240
meV and AE, =107 meV (heavy-hole band), respectively,
including the effects of the strain due to the lattice mis-
match (1.7%).'® These values are thought to be sufficient
to confine both electrons and heavy holes in the quasi-two-
dimensional potential wells up to room temperature.
Recently, Ding et al have reported that excitons play a
central role in the formation of optical gain in the CdZnSe-
ZnSe MQW structures.'” In order to study the mechanism
of optical gain in our samples, pump-and-probe experi-
ments with nanosecond excitation pulses were performed.
The frequency-tripled Q-switched Nd*+:YAG laser men-
tioned above was used as a pump source. As a probe
source, amplified spontaneous emission from Exalite 376
dye solution, excited by a portion of the pump source, was
used. The probe pulse covered the spectral range from ap-
proximately 360 to 390 nm. The spot of the probe pulse on
the sample was 200 um in diameter and spatially centered
in the excitation spot of the pump pulse which was 2 mm
in diameter. The time delay between pump and probe
pulses was adjusted to be zero. Figure 4 shows pump-and-
probe absorption spectra taken from a Cdg3,Zng ¢S-ZnS
SLS at 10 K. The dashed line shows the absorption spec-
trum without the pump pulses while the solid line shows
the spectrum with an excitation power density of approx-
imately 253 kW/cm? The inset shows enlarged spectra in
the tail region of the excitonic absorption peak at excita-
tion power densities of (a) 18, (b) 65, (c) 143, (d) 193,
and (e) 253 kW/cm?® With increasing pump intensity, ab-
sorption around 375 nm gradually decreases. Above 143
kW/cm?, negative absorption is observed and this increases
with pump intensity. This observation unambiguously in-
dicates the presence of gain. The stimulated emission ob-
served in this sample was naturally located at 374.9 nm at
10 K, and the threshold excitation power density was es-
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FIG. 4. Pump-and-probe absorption spectra taken from a Cdgy;Zng¢sS-
ZnS SLS at 10 K. The dashed line shows the absorption spectrum without
the pump pulses. The solid line shows the spectrum with an excitation
power density of about 253 kW/cm®. The inset shows the enlarged spectra
at the tail part of the excitonic absorption peak at excitation power den-
sities of (a) 18, (b) 65, (c) 143, (d) 193, and (e) 253 kW/cm®.

timated to be about 31 kW/cm? The pump intensity at
which negative absorption appears is several times larger
than the threshold for stimulated emission. This is due to
the inhomogeneous excitation over 50 quantum wells
(QWs) along the growth direction. In fact, the transmit-
tance of the excitation pulse through the 50 QWs is esti-
mated to be about 20%. Several QWs near the surface of
the sample dominantly contribute to the stimulated emis-
sion. On the other hand, all of the 50 QWs, on the average,
contribute to the optical gain which is observed in the
pump-and-probe configuration.

The main feature of our experimental findings is the
observation of optical gain even in the presence of the clear
excitonic absorption peak which is slightly bleached at the
lower energy side. This result suggests that excitons con-
tribute to the formation of optical gain and, moreover,
there is no evidence for the presence of an electron-hole
plasma. As for the mechanism of excitonic gain in quan-
tum wells, the contribution of excitons themselves in inho-
mogeneous broadcning,” the contribution of localized ex-
citons, or the contribution of excitonic molecules will be
adopted. In order to elucidate this mechanism, more de-
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tailed experimental and theoretical analyses are required
and are currently underway.

In conclusion, ultraviolet stimulated emission has been
demonstrated in optically pumped Cdg4,Zn,4,S-ZnS SLS
at room temperature. The stimulated emission observed in
this study is characterized by the shortest wavelength
(374.9 nm) reported to date in wide-band-gap 11-VI MQW
structures. It has also been suggested by pump-and-probe
experiments that the mechanism of optical gain is due to
the excitonic process.

This work was partly supported by a Grant-in-Aid for
Scientific Research on Priority Areas, New Functionality
Materials-Design, Preparation, and Control No. 03205014,
from the Ministry of Education, Science and Culture of
Japan.
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Higher order (up to the 5th order) zone-folded acoustic modes in ZnSe-ZnS strained-layer
superlattices (SLSs) were observed by means of Raman scattering. Structural characterization
of both periodicity of superlattices and roughness of the interface was done by means of
transmission electron microscopy (TEM). The Raman spectrum of zone-folded modes was well
explained by the theoretical calculation which takes account of two observed structural
characteristics of the sample, the periodicity of the superlattices, and the roughness of the
interface. This cIcarly shows the strain does not matter to the observation of the zone-folded

modes.

Raman spectroscopy is a very useful tool to study lat-
tice dynamics in semiconductor low-dimensional struc-
tures as well as bulk semiconductors. In the case of super-
lattices, new behavior of phonons, such as zone folding of
acoustic phonons and confinement of optical phonons, are
studied extensively.! The spectra are sensitive to the peri-
odicity, the roughness of the interface, and the stress. Most
of I1-VI semiconductors superlattices have a biaxial stress
at the heterojunction interface due to the Jattice mismatch.
For example, stress-induced peak shifts of optical phonons
were observed in strained-layer superlattices (SLSs).2 The
spectra of zone-folded acoustic phonons were broad and
only the first or second order was observed.>* One specu-
lates that the lattice mismatch makes it difficult to establish
high-quality epitaxial layers and to observe zone-folded
modes.

The stress comes from two types of lattice mismatch
which exists between SLSs and a substrate, and between
the alternate layers in the SLSs. In this work, we were able
to observe higher order doublet phonon modes, up to the
5th order, in ZnSe-ZnS SLSs whose average lattice con-
stant® is equal to that of a GaAs.substrate. We tried to
answer two questions here. One is why such higher order
folded modes were observed. The other is whether or not
the stress matters to the zone folding of phonon modes. A
model calculation based on the transmission electron mi-
croscopy (TEM) data was used to consider these problems
and it reproduced our zone-folded spectrum. It was found
that our Raman spectrum reflects dominantly both the pe-
riodicity of the superlattices and the roughness of the in-
terface rather than the stress.

A sample used in this work was ZnSe-ZnS SLSs grown
by metalorganic molecular beam epitaxy (MOMBE) on a
(100) GaAs substrate.” The designed thickness of ZnSe
and Zn$ layers were 200 and 10 A, respectively. The av-
erage lattice constant of the SLSs was equal to the GaAs
substrate in order to reduce the stress between the SLSs
and the substrate. Raman scattering measurements were
performed at room temperature with the 4579 A line of an
Ar ion laser in a quasibackscattering configuration. Raman
spectrum was obtained by a double monochromator (Spex;
1403) and a photomultiplier.
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Figure 1(a) shows the Raman scattering spectrum of
zone-folded longitudinal acoustic (LA) modes. The back-
ground was subtracted from the spectrum. It is probably
originated from Rayleigh scattering and single particle ex-
citations.® Figure 1(a) shows zone-folded doublet modes
up to the 5th order. To our knowledge, it is the first ob-
servation of such higher order modes in II-VI SLSs. In the
continuum limit, a phonon dispersion is given by the con-
ventional Rytov model.” It is written by

d d
cos(gd) =cos (%—-‘) cos (fi)_}.)
1

Vi

1"*“(2 . (l)dx Cf)d'_)
iy sm(v )sm( ), n

1 V2

where w and g are the phonon frequency and the superlat-
tice wave vector, v, and v, are the sound velocities of ma-
terials 1 and 2, d; and d, are the thicknesses of the two
constituting layers, and d is the period defined by d=d,
+d,. The coefficient k is defined by x=v,p,/v,p,, where p,
and p; are the corresponding densities. The inset of Fig.
1(a) shows the phonon dispersion calculatcd by using Eq
(1). We havc used pl—-S 266 g/cm’® for ZnSe and p,
=4.086 g/cm’ for ZnS.® The sound velocities used in this
calculation were stress-free values in bulk crystals (ZaSe:v,
=4.054% 10° cm/s, ZnS:v,=5.047% 10° cm/s).® The solid
circles in the inset are observed peak frequencies of the
folded modes. When the thicknesses d, and d, are designed
values 200 and 10 A, the calculated peak energies do not
agree well with the observed ones. The period, d was esti-
mated to be 205 A from the x-ray diffraction measure-
ment,’ though the constituting layer thicknesses, d, and dj,
were not obtained exactly. Therefore, we fixed the period,
d, to be 205 A, and varied the layer thicknesses, d; and dj,
to fit the all of the observed frequencies of the zone-folded
modes. The fitted values of d, and d; were 198 and 7 A,
respectively. These values were used to calculate the dis-
persion shown in the inset of Fig. [{a}. The calculation fits
the experimental data satisfactorily.

So far, zone-folded modes were observed in ZnTe-
ZnSe® and InAs-AlAs* SLSs. It was suggested that the
observed peak energies of the folded modes do not com-

©® 1992 American Institute of Physics 1700

_62_



(a) T T _‘A-AO
Eaof
>
S20 3
z
gm-
) 2
= 4
c w o 05 1
3 ;
s
B
8 5 t t t t
< [
=
7]
z
w
[
=
- - . LA e
. 1 A 1
0 20 40

RAMAN SHIFT (cm™)

FIG. 1. Observed (a) and calculated (b) Raman spectra of zone-folded
modes. The arrows show the peak positions of the fifth-order folded
modes. Inset is phonon dispersion using conventional Rytov model, where
Gemax 18 the Zone-edge wave vector ©/d and d is the superlattice period.

pletely agree with the calculated ones. This discrepancy
was believed to be originated from the strain between the
alternate layers. Recio er al.* considered the effect of the
strain on the sound velocities deduced from the stress-
induced peak shifts of LO-Raman modes and Griineisen
constants. We tried to include the stress effect on the sound
velocities using their method. However, all the estimated
peak energies were larger than the observed ones by ~0.2
cm~ . The calculation does not fit the experimental data
better than the stress-free calculation. Furthermore, it was
found that the changing of the thicknesses by a few ang-
strom induces the peak shift of the folded modes more than
the stress.

Figures 2(a) and 2(b) show low- and high-resolution
TEM images of our sample, respectively. Figure 2(a)
shows good periodicity of each layer. However, a large
fluctuation exists near the interface, as shown in Fig. 2(b).
Figure 2(c) shows the histogram of the lattice points of
ZnS. We obtained each data in the histogram by counting
the lattice points of ZnS along the straight arrays of lattice
points parallel to the interface plane. The full width at half
maximum (FWHM) of the histogram is about four layers
and it is a little larger than the fitted values for the thick-
ness of the ZnS layer, 7 A. The position at the center of the
ZnS layers is fluctuated. Therefore, the FWHM of the his-
togram is larger than the thickness of the ZnS layer.

The intensity of Raman scattering from the folded LA
modes can be theoretically calculated by a photoelastic
model, where the superlattices have bulk photoelastic co-
efficients P, and P,. The photoelastic model has been used
previously to predict the intensity of the folded modes'”
and to characterize the periodicity and roughness of the
interface'! in GaAs-Ga, Al,_,As superlattices. According
to this model, the modulation of the photoelastic coeffi-
cient, P(z), along the growth direction z reflects the mod-
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FIG. 2. Low- (a) and high- (b) resolution TEM images. (¢) Histogram
of the lattice points of ZnS. We obtained the data in the histogram by
counting the lattice points of ZnS along the straight arrays of lattice
points parallel to the interface plane. The solid line is a guide to the eye.

ulation in the structure of the SLSs. The mth order folded
modes at w,,=|2mm/d £ q|v, has intensity,

I @ (M +1) | Qml?, (2)

where n,, is the Bose factor, vy is sound velocity of super-
lattices defined through d/v,=d\/v,+d,/v;, and Q,, is the
mth order Fourier component of P(z). It is noted that we
do not need the absolute values of P, and P, but need only
the line shape of P(z) in order to calculate the intensity of
Raman spectrum.

When P(z) is assumed to be a square-wave function, in
an ideal case, the higher order Fourier component @,, de-
creases very slowly. This means that the higher order 71,
decreases very slowly. Since the square-wave assumption
cannot reproduce our spectrum at all, we took account of
the fluctuation of the periodicity and the interface rough-
ness using the TEM data. The roughness of the interface
was directly deduced from the distribution of ZnS layers,
as shown in Fig. 2(c). The fluctuation of the periodicity,
that is the fluctuation of the ZnSe layer thickness, was
deduced from two-dimensional densitometric data of the
low-resolution TEM image [Fig. 2(a)]. Thus, the profile of
P(z) was obtained by taking account of the fluctuation of
the periodicity and the roughness of the interface. Figure
3(a) shows the obtained profile of P(z). The intervals be-
tween the peaks, that is the fluctuation of the periodicity,
are shown in Fig. 3(a). Figure 3(b) shows the Fourier
power spectrum, |Q(k)|* where k is the wave number
defined by k=2m/z. Several peaks show the mth order
Fourier components. The roughness of the interface and
the fluctuation of the periodicity cause the decrease of the
higher order Q,,. The fluctuation of the periodicity also
causes the broadening of the higher order Q,,. By using Eq.
(1) and the Fourier components Q,,,, the Raman spectrum
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FIG. 3. (a) Photoelastic coefficient P(z) deduced from the TEM images.
The intervals between the peak points are shown in the figure, showing
the fluctuation of the periodicity. (b) Fourier power spectrum of P(z). G
is defined by G=2n/d, where d is the superlattice period.

of zone-folded modes was calculated, as shown in Fig.
1(b). The Raman spectrum reproduces the experimental
data in the following two essential points: the higher order
modes become wider and more than 6th order modes re-
duce their height obviously. In this calculation, we have
assumed that the roughness of each layer interface is the
same. If the roughness of each layer interface is taken into
account, the intensity of the higher order zone-folded
modes decreases more and the model calculation repro-
duces the Raman spectrum more precisely.
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In conclusion, we have observed higher order (up to
the 5th order) zone-folded acoustic modes in ZnSe-ZnS
strained-layer superlattices (SLSs) by means of Raman
scattering. We were able to reproduce our zone-folded
spectrum using TEM data and a photoelastic model. The
agreement between our calculation and the measurement
shows that the Raman spectrum reflects dominantly the
periodicity of the superlattices and the roughness of the
interface.

The authors would like to thank Hitachi Research
Laboratory for providing TEM images, and K. Nagao of
Fuji Photo Film Co., Ltd. for acquiring two-dimensional
densitometric data. Part of this work was done at the Cryo-
genic Center, University of Tsukuba, This work is partially
supported by the Iketani Science and Technology Founda-
tion.
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Optical transmission spectra of CuCl microcrystals embedded in NaCl crystals were studied
around the Zj exciton resonance by varying the annealing time. With the increase in

the annealing time, extinction spectra of the Zj exciton change anomalously from the
absorption-type spectrum to the emission-type spectrum via the dispersion-type

spectrum. The Mie theory [Ann. Phys. 25, 377 (1908)] successfully explains the spectral
change due to the growth of microcrystals. We report here for the first time an anomalous
change of the exciton spectra due to the growth of semiconductor microcrystals.

Recently much interest has been taken in the linear
and nonlinear optical properties of semiconductor micro-

crystals. Quantum confinement of electrons, holes, and ex- .

citons have been typically observed in CdS, CdSe, or CuCl
microcrystals.! Especially, quantum confinement of exci-
tons is well observed in CuCl microcrystals. Quantum con-
fined excitons in CuCl microcrystals show blue shifts in the
absorption spectra. In addition, the quantum confined ex-
citons exhibit unique optical nonlinearities.? So far, the
blue shift or the asymmetric line shape with a high-energy
tail of the exciton absorption spectrum has been used to
know the microcrystal size or size distribution.>* However,
the blue shift is detectable only for microcrystals whose
radius is smaller than 10 nm. The all-optical means to
estimate the arbitrary size of microcrystals is desirable. For
the development of the all-optical means, the full under-
standing of the exciton absorption spectrum of microcrys-
tals is important. It is also useful for the nonlinear optical
study of microcrystals.

In this study, we studied the optical transmission spec-
tra of annealed samples of CuCl microcrystals embedded
in NaCl host crystals. We found the anomalous change of
Z, exciton transmission spectra from the absorption-type
spectrum to the emission-type spectrum via the dispersion-
type spectrum with the increase of the annealing process
time. The anomalous change was successfully explained by
the Mie theory. Comparing the transmission spectra with
the Mie calculation gives a unique optical method to esti-
mate the microcrystal size. We demonstrated here that our
all-optical method is useful to estimate the size of CuCl
microcrystals.

Samples were grown from the molten NaCl doped with
CuCl by the transverse Bridgman method, Many pieces of
platelets were cleaved from a small block which was a part
of a grown crystal rod. Their sizes were approximately
4% 4%0.3 mm®. The doped CuCl concentration was deter-
mined to be 0.16 mol% by the inductively coupled plasma
optical emission spectroscopy. Optical transmission spec-
trum of a platelet at 77 K is shown in Fig. 1(a). The
vertical axis shows the extinction coefficient. It was simply
calculated by In(/f;,//,,)/d, where I, I, and d are the
incident light intensity, the transmitted light intensity, and
the sample thickness, respectively. The spectrum peak
shows a blue shift of the Z; exciton by 3.6 meV from the
bulk crystal. Asymmetric line shape with a high-energy tail
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is due to the size distribution of the microcrystals. Platelets
were annealed for 5, 40, 135, 320, or 625 min at 232°C in
vacuum. Transmission spectra of them at 77 K are shown
in Figs. 1(b), 1(c), 1(d), 1(e), and I(f). The Z; exciton
structure in Fig. 1(b) is symmetric and is lower in height
than that in Fig. 1(a). The Z; exciton structure in Figs.
1(c), 1(d), and 1(e) shows the dispersion-type structure.
The structure in Fig. 1(f) shows the emission-type struc-
ture.

The similar spectral change is also observed around the
Z, ; exciton resonance as is seen in Fig. 1. With the in-
crease in annealing temperature, the same change takes
place more sensitively depending on the annealing time.
Reversely, with the decrease in annealing temperature, the

EXTINCTION COEFFICIENT (cm™)

PHOTON

ENERGY (eV)

FIG. 1. Extinction spectra of CuCl microcrystals embedded in NaCl host
crystals at 77 K. The spectrum a is the spectrum of a nonannecal-
ed sample. The peak energy shifts by 3.6 meV from the bulk position,
which indicates that the radius of the microcrystal is 7 nm. The spectra
b, ¢, d, ¢, and fare the spectra of samples annealed at 232 °C. The anneal-
ing time is $ min for &, 40 min for ¢, 135 min for d, 320 min for ¢, and
625 min for f.
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change becomes dull. We also measured the transmission
spectra at 2 K to check the thermal broadening of the
structure at 77 K. However, the structure changes little
except an energy shift of 15 meV.

To our knowledge, this observation is the first report
about the anomalous change of the exciton extinction
structure in semiconductors. However, there are reports
about the similar variation of the absorption bands in in-
terstellar grains.*® The phenomena have been interpreted
by applying the Mie theory to the extinction spectra
around the resonance line of the absorption bands. There-
fore, we follow the similar analysis procedure.

We adopted the Lorentz oscillator model to describe
the Z; exciton dispersion relation for simplicity. It is the
one-oscillator model. The dielectric constant € is described
by the equation:

e=e1 + EV/(E - E*— iyE)], (n

where €, = 5.0 is the background dielectric constant,
E,=32025 eV is the transverse exciton energy,
E;=3.2080 eV is the longitudinal exciton energy,’ and
¥ = 1.49 meV is the damping constant. The damping con-
stant ¥ is determined to describe the experimental €
(imaginary part of dielectric constant) well.®

The mathematical procedures of the Mie calculation
are as follows:® Suppose a microcrystal sphere is placed in
the incident light flux. The electromagnetic fields at all the
space points are expanded by the infinite series of Bessel
functions. Here the Maxwell boundary condition is im-
posed on the fields at the boundary between a microcrystal
sphere and the surrounding medium. Then, the scattering
intensity and the transmission intensity of light are calcu-
lated at an imaginary sphere around the microcrystal and
the intensities are integrated. In this way, we can calculate
the scattering intensity, the extinction intensity and the
absorption intensity which is equal to the extinction inten-
sity minus the scattering intensity.

The calculation based on the Mie theory was numeri-
cally done by using the subroutine BHMIE.® Here, we
assumed that CuCl microcrystals are spheres with a radius
of a. The €, (real part of dielectric constant) of NaCl host
crystals is 2.457 around the Z; exciton resonance of CuCl
and €, of NaCl is assumed to be zero. Calculated spectra
depending on the CuCl radius a divided by light wave-
length A are shown in Fig. 2. The light wavelength A is
fixed to be 387 nm. The vertical scale shows extinction,
scattering, and absorption efficiencies by a CuCl micro-
crystal. The extinction efficiency is the sum of the scatter-
ing and absorption efficiencies. The efficiency is defined as
the cross section divided by ma®. The extinction cross sec-
tion multiplied by the number density of microcrystals
gives the extinction coefficient.

While the condition a< A holds, the electrostatic ap-
proximation is valid.* Then, the absorption efficiency in-
Creases in proportion to @ with the increase in a. On the
other hand, the scattering efficiency increases in proportion
to a*. Such scattering is referred to as Rayleigh scattering.
The increase saturates as a/A approaches to 0.1. When a/A
is 0.01, the line shape of the extinction efficiency spectrum
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FIG. 2. Calculated extinction, scattering, and absorption efficiency spec-
tra of a CuCl microcrystal embedded in an NaCl host erystal, The ex-
tinction, scattering, and absorption efficiency spectra are shown by solid,
dashied, and dotted lines, respectively. The upper left, upper right, lower
left, and lower right spectra correspond to conditions a/4 = 0.01, 0.1,
0.2, and 0.5, respectively.

is almost symmetric and most of the extinction comes from
the absorption. The extinction spectrum shows a peak at
the energy where — ¢; of CuCl is equal to twice ¢; of
NaCl. The peak is ascribed to the Fréhlich mode.® When
a/A is 0.1, the extinction spectrum becomes somewhat
asymmetric and has a double-peak structure. Higher en-
ergy peak is ascribed to the Fréhlich mode and the lower
energy peak to the low-frequency mode.’ The scattering
overwhelms the absorption. When a/4 is 0.2, the extinc-
tion spectrum is the dispersion type. The low-frequency
mode overwhelms the Fréhlich mode. The scattering spec-
trum dominates the extinction spectrum. When a/4 is 0.5,
the extinction spectrum is the emission type. The scattering
dominates the extinction spectrum. The spectrum consists
of multiple peaks which are ascribed to Frohlich modes
and low-frequency modes. The physical origin of the in-
crease of modes is the increasing contribution of the
higher-order electric-type and magnetic-type normal
modes in the sphere with an increase in the radius.

In reference to the linear and nonlinear optical prop-
erties of semiconductor mycrocrystals, the local field effect
in the electrostatic approximation has been considered for
ultrasmall Rayleigh semiconductor microcrystals.'®!!
However, the treatment is not sufficient for CuCl microc-
rystals whose radius is larger than 0.14, because of the
serious contribution of the scattering efficiency and the
breakdown of the electrostatic approximation.

The calculated spectral change well explains the exper-
imentally observed spectral change. With the increase in
the annealing time, the size of CuCl microcrystals in-
creases. As a result, the extinction spectra around the Z,
exciton resonance change from the absorption type to the
emission type via the dispersion type.

To compare the experimental extinction spectra with
the calculated spectra, we took into account a size distri-

Masumoto, Wamura, and Kawamura 2271

_66_



EXTINCTION COEFFICIENT (x10cm™)

3.25 345 320 325
PHOTON ENERGY (eV)

315 320

FIG. 3. Experimental (solid line) and calculated (dashed line) extinction
spectra of CuCl microcrystals in NaCl host crystals. Figures ¢, d, ¢, and
[correspond to Figs. 1{c), 1(d), 1(e), and I(f), respectively. The hori-
zontal energy scale is shifted by energy difference 15 meV between the Z;
exciton resonance energies at 77 and 4.2 K. The vertical scales for the
calculated spectra are chosen to be arbitrary to fit the experimental data
well. The parameter a/A values for the best fitting in ¢, d, ¢, and farc 0.14,
0.17, 0.20, and 0.25, respectively.

bution of the CuCl microcrystals. Larger microcrystals
grow through the dissolution process of small microcrys-
tals, the diffusion process and the recondensation process
at larger microcrystals. In this case, the size distribution of
CuCl microcrystals is considered to follow the Lifshitz—
Slezov distribution.*!? The extinction spectrum is calcu-
lated by the integral

32
f wa*P(a/@)Q(E,a)d(a/a) ,
0

where @ is the average radius of microcrystals, P(a/a) is
the Lifshitz-Slezov distribution, and Q(E,a) is the extinc-
tion efficiency spectrum of the microcrystal with a radius
of a.

The experimental extinction spectra and fitted spectra
are shown in Fig. 3. The experimental extinction spectra
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and calculated spectra by the Mie theory agree fairly well
with each other. Disagreement at the high-energy side of
the Zj exciton resonance is ascribed to the neglected con-
tribution to € of the Z,; excitons. We can estimate the
approximate size of CuCl microcrystals by comparing the
shape of the extinction spectra. The estimated radii of
CuCl microcrystals for extinction spectra of Figs. 1(c),
1(d), 1(e), and 1(f) are 54, 66, 77, and 97 nm, respec-
tively. As demonstrated here, the calculation based on the
Mie theory is useful to estimate the radius of the CuCl
microcrystals. This all-optical method is useful for CuCl
Mie microcrystals whose radius a is in an order of 0.1 A.

In summary, we observed the anomalous change of the
extinction spectra of CuCl microcrystals embedded in
NaCl host crystals with the increase of the annealing time.
The Z; exciton structure changes from the absorption type
to the emission type via the dispersion type. The Mie the-
ory successfully explains the spectral change due to the
microcrystal growth. Comparing the extinction spectra
with the Mie calculation gives a unique all-optical method
to estimate the microcrystal size. This report presents the
first observation of the anomalous change of the exciton
spectrum due to the growth of semiconductor microcrys-
tals.

This work is partially supported by Nippon Sheet
Glass Foundation for Materials Science.
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Size-dependent homogeneous linewidth of Z; exciton absorption spectra in CuCl
microcrystals was measured at 2 K by the pump-and-probe spectroscopy. Observation of the
hole burning gave us the homogeneous linewidth. The size-dependent part of the
homogeneous linewidth is inversely proportional to the square of the radius of microcrystals.
This dependence is explained by a simple model that a generated exciton dephases

through the scattering at the irregular surface of microcrystals.

Recently much interest has been taken in the electronic
and optical properties of semiconductor quantum dots, be-
cause of their unique properties and potential for device
application.? However, semiconductor quantum dots em-
bedded in crystals or glasses have size inhomogeneity in-
herent in the preparation processes. The size inhomogene-
ity gives the scattering of the quantized energy and
inhomogeneous broadening of the absorption spectra.
Therefore, this obscures the nobel properties of semicon-
ductor quantum dots. The breakthrough of the study of the
quantum dots is to make uniform-size quantum dots in a
regular array. An alternative approach is to select dot by
dot and examine the properties of the dot. The approach
we took in this study is the latter, the size-selective laser
spectroscopy of quantum dots.>’

The samples we studied are CuCl microcrystals em-
bedded in NaCl crystals where quantum confinement of
excitons has been typically observed.! Quantum confined
Z, excitons in CuCl microcrystals show blue shifts and the
inhomogeneous size distribution causes broadening in the
absorption spectra. We measured homogeneous linewidth
of excitons in CuCl microcrystals by the hole-burning ex-
periment. We performed the experiments in the pump-and-
probe configuration and picked up the homogeneous line-
width from the inhomogeneously broadened spectrum by
observing the burned hole. A very sharp (0.003 nm) dye
laser was used to excite resonantly the Z; excitons in par-
ticular-size CuCl microcrystals. As a result of the size-
selective excitation, CuCl quantum dots whose quantized
energy of the Zj excitons is just equal to the laser energy
are excited. Then we can observe a dip, that is, the burned
hole in the inhomogeneously broadened Z; exciton absorp-
tion spectrum. We obtained the size dependence of the
homogeneous linewidth T, from the hole burning experi-
ment for the first time. The homogeneous linewidth is an
important parameter of excitons because it gives the phase
relaxation rate of excitons in CuCl microcrystals. Never-
theless, the previous studies of the homogeneous linewidth
are not free from ambiguities.*®

Two samples of CuCl microcrystals embedded in NaCl
host crystals (Nos. 1 and 2) were used in this study. Ab-
sorption peaks of the Z; exciton in the No. 1 and No. 2
samples are 3.223 ¢V and 3.230 eV at 77 K, respectively.
These samples were made from a mixture of NaCl powder
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and CuCl powder. They were grown by the transverse
Bridgman method. After preparing crystals from the melt,
samples were annealed in order to control the size distri-
bution of CuCl microcrystals. The molar fraction of CuCl
was determined by the inductively coupled plasma optical
emission spectroscopy. The volume molar fraction of CuCl
is 0.16% for two samples. This low concentration of CuCl
is essential to reduce the energy transfer between dots and
to give the credible homogeneous linewidth, as shown in
the following procedures. These samples have been mainly
characterized by absorption spectra at 77 K. The Z; exci-
ton lines of both the samples lie at an energetically higher
spectral position compared with that of bulk crystals. This
energy shift is due to the quantum size effect and expressed
by #7/[2M(a + 0.5ag)?),” where M is the translational
mass of exciton, a is the radius of a microcrystal, and ag is
the Bohr radius of the Z; exciton, From the spectral posi-
tion of the peak of Z, absorption, we estimated their mean
radii. The mean radii of Nos. I and 2 are 6.1 and 4.1 nm,
respectively. We also observed the broadening of the Z;
absorption line, compared with bulk CuCl. This is ex-
plained by the inhomogeneous broadening due to the size
distribution of the microcrystals.

The experiments were performed in a pump-and-probe
configuration. An LD390 dye laser, whose wavelength was
tunable from 380 to 390 nm, was used as a pump source.
This laser was pumped by the excimer laser. The spectral
linewidth of 0.003 nm was achieved in this dye laser sys-
tem. The laser pulse duration was about 10 ns. As a probe
source, we used the amplified spontaneous emission from a
dye cell filled with BBQ dye solution. The excimer laser
pulse also pumped the dye cell through a cylindrical lens.
The probe pulse covered the broad spectrum ranging from
380 to 390 nm. The pulse duration was about 10 ns. The
probe pulse through an optical delay impinged on the sam-
ple at the same time as the pump pulse hit the sample.
There was no time delay between pump and probe pulses.
In order to attenuate the probe pulse in front of the sample,
we inserted a few neutral density filters. The probe beam
was focused on the sample into a spot which lied inside a
spot of the pump beam. The diameter of the pumped spot
was several hundred micrometers. A polarizer was placed
in front of the sample across the pump beam and another
one behind the sample across the probe beam. Polariza-

0003-6951/91/391758-03502.00 @ 1991 American Institute of Physics 1758

_68-



OPTICAL DENSITY

1 i 1 L 1
3.21 3.22 323
PHOTON ENERGY (eV)

FI1G. 1. The absorption spectra of sample 2 obtained by the pump-and-
probe experiment at 2 K. Burned holes (A)~(E) correspond to the pump
photon encrgies of 3.2101, 3.2134, 3.2168, 3.2201 and 3.2235 ¢V, respec-
tively. The excitation density is 146 XW/cm®. The solid line shows the
absorption spectrum without pump. Open circles show the base curve to
extract the burned hole (A). The inset shows the fitting of the burned
hole (A) by a Lorentzian. Solid circles show the hole. The fitting is shown
by 2 solid line.

tions of two polarizers were crossed to each other so that
most of the scattering of the pump beam was eliminated.
The sample was directly immersed in superfluid helium (2
K) in a double Pyrex cryostat. The probe beam through
the sample was analyzed by a double spectrometer and
detected by a photomultiplier. The spectral resolution of
our experiments was 0.01 nm. It was determined by the
resolution of the spectrometer. The signal was amplified 10
times and averaged by means of a wide-band preamplifier
and a Boxcar integrator.

Figure 1 shows the absorption spectra of sample 2 un-
der the pump, obtained by the pump-and-probe experiment
at 2 K. The photon energy of the pump pulse E, was varied
as 3.2101, 3.2134, 3.2168, 3.2201, or 3.2235 eV. The exci-
tation density was 146 kW/cm? We observed the hole-
burning around £,

The size of a microcrystal determines its quantized Z;
exciton energy. Accordingly, we can selectively excite par-
ticular-size microcrystals by tuning E, to their energy in
the inhomogeneously broadened Zj absorption spectrum.
Thus, each hole in Fig. 1 is burned out by the size-selective
excitation. The pump energies in Fig. 1 correspond to the
radii of 4.1, 3.7, 3.3, 3.1, and 2.9 nm, respectively. We also
observed the hole-burning around £, in sample 1 under the
pump.

The line shape of the burned hole is well fitted by a
Lorentzian as shown in the inset of Fig. 1. Therefore we
need not take account of the effect of the energy transfer, in
contrast with the previous fluorescence line narrowing
measurement of a sample doped with 1% CuCL* This
means that the CuCl concentration of 0.16% is low enough
to reduce the energy transfer. In this case, the full width at
half maximum (FWHM) of the burned hole 2T is equal to
twice of the homogeneous linewidth I, under the suffi-
ciently weak excitation. Therefore, we should check the
power broadening effect. We could not observe the power
broadening in the power density range between 28
kW/cm? and 540 kW/cm?. Therefore, FWHM of each
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F1G. 2. The absorption spectra of sample 2 taken by the pump-and-probe
experiment at various temperatures (from 4.2 to 65 K). The absorption
peak is selectively excited in all cases. The excitation density is 490
kW/cm?,

burned hole means twice of the homogeneous linewidth
1%

We also measured the temperature dependence of
2I';. Figure 2 shows the absorption spectra of sample 2
taken by the pump-and-probe experiment at various tem-
peratures, The Z5 exciton absorption band shifts to the
higher energy side with the increase in the temperature.
Therefore, we tuned the pump photon energy £, to the
absorption peak and tracked the photon energy of certain-
size microcrystals. In this experiment, the microcrystals of
4.1 nm in radius was excited at various temperatures under
the excitation density of 490 kW/cm?.

A broadening-of the hole was observed with the in-
crease in the temperature. Figure 3 shows the temperature
dependence of the FWHM of burned holes 2I7,. The
broadening is caused by the exciton-phonen interaction.
The phonon broadening of 2I'; is phenomenologically fit-
ted by the form,

21",,( T) =2F0 -+ CTZ.
The homogeneous linewidth at 0 K is 2I'y = 0.59 meV and

~n

2rh(meV)

-

0 20 40 80
T (K)

FIG. 3. The homogencous linewidth of the Z, exciton absorption line in
the microcrystal, whose radius is 4.1 nm, is plotted as a function of

temperature.  The solid line shows the result of fitting;
0.59 + 4.6X 10 *x T (K)* (meV).
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F1G. 4. The homogeneous linewidth of the Z; exciton absorption line
plotted as a function of the size of the CuCl microcrystal. The solid line
shows the result of the fitting; 6.8 X a(nm)~? + 0.14 (meV).

a parameter Cis 4.6 10~ * meV/K2. The fitting is shown
in Fig. 3 by the solid line.

We have already reported the broadening due to the
exciton-optical phonon interaction.! It is less than 0,03
meV below 70 K. Therefore, in this temperature range, the
exciton-optical phonon interaction is negligible. Below 70-
K exciton-acoustic phonon interaction is the dominant
phonon broadening in the CuCl microcrystals. However,
Fig. 3 shows that the temperature-dependent part of the
broadening, phonon broadening, is at most smaller than
200 by an order of magnitude at 2 K. Therefore, the ho-
mogeneous broadening at 2 K should be explained by the
exciton dephasing mechanism other than the exciton-pho-
non interaction.

Figure 4 shows 2I", observed at 2 K as a function of
the radius of microcrystals. The homogeneous linewidth
I"; increases with the decrease in the microcrystal radius a.
The relation between I'y and a is well expressed by the
form

2T(a) =AXa® + 2Ty

where 2y = 0.14 meV is the Z, exciton linewidth of
bulk CuCl obtained by the two-photon absorption mea-
surement below 10 K. The best fitting was obtained with
parameters 4 = 6.8 meV nm? and B= — 2 as shown in
Fig. 4 by the solid line.

Here, we propose a simple model which explains this
result, especially @~ dependence. Theoretical study
proved that the exciton quantization is a good picture
when a is more than 4 times larger than the exciton Bohr
radius ag( = 0.68 nm)."" Our study is just limited in this
region where a is larger than 2.7 nm. Excitons are going
and returning in a microcrystal and the exciton quantiza-
tion takes place as a result of the interference between the
going and returning exciton waves. In our model, the phase
relaxation of Zj excitons takes place through the collisions
at the irregular surface of microcrystals. The time in which
the generated exciton moves and collides with the irregular
surface of CuCl microcrystals determines the phase relax-
ation time 7. In this classical model, the velocity of an
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exciton v in the lowest quantized state in a sphere whose
radius is a is given by

v=mh/Ma,

where M is the Zy-exciton translational mass of 2.3m, (my:
clectron mass). The phase relaxation time T, is given by,

Ty=2a/pv=2Ma*/=p,

where p is the dephasing probability of excitons at the
surface. Therefore, the size depéndence of the homoge-
neous linewidth is calculated as,

#/ Ty=wfp/2Ma*=52p X a(nm) ~? (meV).

Thus, a~? dependence of T is simply explained on this
model. The calculated size dependence of the homoge-
neous linewidth agrees with that obtained by the experi-
ments, if p is taken as 0.07. This means that an exciton in
a CuCl microcrystal dephases at the surface irregularity
during several periods of going and returning motion.

In summary, we obtained the size dependence of the
homogeneous linewidth of Z exciton absorption structures
in CuCl microcrystals for the first time by the pump-and-
probe experiment at 2 K. The size-dependent part of the
homogeneous linewidth is inversely proportional to the
square of the radius of the microcrystal. The size depen-
dence is explained by a simple model that the phase relax-
ation of excitons takes place through the scattering at the
irregular surface of the microcrystal.

The authors express their deep thanks to Dr. K. Era at
National Institute for Research in Inorganic Materials for
his encouragement and kind experimental facilities. This
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Foundation for Materials Science.
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Biexciton lasing in CuCl quantum dots
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Lasing of CuCl microcrystals embedded in a NaCl single crystal was observed for the first time.
The lasing takes place at 77 K in a sample sandwiched between dielectric mirrors under pulsed
ultraviolet laser excitation. The lasing transition is that from biexciton to exciton. The lasing is
observed up to 108 K. The optical gain of the sample is almost the same as that of a CuCl bulk
crystal in spite of the low concentration of CuCl in the NaCl matrix.

Semiconductor low-dimensional quantum structures
are expected to be promising semiconductor laser de-
vices."” As the dimension is lowered, the modified density
of states concentrate carriers more in a certain energy
range. This concentration is expected to give the system
more gain for lasing. Zero-dimensional quantum confine-
ment of carriers turns the density of states into a set of
quantum levels. This is most favorable for the semiconduc-
tor laser because the gain energy region is ultimately con-
centrated. Therefore, the quantum dot laser should be re-
alized and its characteristics should be clarified.

CuCl microcrystals are a prototypical system to be
studied in the sense that the exciton quantum confinement
takes place more strongly than the electron and hole indi-
vidual quantum confinement.* Hence, they are called quan-
tum dots. The large binding energy of the biexciton in a
CuCl crystal, 32 meV, makes the biexciton stable and al-
lows us to observe biexciton absorption and luminescence.’
Biexciton luminescence is observed in CuCl quantum dots,
also.* In the quantum dots, exciton and biexciton trans-
lational motions are quantized and a continuous density of
states becomes a set of discrete quantum levels. In photo-
pumped bulk CuCl crystals, the optical gain due to the
transition from the biexciton to the longitudinal Z; exciton
is high®? and lasing takes place at this transition.!” In this
letter, we report the first observation of lasing in CuCl
quantum dots. We found that the biexciton is lasing in
CuCl quantum dots. The optical gain of the CuCl quantum
dots is examined and is compared with that of a CuCl bulk
crystal.

The samples used in this study were CuCl microcrys-
tals embedded in NaCl crystals. The mean size of the mi-
crocrystals were determined by small angle x-ray scattering
measurements. It was determined to be 5.0 nm based on
the Guinier plot of the scattering data. The molar fraction
was determined to be 0.3 mol % by the inductively coupled
plasma emission spectroscopy. Three pieces of samples
were made by the cleavage of a grown and heat-treated
crystal. The thinnest piece, 0.12 mm thick, was used for the
optical absorption measurement. The second piece was
used for the study of luminescence. The third piece was a
rectangular parallelepiped and its size was 3.2 X 5.6X0.58
mm’. The laser device was the third piece placed in a cav-
ity composed of two parallel diclectric mirrors whose re-
flectivity was 90%. The shortest side, 0.58 mm long, was
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placed perpendicular to the mirror face. The cavity length
was 0.62 mm.

The excitation source was a nitrogen laser (337 nm) or
a XeF excimer laser (351 nm). The experimental setup
was composed of the lasers, a monochromator, and an
optical multichannel analyzer. The ultraviolet Jasers were
used to excite the sample placed in liquid nitrogen or in a
temperature-variable cryostat. The pulse width of the ni-
trogen laser was 10 ns, while that of the excimer laser was
20 ns. The optical multichannel analyzer was used to de-
tect the time-integrated spectra, Excitation intensity was
changed by using a calibrated set of neutral density filters.
We observed lasing in both longitudinal and transverse
pumping geometries.

The optical gain measurement was done by observing
the intensity of the stimulated emission as a function of the
excitation length.! A cylindrical lens was used to focus the
output of the excimer laser on a line. The length of the line
was cut by a slit and was refocused on the sample surface
by using another lens. In this way, the excitation length
was varied by the slit. The stimulated emission propagating
along the sample surface was observed from the extension
of the excited line. The minimum excitation length was
measured to be 60 pm which gives the spatial resolution of
the experiment. We measured the optical gain of two sam-
ples by this method. One sample was the same sample,
CuCl microcyrstals in a NaCl crystal (QD sample), that
was used in the lasing experiment and another sample was
a CuCl bulk crystal (B sample) whose size was 6.5X 5.9
% 3.1 mm’,

The absorption and luminescence spectra of the sam-
ple, CuCl microcrystals in a NaCl crystal at 77 K, are
shown in Fig. 1. The Z; exciton spectra show a blue shift of
6 meV compared with those of bulk CuCl. The blue shift is
ascribed to the quantum confinement of excitons.*!' The
shift and the mean radius of the CuCl microcrystals de-
duced from the small angle x-ray scattering experiment are
consistent with the relation between the blue shift of the Z;
exciton energy and the mean size of the CuCl microcrystals
which was given by the previous measurements.!! The lu-
minescence spectra were measured under the excitation of
the nitrogen laser. With the increase in the excitation in-
tensity, a lower energy band appears around 391 nm and
grows. The lower energy band overwhelms the exciton
band around the excitation density of 3 MW/cm? The
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FIG. !. The luminescence spectra of CuCl microcrystals embedded in a
NaCl crystal at 77 K under the nitrogen laser excitation of (a) 24 MW/
cm! and (b) 39 kW/cm, With the increase of the excitation density, the
M band appears and grows. Absorption spectrum of the sample at 77 K
is shown by the dashed line. In the inset, the excitation density depen-
dence of the Zj exciton luminescence and that of the M biexciton lumi-
nescence are shown. The excitation density dependence of the Z; exciton
luminescence is fitted by the expression, logg /. =0.0144(logys /)’
—~0.0872(logo /)1 +0.504 (log,e /) + 111, while that of the M biexciton
luminescence is expressed by the expression, 10g,g Jpe=2 logo /., —1.339,
where /., is the Zy exciton luminescence intensity, [y, the M biexciton
luminescence intensity, and 7 is the excitation density in a unit of MW/
eml

luminescence spectra under the low density excitation and
the highest density excitation are also shown in Fig. 1. The
391 nm band is ascribed to the so called M band which
corresponds to the biexciton recombination leaving an ex-
citon in a crystal.>7 The biexciton as well as exciton spec-
tra are considered to be broadened inhomogeneously due
to the size distribution of the microcrystals.%”!* The exci-
tation density dependence of the Z; exciton luminescence
and the M biexciton luminescence is shown in the inset of
Fig. 1. Although their dependence is not simply propor-
tional to the excitation density or the square of it, the
luminescence intensity of the M biexciton is proportional
to the square of that of the Z; exciton. This is reasonable
because biexcitons are made of two excitons as a result of
the attractive interaction.

When the sample placed in a cavity is excited by a
nitrogen laser and when the excitation intensity exceeds a
threshold, lasing occurs. Figure 2 shows the emission in-
tensity as a function of the excitation power density. At 77
K. the emission intensity grows critically at the threshold
power density of 2.1 MW/cm? under the transverse pump-
ing condition. The emission spectrum around the lasing
threshold is shown in Fig. 3. The broad A band is observed
below the threshold. Above the threshold, on the other
hand, emission becomes sharp. The sharp emission spec-
trum having a maximum peak at 391.4 nm is composed of
a few longitudinal modes of the laser cavity which are
separated by 0.07 nm from each other. The separation al-
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FIG. 2. The log-log plot of the emission intensity of the laser device as a
function of the excitation power density for the transverse pumping con-
figuration at 77 K. The arrow shows the threshold for lasing.

most agrees with the calculated longitudinal mode interval
0.08 nm. It is obtained by using the refractive index of
NaCl, 1.567, the spacing between two mirrors, 0.62 mm,
and the thickness of a NaCl erystal, 0.58 mm. The emis-
sion is directional and the emission solid angle is about
0.03 sr. The photograph of the lasing device under excita.
tion shows halation when we took it from the lasing direc-
tion. This observation clearly indicates that the device
shows lasing. Lasing is observed up to 108 K.

The quantum size effect of the biexciton in CuCl was
studied by Itoh et al® The experimental results show that
the biexciton state is quantized and the quantum confined
energy of the lowest biexciton state, AE,,, is described by
AEy,=(#/2M\.)(r/a)?, where M, =5.3 mq is the
translational mass of the biexciton,® myq is the electron
mass, and a is the radius of microcrystals. The equation
holds when a is larger than 3 nm. Below 3 nm, the biex-
citon binding energy is considered to increase as a result of
the squeezing of biexcitons.'> The energy separation be-
tween the lowest biexciton state and the second lowest
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FIG. 3. Emission spectra of the laser device at 77 K below and above the
lasing threshold. The threshold /,, is about 2.1 MW/cm? The salid line
shows the spectrum under the excitation of 1.08 /,,. The dashed line
shows the spectrum under the excitation of 0.86 /,,.
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FIG. 4. Stimulated emission intensity of M luminescence as a function of
excitation length. The excitation wavelength'is 351 nm and its density is
0.8 MW/cm’. Solid triangles show the data of CuCl microcrystals in an
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crystal (B sample). The small signal optical gains for the QD sample and
the B sample are 208 and 192 cm ™", respectively. In the inset, excitation
and observation géometries are shown.

biexciton state is equal to 3AE,,=8.5 meV =99 K, when
a is equal to 5.0 nm. Thermal energy, 108 K, is almost
equal to JAE,,,. Therefore, we speculate that biexciton
lasing takes place when 3AE,., is larger than the thermal
energy.

In this system, the laser action takes place in three
levels, ground, exciton, and biexciton states. Ultraviolet
laser light (337 nm) corresponding to the band-to-band
transition generates electron hole pairs in CuCl microcrys-
tals. They form excitons and biexcitons quickly. If the ex-
citation density is high enough to generate a biexciton
rather than an exciton, the population inversion takes
place. The optical gain is formed as a result of this popu-
lation inversion. The threshold excitation density for lasing
and the excitation density where the M luminescence ex-
ceeds the Zj exciton luminescence almost coincide to each
other. This observation is quite reasonable if the popula-
tion inversion takes place at this excitation density.

It is an interesting test to examine the optical gain of
the QD sample in comparison with that of the B sample.
We measured the optical gain by using a XeF excimer laser
because the output of the laser is intense and has good
spatial uniformity. The laser light (351 nm) also corre-
sponds to the band-to-band excitation. We observed a sim-
ilar luminescence spectra and excitation -density depen-
dence, as shown in Fig. 1. However, the excitation density
where the M luminescence exceeds the Z; exciton lumines-
cence was reduced to 0.7 MW/cm? We measured the op-
tical gain under the excitation density of 0.8 MW/cm?
Although the absorption coefficient of the B sample is
much larger than the QD sample,"* both QD and B sam-
ples are thick enough to absorb all of the laser fluence,
except the reflection loss. The result of the gain measure-
ment is shown in Fig. 4. Below 120 um, the emission in-
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tensity is proportional to e, where g is the small signal
optical gain and / is the excitation length. The data show
the saturation of the optical gain above 120 um. The values
of g of the two samples are comparable to each other,
although the molar fraction of CuCl is 0.3 mol % in the
QD sample. The gain value of the B sample, 192 cm™!,
under the excitation density of 0.8 MW/cm?, is consistent
with the previous report.® The result indicates that the
optical gain of the microcrystals per unit volume of active
medium for lasing, CuCl, is 300 times larger than that of a
bulk crystal.

At present, we cannot explain the reason why the op-
tical gain of CuCl microcrystals is so large. We imagine
that the confinement of biexcitons and excitons in CuCl
microcrystals makes the large population inversion and
that it is probably the origin. Further study is necessary to
clarify the reason. Because the homogeneous width of the
biexciton recombination transition in CuCl quantum dots
is considered to be much narrower than the inhomoge-
neous broadening, and because the optical gain is inversely
proportional to the linewidth of the stimulated emission,'
we can expect further enhancement of the optical gain with
narrowing of the size distribution.

In summary, we observed biexciton lasing in CuCl
quantum dots for the first time. Lasing takes place in CuCl
microcrystals embedded in a NaCl single crystal sand-
wiched by 90% reflectivity mirrors under the excitation of
a nitrogen laser. The lasing was observed up to 108 K. The
optical gain of the sample is almost the same as that of a
CuCl bulk crystal in spite of the low concentration of CuCl
in the NaCl matrix.
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Ge microcrystals embedded in SiO, glassy matrices were formed by a radio-frequency
magnetron cosputtering technique and then annealed at 800 °C for 30 min. The average radius
of the Ge microcrystals in SiO, was determined to be about 3 nm by means of Raman
spectroscopy and high resolution electron microscope. The annealed sample showed a strong
room temperature luminescence with a peak at 2.18 ¢V. This is consistent with quantum

confinement of electrons and holes.

Semiconductor-doped glasses show interesting optical
properties as a result of quantum confinement of electron
and hole wave functions into the semiconductor
microcrystals.' Recently, visible photoluminescence in Si
microcrystal powder* and silicon quantum wire array® fab-
ricated by electrochemical and chemical dissolution of wa-
fers have been reported. Their visible emission are attrib-
uted to three- or two-dimensional quantum size effects,

The quantum size effect due to three-dimensional con-
finement is obvious when the microcrystal size is less than
the exciton effective Bohr radius. Since Ge has smaller
electron and hole effective masses and a larger dielectric
constant than Si, the effective Bohr radius of the excitons
in Ge is larger than that in Si. This implies that the Ge
microcrystals show a larger shift of an optical band gap
{blue shift) than the Si microcrystals. In fact, Hayashi er
al.® examined the optical absorption spectra of Ge micro-
crystals embedded in SiO, glass films deposited by a radio-
frequency (rf)-magnetron cosputtering method and re-
ported the large blue shift to visible wavelength region due
to a quantum size effect. However, visible wavelength lu-
minescence has not yet been observed in the Ge microc-
rystals.

In this letter, we report the first observation of visible
photoluminescence of Ge microcrystals embedded in SiO,
glassy matrices prepared by an rf-magnetron cosputtering
method.

The samples were prepared by the rf-magnetron
cosputtering method. Some chips of 99.999% purity Ge
were set onto a 99.99% purity SiO, target of 100 mm in
diaméter. The cosputtering was performed with an Ar par-
tial pressure of 3 mTorr and rf power of 1.2 kW. The
sample was deposited on Si wafers cooled by water, and
then annealed in an Ar gas atmosphere at 800 °C for 30
min in order to grow Ge microcrystals in SiO, glass ma-
trices. The Ge content of the sample was determined to be
42.7 at. % by an inductively coupled plasma optical emis-
sion spectroscopy (ICPS).

Figure 1 shows x-ray photoelectron spectra (XPS) of
(a) the as-deposited and (b) annealed samples. The XPS
data show that both GeO, and Ge exist in SiO, in the
as-deposited state and that most GeO, decomposes into Ge
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after annealing. We found that in the sputter-deposited
sample the formation and growth processes of Ge micro-
crystals involve the decomposition of GeO, into Ge and O,
and the diffusion process of Ge atoms.’

Figure 2 shows Raman spectra for (a) as-deposited
and (b) annealed samples obtained using 200 mW of the
514.5 nm Ar ion laser. The as-deposited sample shows a
very broad spectrum out to 300 cm ™! which is similar to
the spectrum of amorphous Ge. The annealed sample
showed a sharp Raman peak at 297.5 cm ="' with a full
width at half-maximum (FWHM) of 6.2 em ™}, indicating
the growth of Ge microcrystals with good crystallinity af-
ter annealing. Fujii er al.® reported the relationship be-
tween FWHN of Raman peak and average size of the Ge
microcrystals. According to their data, the average diam-
eter of our sample is estimated to be about 6 nm.

Figures 3(a) and 3(b) show high-resolution electron
microscopic (HREM) images of the as-deposited and an-
nealed samples. In the as-deposited sample, we were able to

(2) asdeposited
GeO,

Intensity (arb. units)

- 1 1 1 1 1 1. ’l . 1 -
350 330 310 290 27.0 250
Binding Energy (eV)

1

FIG. 1. X-ray photoelectron spectra of (a) as-deposited and (b) annealed
samples. We found decomposition of GeO, after annealing.
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FIG. 2. Raman spectra of (a) as-deposited and (b) anncaled samples at
room temperature (300 K). The spectra were obtained using 2 514.5 nm
Ar ion laser, a double monochromator and a photon counter unit through
a GaAs(Cs) photomultiplier. We observed Ge microcrystals with good
crystallinity.

observe only the glassy structure of SiO,, while in the an-
nealed sample we found spherical Ge microcrystals. There
were less than 6-8 nm in diameter and of good crystallin-
ity. Figure 3(b) shows {111} planes of diamond-structure
Ge.

Figure 4 shows photoluminescence spectra excited by
10 mW Ar ion laser at 488 nm at room temperature (300
K). Only in the annealed sample, we observed very broad
but pronounced photoluminescence ranging from 500 to
700 nm with the peak at about 570 nm. .

We consider three-dimensional quantum confinement
of an electron-hole pair in the Ge microcrystal as a possi-
ble mechanism for visible photoluminescence. Theoretical
calculation of three-dimensional confinement in an infinite
spherical potential was treated by Brus.> An effective Bohr
radius aj is given by

ag=xH/pé, (N

where x is a static dielectric constant, # is a reduced Planck
constant, u is reduced mass of an electron-hole pair, and e

(a) as-deposited

F1G. 3. High resolution electron microscopic images of (a) as-deposited
and (b) annealed samples. We observed Ge microcrystals with good
crystallinity.
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FIG. 4. Room temperature photoluminescence spectra at visible wave-
length region of () as-deposited and (b) anncaled samples. The spectra
were obtained using a 488 nm Ar ion laser and a double monochromator.

is electron charge. In the case of Ge bulk, « is 15.8% and g
is reduced mass obtained from 1/u = 1/m, + 1/m;. The
lightest electron effective mass (m,) and the lightest hole
effective mass (m,) at L and I" points are 0.082m, and
0.043m,, respectively. We can calculate p = 0.028m, and
obtain az==24.3 nm. This effective Bohr radius is very
large due to the small reduced mass of an electron-hole
pair and the large static dielectric constant. In our sample,
the average radius of the Ge microcrystal is about 3 nm
which is much smaller than the effective Bohr radius of
24.3 nm. Thus electrons and holes can be independently
confined into the infinite spherical potential. In this case,
thr3 lowest energy of the electron-hole pair E, was given
by

E\=E, + (7*#/2uR?), (2)

where E is an optical band gap of bulk crystalline Ge. This
Eq. (2) is deduced for the isolated islands of microcrystals
(Brus’s model). In our case, the Ge microcrystals grow
densely in the SiO, glassy matrix. The Brus’s model is not
appropriate to such dense condition. However, we em-
ployed the Brus’s model in order to analyze our lumines-
cence data.

Using values of £, = 0.66 ¢V (at 300 K),'® R =3 nm
and p = 0.028 mg, we can obtain E| = 2.15 eV. Our lumi-
nescence peak is located at 2.18 eV, in good agreement
with the calculated electron-hole pair energy.!! The broad
spectrum may be associated with the size distribution of
Ge microcrystals and complicated band structure of Ge.
This result shows that the luminescence can be explained
by the Brus’s model. This implies that each Ge microcrys-
tal is an isolated island in such dense condition. Further-
more, Rossetti er al.'? suggested that an indirect gap semi-
conductor material should begin to resemble a direct gap
material as the microcrystal size decreases. Visible photo-
luminescence of Ge microcrystals embedded in SiO, glassy
matrices can be reasonably explained in this context.

Photoluminescence due to defects' in a-SiO, could
also give rise to the observed spectrum. If such defects are
indeed formed in SiO, during rf sputter deposition, we
should observe luminescence in the as-deposited sample.
However, we observed no significant luminescence as
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shown in Fig. 4(b). Furthermore, we should pursue the
possibility of luminescence due to other defects in a-SiO,
induced by annealing and decomposition of GeO,.

In conclusion, we observed visible photoluminescence
at room temperature in Ge microcrystals embedded in
SiO, glassy matrices which were deposited by the rf mag-
netron cosputtering method. The formation and growth
processes of the Ge microcrystals consisted of decomposi-
tion of GeO; and the diffusion of Ge atoms in SiO, glassy
matrices. The broad luminescence spectrum with the peak
at 570 nm (2.18 ¢V) was explained by three-dimensional
confinement theory (Brus's model).
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The lifetime of indirect excitons in AgBr quantum dots was studied at low temperature. Indirect-
exciton luminescence shows a nonexponential decay. The unique nonexponential decay is well explained
by a model that takes into account the discrete number of iodine impurities in a AgBr quantum dot. The
obtained radiative lifetime of indirect excitons is 735450 us at 2 K and is independent of the radius of
microscrystals. The result clearly shows that the L-I" mixing effect for holes does not work when the ra-

dius is larger than 3.5 nm.

I. INTRODUCTION

The optical properties of semiconductor quantum dots
have been extensively studied because of their quantum
size effect. So far, various phenomena in quantum dots of
direct transition semiconductors, such as CdS, CdSe, and
CuCl, have been clarified.! However, there is no report
for quantum dots of indirect transition semiconductors
except the previous two experimental reports for AgBr
quantum dots.>® AgBr is a well-known
transition semiconductor and basic optical properties in-
cluding impurity effects have been reviewed.*> This al-
lows us to examine the detailed optical properties of
AgBr quantum dots. The preceding work on AgBr quan-
tum dots has found quantum confinement of indirect ex-
citons and isolation of impurities from quantum dots.> In
this work, we focused our attention on the lifetime of the
indirect excitons and found a unique nonexponential de-
cay of indirect excitons. The experimental results are
compared with a model which takes into account the
discrete number of impurities in AgBr quantum dots.

II. EXPERIMENTAL PROCEDURES

AgBr quantum dots were prepared by the same
method that is described in a previous paper.’ Samples
are AgBr microcrystals dispersed in porous gelatin. The
mean radius of AgBr microcrystals is determined by the
x-ray-diffraction linewidth and the experimentally de-
rived relation between the mean radius and the linewidth,
where the radius is measured by electron microscopy.

Samples are directly immersed in superfluid or normal
fluid helium below 4.2 K. Above 4.2 K, natural tempera-
ture rise is used for the temperature dependence measure-
ment. A photoexcitation source is a nitrogen laser (337.1
nm) or high-pressure mercury lamp. The measurement
system is composed of a monochromator, a photomulti-
plier (Hamamatsu R1477), a boxcar integrator, a lock-in
amplifier, and a digital storage oscilloscope (Iwatsu OS-
6411; 40 MHz). For the time-resolved measurement, the
temporal change of luminescence is taken by the pho-
tomultiplier and the digital storage oscilloscope. The
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indirect-’

temporal resolution is limited by the impedance
mismatch between the photomultiplier and the oscillo-
scope and is experimentally determined to be 3.4 us.
Excitation density is 160 W/cm?. At this excitation
density, we found that the luminescerice exactly coincides
with that taken by a high-pressure mercury lamp. We
also found the temporal change does not depend on the
excitation density between 25 W/em? and 1.6 kW/em?.

I1I. EXPERIMENTAL RESULTS AND DISCUSSIONS

The photoluminescence spectrumn of nominally pure
AgBr bulk crystals at low temperature is well known.*¢
It consists of two kinds of luminescence bands near ab-
sorption edge. One is phonon-assisted indirect-exciton
luminescence peaks observed between 2.65 and 2.68 eV.
They are classified into two groups, free-exciton peaks
and shallow-bound exciton peaks. The second is a strong
luminescence band observed at 2.5 eV which is ascribed
to the bound exciton at a residual iodine impurity. The
2.5-¢V luminescence band is much stronger than the
indirect-exciton luminescence observed between 2.65 and
2.68 eV,

In the same manner as AgBr bulk crystals, AgBr mi-
crocrystals show two luminescence bands as shown ‘in
Fig. 1. The higher-energy band observed at 2.7 eV is as-
cribed to the indirect-exciton luminescence. The lower-
energy band observed at 2.5 eV is ascribed to the bound
exciton luminescence at iodine impurities. In contrast to
AgBr bulk crystals, the indirect-exciton luminescence is
strong compared with the bound exciton luminescence at
iodine impurities. The ratio of the indirect-exciton
luminescence to the bound exciton luminescence at iodine
impurities increases more and more with the decrease in
the radius of AgBr microcrystals. Another prominent
feature observed in Fig. 1 is the blueshift of the indirect-
exciton luminescence. The energy shift of the indirect-
exciton luminescence is plotted.in Fig. 2. Transverse-
optical-phonon-assisted free-exciton luminescence in a
bulk AgBr crystal is observed at 2.673 eV.*~® The blue-
shift is explained by the exciton quantization effect. The
blueshift is well fitted by Kayanuma's calculation’ with
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FIG. 1. Photoluminescence spectra of AgBr microcrystals at
2 K. The average radius R of microcrystals is 11.9, 9.4, 6.8, and
42 nm. The luminescence spectra are normalized by their
respective peak intensities. The 2.7-¢V band is indirect-exciton
luminescence and the 2.5-¢V band is bound exciton lumines-
cence at iodine impurities.

parameters Ry=22 meV,* a;=2.5 nm, m,=0.288m,,
and m, =1.02m,,"” "% where Ry is the Rydberg energy of
the exciton, ap the Bohr radius, m, the electron band
mass, m, the hole band mass, and m; the electron mass,
respectively. Another prominent feature observed in Fig.
I are broad luminescence spectra, which are due to the
size distribution of microcrystals. Because spectra are
broad compared with the energy separation between the
free exciton and the shallow-bound exciton, we think the
free exciton and the shallow-bound exciton are not distin-
guishable from each other.

272

(eV)

270

2,68

PEAK ENERGY

1 ! | 1 1 1
2.66; 2 4 5 )

R? ( 102m2 )

FIG. 2. Peak shift of the indirect-exciton luminescence plot-
ted by solid circles as a function of radius of microcrystals. A
solid line shows the fitted result.
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Temporal change of indirect-exciton luminescence is
shown in Fig. 3. Luminescence intensity is plotted on a
semilogarithmic scale. Each curve corresponds to
luminescence temporal decay at 2.748, 2.712, 2.700, and
2.689 ¢V, respectively. These energies correspond to ra-
dius of microcrystals of 3.5, 4.5, 5.2, and 6.6 nm, respec-
tively. Luminescence shows nonexponential decays at in-
itial time scale. However, the luminescence decay at the
later time scale ranging from 200 us to 1 ms is well ex-
plained by the single exponential decay. We note that the
initial decay component increases with the increase in the
radius. . .

We propose the following model to account for the
temporal change of the indirect-exciton luminescence.
AgBr quantum dots consist of 10°~10° pairs of silver and
bromine. The number of iodines in a AgBr quantum dot
should be integer and should be 0, 1, 2, 3, or ... . Usual-
ly, ultrahigh-purity AgBr crystals contain iodine impuri-
ties whose concentration is on the order of 1 ppm.
Therefore a considerable amount of AgBr quantum dots
is free from iodine. We assume the Poisson distribution
for the number of iodine and other exciton killer impurity
distribution for AgBr quantum dots.> Therefore the im-
purity number distribution p(i) is expressed by
pli)=(Af/i)e™*, where i is the impurity number in
AgBr quantum dots, and A is the expected value of the
impurity number. In addition, we simply assume as fol-
lows. If a AgBr quantum dot has { impurities, the impur-
ity capture rate of indirect exciton 1/7(/) is equal to i
times of 1/7(1).

On the basis of the above-mentioned assumptions, the
temporal change of the indirect-exciton luminescence
L (1) is written by

| { i T T | SRS T T
———EXPERIMENT

es s« THEORY

0 0.5 1
TIME (ms)

LUMINESCENCE INTENSITY (arb.units)

FIG. 3. Temporal change of indirect-exciton luminescence at
2 K. The experimental data q, b, ¢, and d shown by solid lines
are those of microcrystals whose radius is 3.5, 4.5, 5.2, and 6.6
nm, respectively. The calculated results based on Eq. (1) in the
text are shown by solid circles. Fitting parameters for curve a
are 70)=719 us, #1)=68 us, and A=0.65; those for curve b
are H0)=725 us, 71)=54 ps, and A=1.15; those for curve ¢
are H0)=749 s, #{1)=54 ps, and A=1.6; and those for curve
d are 7{0)=769 us, 7(1)=46 us, and A=2.7.
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In this way, the temporal change of indirect exciton is de-
scribed by three parameters, +(0), (1), and A. Here, +(0)
means radiative lifetime of indirect excitons, #{1) capture
time of indirect exciton by an impurity ion in a AgBr
quantum dot, and A the expected value of the impurity
number in 2 AgBr quantum dot. )

The experimental temporal decay of the indirect-
exciton luminescence is well expressed by a single ex-
ponential decay at the later time stage ranging from 200
ps to 1 ms. Therefore +(0) is determined without uncer-
tainty. Fitting the experimental data by Egq. (1), we can
derive (1) and A. The agreement between experimental
data and the fitted values is perfect, which suggests the
proposed model describes the physical processes of in-
direct excitons in AgBr quantum dots well. The obtained
values of 7(0), (1), and A are shown as a function of ra-
dius R of microcrystals in Fig. 4. The result clearly
shows that 7(0) and (1) are independent of the radius R,
but that A increases with the increase of R. The value of
+(0) is about 735=50 us. The value A is proportional to
R%!'. The observation suggests that the impurity number
is proportional to the surface area rather than the volume
of microcrystals. This implies that the surface defects of
microcrystals also work as exciton killer impurities.

So far, lifetime of indirect excitons in bulk AgBr crys-
tals has been studied by several groups. It ranges from 10
ns to 100 ns and depends on impurity concentration,
stress, and temperature.®!" The lifetime of 73550 us we
obtained is much longer than values reported previously.

Figure 3 shows that 7(0) is independent of the radius
R of the microcrystals. If the L-T" mixing takes place in
the Brillouin zone as claimed in a previous paper,’ 7{0)
should decrease with the decrease of the radius. There-
fore the experimental data clearly deny the possibility of
the L-T mixing. Here, we briefly discuss the L-T" mixing
effect in AgBr quantum dots. The wave-vector uncertain-
ty Ak is almost equal to 1 /R, which is deduced from the
uncertainty principle. Because the L point and the I’
point are separated from each other by V'37/a, L-I” mix-
ing takes place seriously only when Ak reaches V37 /a,
where a is the lattice constant. The radius of the AgBr
quantum dots we studied ranges from 3.5 to 13 nm,
which is much larger than the lattice constant of a =0.58
nm. Therefore the mixing does not work in our case.

The hole mass at the L point m,, is 1.02my.2 7' The
quantum confinement energy of holes at the L point in
AgBr quantum dots is ##2/(2m, R ?) which is 30 meV at
R =3.5 nm. The quantum confinement energy of holes is
much smaller than the energy separation between the L
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FIG. 4. The obtained parameters 70), #{1), and X as a func-
tion of the radius of microcrystals R.

point and the I" point which is equal to 1.7 eV.* There-
fore resonant L-I' mixing hardly takes place.!? Two
kinds of the above-mentioned consideration support that
the L-T" mixing for holes does not work in our case.’?

The parameters 7(0), 7(1), and A show weak tempera-
ture dependence below 20 K. This weak temperature
dependence suggests the coexistence of the free indirect-
exciton luminescence and the shallow-bound indirect-
exciton luminescence which are observed in nominally
pure AgBr bulk crystals. With the decrease of tempera-
ture, the shallow-bound indirect exciton becomes more
stable. As a result, parameters show weak temperature
dependence. With the decrease of temperature, +(0) in-
creases gradually. Above 20 K, the indirect-exciton
luminescence is quenched, which indicates the increase of
the nonradiative decay processes.

IV. CONCLUSIONS

Temporal change of indirect excitons in AgBr quan-
tum dots is studied. Indirect-exciton luminescence shows
a unique nonexponential decay which is composed of the
initial fast nonexponential decay and the slow exponen-
tial decay. The experimental decay curves are well repro-
duced by a model which takes account of the discrete
number of iodine impurities in a AgBr quantum dot. On
the model, the slow exponential decay time constant is in-
terpreted as the radiative lifetime of indirect excitons. It
is 73550 ps at 2 K and is independent of the radius of
microcrystals. Radius-independent radiative lifetime in-
forms us that the L-I" mixing effect for holes does not
work in our samples.
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We have studied the size-dependent optical properties of confined excitons in chainlike Si-backbone
polymers with 5-110 Si atoms. The blueshift of the lowest exciton state was observed with decreasing
number of Si atoms. In chains having 20 Si atoms or less, the oscillator strength per Si atom for the
lowest exciton linearly increases with increasing number of Si atoms. The radiative-decay rate of exci-
tons is in proportion to the square of the number of Si atoms. These results are experimental evidence of
the quantum size effect of excitons in chains of Si atoms.

Considerable interest has been focused on the study of
low-dimensional semiconductor nanostructures because
they exhibit a wealth of quantum phenomena and have a
potential as future optoelectronic devices. Recently,
many attempts have been made to produce a quasi-
direct-gap semiconductor nanostructure made from
indirect-gap semiconductors.!? For example, additional
photoluminescence lines have been reported in clusters
and quantum wires of Si and Ge,>* and clusters and
wires of Si and Ge will eventually serve as optoelectronic
materials. However, it is difficult to control the number
of atoms in clusters and wires, and it is difficult to pro-
duce very small clusters and very thin wires. Therefore,
optical properties in clusters and wires of Si and Ge are
not well understood. In particular, there are few experi-
mental studies of optical properties in small clusters® and
we have little information on the quantum size effect in
small semiconductor clusters. Optical studies of clusters
and wires containing a few to several thousand atoms
help to understand how molecules evolve into solids.”

Natural analogues of clusters and wires are oligomers
and/or polymers. Modern organic synthesis and
purification techniques allow us to produce materials
with controlled molecular weight. These techniques have
many advantages over other techniques’~® for the pro-
duction of thin wires. In this paper, we report observa-
tion of size-dependent optical properties of confined exci-
tons in chains of Si atoms synthesized by a chemical
method.

The chainlike Si-backbone polymers, chains of Si
atoms, with molecular structure, EtO-{¢-Si-CH;)y-OEt
were synthesized and purified by using the method de-
scribed in Ref. 8. (Here “¢™ and “Et” represent, respec-
tively, phenyl and ethyl.) The molecular weight of poly-
mers was checked by using a gel permeation chromatog-
raphy. The average number of Si atoms in chains, N, was
varied as follows: N =35, 10, 20, 85, and 110.

The absorption spectra of chainlike Si-backbone poly-
mers solved in tetrahydrofuran (THF) were measured in
order to eliminate electronic interactions between chains.
The concentration of Si atoms in THF solution was
1.67X107% mol/dm®. On the other hand, for photo-
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luminescence spectrum measurenrents, solid thin films
were also prepared on a quartz substrate from THF solu-
tion, Photoluminescence spectra were measured by using
a 325-nm excitation light from a He-Cd laser or a 313-nm
excitation light from a Hg-Xe lamp. The calibration for
the spectral sensitivity of the measuring system was per-
formed by using a tungsten standard lamp. Picosecond
temporal decay of luminescence under 1-ps and 305-nm
laser excitation of ~1 pJ per pulse was measured by us-
ing a monochromator of subtractive dispersion and a syn-
chroscan streak camera. The temporal resolution of this
system was about 30 ps. We checked that there is no
significant difference in the luminescence spectrum and
lifetime between solid films and solutions.

Figure 1 shows extinction coefficients per mole of Si .
atom (eg;) spectra and normalized photoluminescence
spectra of chainlike Si polymers. A sharp absorption
peak in a chain of Si atoms of N =110 indicates a quasi-
one-dimensional electronic system and sharp absorptien
and emission peaks are due to the lowest one-dimensional
(1D) exciton state delocalized in the Si backbone.’ With a
decrease in the number of Si atoms in chains, the absorp-
tion peak of the lowest exciton state is shifted to the
higher energy (blueshift) and eg; of the lowest exciton
state'® decreases.

Figure 2 shows the absorption peak of the lowest exci-
ton state and the peak of photoluminescence as a func-
tion of the number of Si atoms in chains. The size effect
of absorption and photoluminescence spectra are clearly
observed in chains having 20 Si atoms or less. It is con-
sidered that the blueshift of the absorption peak is ex-
plained by a one-dimensional quantum well model. How-
ever, simple effective-mass models are not employed to
explain the observed blueshift of the absorption spectrum
in small semiconductor clusters.” The size dependence of
the lowest excitation energy E, of one-dimensional Si-
backbone materials is approximately and phenomenologi-
cally given by'!

E,=E,p+(q/(IN/2+p)HE,—Ep)

where p=2/(w—2) and ¢g=w/(7—2). E, and E|p are
the lowest excitation energies of disilane (6.2 ¢V) and the
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quasi-one-dimensional Si-backbone polymer (3.66 ¢V), re-
spectively. This equation gives interpolated E, values
between disilane (N =2) and one-dimensional Si polymer
with very large molecular weights (N — =). The calcu-
lated curve using the above equation is given by the solid
line and roughly agrees with the experimental results.
The blueshift of the absorption peak is due to the quan-
tum confinement of the exciton on the Si skeleton.

Figure 3 shows the chain length dependence of the os-
cillator strength per Si atom for the lowest exciton f,,
calculated from the absorption spectra. The oscillator
strength f| is directly proportional to the integrated area
of the absorption peak in diluted solutions as follows:

E
£1=10°In(10)me /7he*N ,) [ egdE |
1

where m is the mass of electrons, ¢ the velocity of light, e
the charge of electrons, h the Planck constant, N, the
Avogadro number. Absorption areas of the lowest exci-
ton, fifeg,idE are those surrounded by the solid and dot-
ted lines plotted in Fig. 1, where the high-energy tail of
the lowest peak and the low-energy tail of the second
peak are estimated by using Gaussian functions and the
dotted lines are optimum tails of Gaussian profiles. Thus
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FIG. 1. Extinction coefficients per Si atom (e} spectra and

normalized photoluminescence spectra in chainlike Si polymers.
N is the average number of Si atoms in chains. Absorption
areas of the lowest excitons are those surrounded by solid lines
and dotted lines.
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FIG. 2. The absorption peak energy of the lowest exciton
state E; and the peak energy of photoluminescence spectra Ep,.
as a function of the number of Si atoms in chains, N. Solid and
open circles correspond to the peak energies of absorption and
photoluminescence, respectively. The solid line is calculated by
a simple quantum well model discussed in the text. The broken
line is a guide to the eye.

we can estimate the oscillator strength of the lowest exci-
ton f;. The oscillator strength per Si atom, [/, is linear-
ly proportional to the number of Si atoms and then satu-
rates to a constant value; in Si chains of N 20, f, is ap-
proximately given by f, <N, If chains of Si atoms are
solids in nature, the oscillator strength per atom is almost
independent of the number of atoms.!? Therefore, we be-
lieve that the size-dependent region is the continuous
transition of Si chains from molecular to solid forms and
long chains become solidlike in optical properties. To
our limited knowledge, there is no theoretical work of the
size dependence of the oscillator strength of excitons in
small “‘molecularlike” clusters and chains.

Figure 4 shows picosecond temporal changes in the ex-
citon luminescence at the peak energies. The lumines-
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FIG. 3. The oscillator strength of confined excitons f, the
lifetime of photoluminescence at the peak energy 7p,, and
7pL/Y as a function of Si atoms in chains, N. Y is the relative
quantum yield of photoluminescence.
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FIG. 4. Picosecond temporal changes in luminescence due to
the exciton at peak energies. The luminescence decay is fitted
by a single exponential. Y is the relative quantum yield of pho-
toluminescence.

cence decay was approximately described as a single ex-
ponential having time constant 7p; and 7p, increases with
decreasing N. A single exponential decay of lumines-
cence implies that the luminescence is determined by a
simple relaxation process. Here, we assume that the life-
time of luminescence 7p; is determined by two relaxation
channels having the radiative decay rate 73 ' and the non-
radiative decay rate 7gp. Since the quantum yield of
luminescence 7 is given by 75 ' /(77 '+ 754), the radiative
decay rate 73 ' is given by 7/7p.. Although the absolute
values of 7 in Si polymers were not obtained experimen-
tally, we can use here the relative yield Y for n in order to
discuss the size dependence of the radiative decay rate of
the exciton and make Y =1 for a chain of N =110. The
values of Y for each Si polymer chain are shown in Fig. 4.
The lifetime of photoluminescence 7p; and the radiative
decay time 7p /Y are plotted in Fig. 3. The radiative de-
cay time 7p, /Y increases with the decrease of Si atoms,
N. In particular, in chains of N £20, 75 /Y is approxi-
mately given by 7p /Y « N2 The radiative decay time
depends on the oscillator strength per chain. If the exci-
ton is a coherent excitation over the Si chain, the radia-
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tive decay time is inversely proportional to Nf,. Since
f1 <N in chains of N £20, the radiative decay time is in
proportion to N 72, The size dependence of radiative de-
cay time 7p; /Y confirms that of the oscillator strength f
of the lowest exciton. These size dependences imply that
in chains having 20 Si atoms or less, the exciton is
coherently excited over the chain of Si atoms.

The above considerations and conclusions are support-
ed by the following discussion. Hochstrasser and co-
workers'? reported that the quantum yield of photo-
luminescence in a polymethylphenylsilane with very large
molecular weight is about 0.1 and the lifetime of lumines-
cence is 73 ps. In our work, the lifetime of photolumines-
cence is about 76 ps in a Si chain having N =110. Using
17=0.1 and 75 =76 ps, we can estimate the radiative de-
cay rate of excitons delocalized on'the Si backbone, 7z .
On the other hand, the oscillator strength per Si atom,
[, directly gives the radiative decay rate based on one Si
atom, 7. The ratio 7,,,/75 in a Si chain of N =110 is
about 24, which means that the excitons are delocalized
over about 24 Si atoms. Therefore, we conclude that in
chains having Si atoms smaller than about 24, the exci-
tons are confined in chains of Si atoms and the size
dependence of optical properties of excitons can be ob-
served. In fact, our experiments show that the blueshift
of the exciton state energy and the size dependence of the
oscillator strength are clearly and experimentally ob-
served in short chains having 20 Si atoms or less. The ex-
citon is coherently excited over about 20 Si atoms on the
Si-backbone chain and the exciton has the oscillator
strength depending on the number of Si atoms in chains.
Our results are experimental evidence of size-dependent
optical properties of excitons in chains of Si atoms."

In conclusion, we observed the quantum size effect of
the oscillator strength of confined excitons in chainlike
Si-backbone polymers. The oscillator strength per Si
atom for the lowest excitons is linearly proportional to
the number of Si atoms in chains having 20 Si atoms or
less and saturates to a value in long chains. This study
gives experimental evidence of the continuous transition
of a Si chain from molecular to solid form.

The authors would like to thank Professor E. Hanamu-
ra for fruitful discussions and Dr. R. Kurata for helpful
comments and sample preparations. They also wish to
thank Dr. F. Sakuma of National Research Laboratory
for Metrology for the kind loan of a standard Jamp.
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In chainlike Si-backbone polymers (o-electron conjugated sys-

tems), a sharp photoluminescence is observed with essentially
no Stokes shift: photoluminescence is due to free-exciton
recombination. On the other hand, in m-electron conjugated
carbon-backbone polymers, a very large Stokes shift is usually
observed: photoluminescence may be caused by the localized
exciton recombination. Therefore, in this work, the
significant size dependence of optical properties of confined
excitons was observed in chains of Si atoms.
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We have studied the origin of visible photoluminescence of Ge nanocrystals in SiO, glassy
matrix. Spectroscopic analyses of Ge nanocrystals indicate that the room-temperature
photoluminescence comes from Ge nanocrystals of diameter of 4 nm or less. High-resolution
electron microscopic studies imply that the structure of Ge nanocrystals of diameter <4 nm
differs from the diamond structure. These data suggest that new nanostructure crystalline Ge
having a character of direct optical transition exhibits the visible photoluminescence.

Optical and electronic properties of semiconductor
nanocrystallites, often called quantum dots, have attracted
much attention, because they exhibit new quantum phe-
nomena and have potentials for becoming novel and future
photonic devices.! Most of the previous works have been
studied on nanocrystals or quantum dots made from
direct-gap semiconductors such as CdS, CdSe, Cud], etc.,
experimentally! and theoretically.? Very recently, optical
properties of nanostructures made from indirect-gap semi-
conductors such §i,3* Ge:,5 etc. have been reported. The
discovery of luminescence in nanocrystals of Si and Ge is
an extremely important scientific breakthrough with enor-
mous technological implications, since it opens a new pos-
sibility for group IV semiconductors as new materials for
optoclectronic applications. The origin and mechanism of
strong visible luminescence in Si and Ge nanocrystals at
room temperature are currently under discussion.® In this
letter, we present an origin of strong visible photolumines-
cence of Ge nanocrystals in SiO, glassy matrix. Spectro-
scopic and electron microscopic studies show that a new
Ge nanostructure of diameter <4 nm in SiO, glassy matrix
exhibits the strong room-temperature photoluminescence.

The samples were prepared by a method of rf-
magnetron cosputtering of Ge and SiO,, as previously re-
ported.® The Ar pressure and the rf power were 3X 1072
Torr and 1.2 kW, respectively. Thin films of the mixture of
Ge and SiO, were deposited onto Si substrates, and then
annealed in an Ar gas atmosphere for 30 min at 300, 600,
or 800 °C in order to grow Ge nanocrystals in SiO, glassy
matrix and to control the size of Ge nanocrystals. The
concentration of chemical elements except Ge, Si, and O
- were less than 0.1 ppm, which were measured by an induc-
tively coupled plasma emission spectroscopy. The crystal-
linity and size of Ge nanocrystals in SiO, matrix were
studied by using a high-resolution electron microscopy
(HREM).

The photoluminescence (PL) spectra of Ge nanocrys-
tallites were measured by using 454.5-514.5 nm excitation
light from an Ar jon laser. The calibration for the spectral
sensitivity of the measuring system was performed by using
a tungsten standard lamp. The temperature was varied
from 10 to 300 K by controlling the flow rate of cold gas of
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He in a cryostat. Excitation spectra of PL at the peak
photon energy were measured by using a Xe lamp and a
monochromator. Picosecond PL decay under a 200 ps and
514.5 nm laser excitation was measured using a monochro-
mator of subtractive dispersion and a synchroscan streak
camera.

The size distribution of Ge nanocrystals in samples
used in this work are shown in Fig, 1. The size distribution
of Ge nanocrystals in two samples (solid lines in Nos, 2
and 3) is characterized by a log-normal function given in
Ref. 7. In samples (Nos. 2 and 3), the volume-average
diameter d, is calculated using the log-normal function.
However, in the sample No. 1, the size distribution of Ge
nanocrystals is highly asymmetric and d, is directly eval-
uated from the size distribution of Ge nanocrystals in Fig.
1. Sample parameters are summarized in Table L

Figure 2 shows typical HREM images of Ge nano-
crystals in SiO, glassy matrix. In Ge nanocrystals larger
than 5 nm in diameter, the interplane spacing is 0.326 nm
and the surface of the Ge crystals consists of the (111)
planes of the diamond structure. However, in Ge nano-
crystals of diameter <4 nm, the spacing is 0.298 nm and
this spacing cannot be derived from the diamond structure
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F1G. 1. The size distribution of Ge nanocrystals in SiO; matrix. The solid
lines are log-normal functions.
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TABLE L. Sample parameters including the annealing temperature T,
the volume-average diameter d,, the PL peak energy £, the volume frac-
tion of Ge nanocrystals with diameter <4 nm ¥, the PL intensity Jp(,
and the time constant of the PL decay 7.

T, d, E, T

Sample No. °C (nm) (eV) Ve Ip* (ns)
1 300 42 2.3 100 100 0.85
2 600 6.0 2.2 9.8 7.6 0.90
3 800 14.4 2.3 <0.1 0.8° 0.86

*Normalized values.
®The PL intensity of the sample No. 3 is comparable to that of the
as-deposited sample. 7

of bulk Ge. This fact implies that the structure of nano-
crystalline Ge changes critically at the size of about 4 nm.
The volume fraction of Ge crystals of diameter <4 nm to
total Ge crystals, ¥, are shown in Table I. This volume
fraction, ¥y, is a very important parameter in the under-
standing of the origin of the visible photoluminescence
from Ge nanocrystals.

Figure 3 shows the PL spectra from Ge nanocrystals at
room temperature under 488 nm laser excitation and the
excitation spectra of the PL peak. Broad PL spectra exhib-
iting the peak of 2.2-2.3 eV were observed in all samples.
The quantum efficiency as high as about 0,5% was ob-
tained in the sample No. 1 and the relative PL intensity in
three samples are summarized in Table I. The peak energy
of the PL spectrum scarcely depends on the average diam-
eter of Ge nanocrystals in the sample, d,. The peak energy
of the excitation spectrum near 530 nm also does not de-
pend on the sample and the excitation spectrum differs
from the absorption spectrum of bulk Ge of the diamond
structure. However, it was found that the PL intensity of

. the sample is proportional to the volume fraction V.
Therefore, it is concluded that Ge nanocrystals in the <4
nm size regime exhibit the strong visible photolumines-
cence.

The PL decay at the peak photon energy was approx-
imately described as a single exponential having a time

.
s

REYEYY

A

5nm

F1G. 2. HREM images of Ge nanocrystals with the diameter of (a) <4
nm and (b) 6.7 nm. The spacing in Ge nanocrystals of diameter <4 nm
is 0.298 nm. The spacing of the larger nanocrystals is 0.326 nm.
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FIG. 3. PL spectra under 488 nm laser excitation and cxcitation spectra
at the peak of the PL spectrum in three different samples.

constant and 7 is summarized in Table I. The PL lifetime
7 does not depend on the photon energy in the broad PL
band. No temperature dependence of 7 was observed be-
tween 10 and 300 K. Since r is about 40 us near 4 K in
bulk Ge,® the PL decay rate is enhanced in Ge nanocrys-
tals, Table I shows that 7 does not depend on the average
diameter of Ge nanocrystals. The fast PL decay implies
that the indirect-gap semiconductor Ge begins to have a
character of direct optical transition as size decreases.
Figure 4 shows the temperature dependence of PL in-
tensity and spectrum in the sample No. 1. The PL spec-
trum does not depend on the temperature, but the PL in-
tensity, Jpy, slightly depends on the temperature in all
samples. If the radiative transition is excitonic and controls
7 and Jpy, the temperature dependence of Ip, in the In Jpp
—1/T plot gives the dissociation energy (or binding en-
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F1G. 4. Temperature dependence of the PL spectrum in the sample No.
1:A;18 K, B;85 K, and C;230 K. The inset shows the temperature depen-
dence of the PL intensity at the peak.
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ergy) of excitons in Ge nanocrystals. This energy does not
depend on the samples (Nos. 1, 2, and 3) and is about 7
meV. Since the binding energy of excitons is 4.7 meV in the
bulk diamond structure Ge,? the significant enhancement
of the binding energy of excitons due to quantum confine-
ment effects’ is not observed in Ge nanocrystals. On the
other hand, if v and Jp are controlled by the nonradiative
processes, the above experimental results mean that the
nonradiative recombination rate scarcely depends on the
temperature. Since the nonradiative recombination rate
strongly depends on the temperature in bulk Ge, the non-
radiative processes in Ge nanocrystals are entirely different
from those in bulk Ge. Therefore, we consider that the
radiative and nonradiative processes in Ge nanocrystals are
very complicated. The insensitivity of the PL intensity and
the PL spectrum to temperature suggests that Ge nano-
crystals in the <4 nm size regime resemble isolated mole-
cules rather than an indirect-gap semiconductor.'

Now we discuss the mechanism of the room-
temperature photoluminescence from Ge nanocrystals. An
important issue is the role of momentum conservation in
optical transitions in the indirect-gap Ge. Bulk crystalline
Ge has a conduction-band minimum at the L point and the
valence-band maximum at the I’ point in the Brillouin
zone. It is expected that the blue shift of the L-I" indirect
transition occurs as size decreases. Takagahara and
Takeda’ calculated the quantum confinement effect on the
L-T radiative transition using the effective mass approxi-
mation and the Luttinger Hamiltonian in Ge quantum
dots. They showed that the blue shift of the peak of PL
spectrum from infrared to visible region occurs as the di-
ameter decreases; The Ge quantum dots of 14,4, 6.0, and
4.2 nm in diameter show the peaks of 0.9, 1.3, and 2.2 eV
in PL spectra, respectively. The radiative lifetime varies
from microseconds to nanoseconds. However, the peak en-
ergy of the PL spectrum, the PL lifetime, and the activa-
tion energy of the PL intensity do not depend on the av-
erage diameter of Ge nanocrystals. Therefore, our
experimental results do not favor the model of the visible
luminescence due to the confinement-induced blue shift of
the L-T transition in diamond structure Ge.

On the other hand, our HREM studies show that the
crystal structure of Ge having 4 nm or less in SiO; glassy
matrix does not favor the diamond structure, as previously
reported.'12 Saito'! pointed out that smaller Ge nanocrys-
tals have a new,structure of tetragonal system (a=0.537
nm and ¢=0.904 nm). The observed spacing of 0.298 nm
as shown in Fig. 2 is nearly equal to 0.292 nm spacing
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consisting of the (112) plane of the tetragonal unit. How-
ever, at the present stage, we cannot identify a new struc-
ture of Ge nanocrystals in SiO, glassy matrix, because we
cannot obtain the electron diffraction pattern of Ge nano-
crystals with diameter <4 nm only. We consider that the
structure of crystalline Ge changes critically at about 4 nm
in diameter and that the origin of the visible photolumi-
nescence is Ge nanocrystals of <4 nm in diameter. In very
small nanocrystals, the state mixing occurs for different k
states.’® The transition acquires some allowed character
from the k state admixture and k is not a good quantum
number, Therefore, we consider that crystalline Ge of di-
ameter <4 nm in Si0, glassy matrix has a new nanostruc-
ture exhibiting visible luminescence and has the character
of direct optical transition due to hybrid electronic prop-
erties between the molecular and solid state limits.

In conclusion, we studied the origin and mechanism of
visible photoluminescence in Ge nanocrystals in SiO; ma-
trix. As the diameter of Ge crystals decreases below about
4 nm, the strong visible photoluminescence is observed and
the nanocrystal structure seems to differ from the diamond
structure Ge. We consider that visible photoluminescence
of Ge nanocrystals in SiO, matrix arises from Ge nano-
crystals of diameter <4 nm with a new structure and a
molecularlike character. The small Ge quantum dot prob-
ably has a character of direct optical transition,

The authors would like to thank Dr. T. Takagahara for
sending their manuscript prior to publication and for fruit-
ful comments.
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We have studied and compared the optical properties of both porous Si and the chemically
synthesized planar and cubic Si skeleton clusters. Broad photoluminescence with large Stokes
shifts were observed at the visible region in both samples. Spectroscopic analysis suggests that
the surface of porous Si is similar to a condensation of Si clusters. Small Si clusters play a key

role in the strong room-temperature photoluminescence in porous Si.

Optical and electronic properties of nanometer-size
semiconductor crystallites have attracted much attention,
because they exhibit new quantum phenomena and have
potential for becoming novel and future photonic de-
vices.!? Very recently, a great deal of research effort is
focused on low-dimensional nanostructures made from
indirect-gap semiconductors such as Si** or Ge.® Espe-
cially, the discovery of the strong luminescence from Si
nanostructures fabricated by electrochemical anodization,
often called porous Si, is an extremely important scientific
breakthrough with enormous technological implications,
since it opens up new possibilities for Si as a material for
optoelectronic applications.

The origin and mechanism of strong visible lumines-
cence in porous Si are currently under discussion’ and the
possibility of quantum confinement effects in Si wires or
dots is suggested by the following observations; (a) the
blue shift of the photoluminescence (PL) spectrum of po-
rous Si was observed when the Si column size was reduced
by increasing the etching time in HF solutions,®* (b) the
temperature dependence of the PL intensity’ suggests the
enhancement of the exciton binding energy, and (c) Ra-
man studies'®!! show that porous Si maintains the crystal-
line character of Si and typical crystalline size of about 3
nm.

On the other hand, the importance of the localized
states at the surface of nanostructures was pointed out by
several authors.” With a large surface-to-volume ratio in
the highly porous structure, the influence of surface effect
on luminescence processes is enhanced and the surface of
porous Si is responsible for the origin of luminescence. The
studies of luminescence degradation in various ambient
gases'? and x-ray photoelectron spcctroscopy'3 suggest that
the electronic properties at the surface in porous Si play a
key role in the strong luminescence. Moreover, silicon
based compounds, especially, siloxene (SigO;H) derivates
are also proposed as an origin of the strong luminescence of
porous Si.'* If the surface of Si crystallites is terminated by
hydrogen atoms, siloxene, or other silicon compounds, the
electronic properties of the near-surface region are different
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from the inside of Si crystallites. In this case, it is natural to
consider that the surface is formed with a new nanometer-
size material.

In this letter, we have studied and compared the opti-
cal properties of both porous Si and the chemically synthe-
sized Si skeleton clusters. PL and absorption spectra and
picosecond PL decay measurements show that optical
properties of porous Si are similar to those of planar and
cubic Si skeleton clusters, The rough surface of porous Si is
regarded as a condensation of small Si clusters and the
clusterlike surface region plays a key role in the strong
visible luminescence.

Porous silicon was prepared as follows. The substrates
were (100)-oriented 3.5-4.5 £ cm resistivity p-type silicon.
Thin Al films were evaporated on the back of the wafers to
form a good ohmic contact. The anodization was carried
out in HF-ethanol solution (HF:H,0:C,H;OH=1:1:2) at
a constant current density of 10 mA/cin? for 5 min. Fur-
thermore, photochemical etching of the wafer was carried
out for 2 min in HF-cthanol solution under illumination
with a 500 W tungsten lamp for a distance of 20 cm."
After the photochemical etching, the wafers were rinsed in
deionized water for 2 min. These etching treatments cause
an increase of the PL intensity and a blueshift of the PL
peak. Figure 1(a) shows a typical image of a porous Si
sample by transmission electron microscope (TEM) anal-
ysis. The local structure of the porous silicon is a network
of interconnected crystalline silicon islands. The shape of
the islands is spherelike rather than wirelike. The size of Si
crystallite islands ranges from several nm to 20 nm. Our
TEM observations are similar to the report by Cullis and
Canham.?

A planar Si skeleton cluster (syn-tricyclooctasilane)
and cubic Si skeleton cluster (octasilacubane) were syn-
thesized and used as model Si-based materials consisting of
a small number of Si atoms. The structures are illustrated
in Figs. 1(b) and 1(c). Synthetic and purification methods
were described in Ref.16.

The PL spectra of porous Si and Si skeleton clusters
were measured in a vacuum by using 325 nm excitation
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FIG. 1. (a) TEM image of porous Si, (b) a planar Si skeleton cluster,
syn-tricyclooctasilane (R=isopropyl), and (c) a cubic Si skeleton clus-
ter, octasilacubane (R =1-butyldimethylsilyl).

light from a He-Cd laser. Excitation spectra of the PL at
the peak photon energy were measured by using a Xe-lamp
and a monochromator. Picosecond PL decay under a 1 ps
and 300 nm laser excitation was measured using a mono-
chromator of subtractive dispersion and a synchroscan
streak camera. The calibration of the spectral sensitivity of
the whole measuring system was performed by using a
tungsten standard lamp. Spectroscopic data were measured
at room temperature.

Figure 2(a) shows the excitation and PL spectra in
porous Si. A gradual rise in the excitation spectrum is
observed at photon energies above 2 eV. An excitation edge
exists near ~3.2 eV, and broad PL spectrum is observed at
the peak value of 1.98 eV. There exists a large Stokes shift
of —1 eV between the PL peak and the edge of excitation
spectrum. Ren and Dow!” theoretically calculated the size
dependence of the band gap of Si crystallites with hydro-
genated surfaces. According to their calculations, the band
gap of crystallites of 3 nm diam which is a characteristic
size of porous Si*!%!" is —1.5 ¢V. The observed edge en-
ergy of ~3 eV and PL peak of ~2 eV are larger than the
theoretical band gap (~ 1.5 eV) of 3 nm crystallites. These
imply that a region containing a small number of Si atoms
(e.g., clusterlike surface region in Si crystallites) exhibits
the strong luminescence.

Figures 2(b) and 2(c) show the absorption and PL
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FIG. 2. (a) Excitation (/gx) and PL spectra in porous silicon. Molar
extinction coefficients € and PL spectra in a planar Si skeleton cluster (b)
and in a cubic Si skeleton cluster (c).

spectra in planar and cubic Si skeleton clusters, respec-
tively. The absorption spectra of Si skeleton clusters solved
in tetrahydrofuran (THF) were measured and the molar
extinction coefficients are plotted in this figure. In a planar
Si cluster, the lowest excitation state is observed at 3.09 ¢V
and a broad PL spectrum is observed with the peak of 2.25
¢V, thus, the Stokes shift is 0.84 eV. In a cubie Si cluster,
the absorption edge is observed at ~3.2 ¢V and a broad PL
spectrum is also observed with the peak of 2.50 ¢V. Both
the broad PL spectra and the large Stokes shifts in planar
and cubic Si clusters are different from those in one-
dimensional chainlike Si clusters with a direct gap na-
ture.’® We note that even in very small Si clusters the shape
of the cluster plays an important role in determining opti-
cal properties. The effect of dimensionality on electronic
structures in small Si skeleton clusters is discussed else-
where.!® Although we were not able to obtain the absolute
PL quantum efficiencies of both porous Si and Si clusters,
we estimated that there is no significant difference of the
relative PL quantum efficiency between porous Si and Si
clusters. The characteristics of PL and excitation spectra of
porous Si are similar to those of Si clusters.

Figure 3 shows the picosecond PL decay at peak en-
ergies in porous Si and planar and cubic Si skeleton clus-
ters. The picosecond decay is clearly observed in porous Si.
Many researchers’ reported that the PL decay shows a
nonexponential behavior with typical time constants rang-
ing from nanoseconds to milliseconds. This behavior is pri-
marily caused as a consequence of the inhomogeneous size
distribution of Si nanostructures as shown in Fig. 1. The
PL decay exhibits nonexponential behavior even in pico-
second time scale. On the other hand, in planar and cubic
clusters fast PL decay is also observed in picosecond time-
scale. The rate of radiative recombination determined by
the intrinsic lifetime of excited states is.reflected by the
initial fast component of the PL decay in an inhomoge-
neous system such as porous Si, since the long PL decay
components are caused by spatial tunneling, thermally ac-
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FIG. 3. Picosecond PL decay at the peak photon energies; (a) porous Si,
(b) a planar Si skeleton cluster, and (c¢) a cubic Si skeleton cluster.

tivated carrier diffusion, and so on.?’ Therefore, the essen-
tial agreement of the picosecond PL decay between porous
Si and Si clusters implies that the luminescent properties of
porous Si are similar to those of small planar and cubic
clusters.

From our experimental findings of the quantitative
agreement of optical properties between porous Si and Si
clusters, it is concluded that the substance causing the lu-
minescence in porous Si shows similar optical characteris-
tics to the Si-based clusters. The rough surface of porous Si
is considered as a condensation of Si skeleton clusters. The
near-surface region consisting of small clusters plays an
essential role in determining the strong luminescence prop-
erties. Moreover, Brandt e al.!* pointed out that the elec-
tronic properties of siloxene compounds with sixfold Si
rings are similar to those of porous Si and that small Si
skeleton clusters also play an essential role in the lumines-
cence process of these siloxene compounds. The notion of
a small Si skeleton cluster gives a better understanding of
the luminescent mechanism of porous Si. At present, it is
considered that the near-surface region consists of small Si
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clusters and the clusterlike near-surface region contributes
the strong room-temperature luminescence.

In conclusion, we have studied and compared the op-
tical properties of porous silicon and chemically synthe-
sized Si skeleton clusters. Optical properties of planar and
cubic Si clusters are similar to those of porous silicon.
Spectroscopic analysis suggests that the near-surface re-
gion of porous Si consists of small Si clusters and that this
origin plays a key role in the strong room-temperature
photoluminescence.
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Disorder-induced transition from Gaussian to dispersive carrier transport

in molecularly doped polymers
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Dynamics of hopping charge transport in a polymer matrix doped with two different
charge-transport molecules was studied by means of time-of-flight (TOF) photoconductivity
measurements. In polymers doped with two molecules of little different ionization

potential, the Gaussian (near-rectangular) TOF signal was observed over all compositions
and the tail of the Gaussian TOF signal is broadened by a wide distribution of hopping

time among molecules due to off-diagonal disorder. On the other hand, in polymers doped
with two molecules of different ionization potential, the transition from the Gaussian

to the dispersive TOF signal was observed and this is mainly caused by diagonal disorder. It
is found that the energetic and spatial distribution of hopping sites play a key role in

carrier transport in molecularly doped polymers.

Charge transport in amorphous organic photoconduc-
tors has been the subject of much theoretical and experi-
mental interest in recent years.'"'? A variety of systems has
been studied: charge-transfer complex,’ pure polymers,*”
and molecularly doped polymers (MDPs).&12 Amorphous
organic MDPs become particularly attractive because of
their importance as photoconductors in electrophotogra-
phy and the construction of transport theories in amor-
phous solid. It is recognized that charge transport in
MDPs is a hopping process among doped molecules.

Hopping charge transport depends on both the wave
function overlap between hopping sites and the energy dif-
ference between hopping sites. In amorphous solids, there
exist the fluctuation of hopping site energies (diagonal dis-
order) and the fluctuation of the wave function overlap
between hopping sites (off-diagonal disorder).>*% It is
theoretically pointed out that hopping charge transport in
MDPs is affected by diagonal and off-diagonal disorder.’
However, the effects of disorder in MDPs on hopping
charge transport are not clarified experimentally.'? On the
other hand, very weak van der Waals interaction between
molecules leads to very narrow energy bands, although the
width of the energy band is inhomogeneously broadened by
the disorder matrix. It is therefore considered that in an
inert polymer matrix both diagonal and off-diagonal disor-
der can be controlled by mixing two charge-transport mol-
ecules of different ionization potential and different hop-
ping rate. This advantage of MDPs is not easily used in
inorganic amorphous systems. In this letter, we report the
experimental observation of effects of the spatial and ener-
getic distribution of hopping sites on hopping transport in
MDPs by measuring the time-of-flight photocurrent pulse
shape and the drift mobility of holes in an inert polymer
doped with two different molecules.

Hole-transporting molecules used in the work were
PRA [l-phenyl-3-(p-diethylaminostyryl)-5-(p-diethylami-
nophenyl)-2-pyrazoline], HD (l-phenyl-1,2,3,4-tetrahyd-
roquinoline-6-carboxyaldehyde-1,1'-diphenyl hydrazone),
(0)¢ {2-(p-dipropyl-aminophenyl)-4-(p-dimethylami-
nophenyl)-5-(o-chlorophenyl)-1,3-oxazole], DEH (p-di-

697 Appl. Phys. Lett. 59 (8), 5 August 1991

0003-6951/91/310697-03502.00

ethylaminobenzaldehyde-1, 1'-diphenyl hydrazone), MPS
[4-N.N-bis(4-methylphenyl)amino-a-phenylstilbene], PS
(4-¥,N-diphenylamino-a-phenylstilbene), and OXD [2,5-
bis(4'-diethylaminophenyl)-1,3,4-oxadiazole]. The ioniza-
tion potential, 7, (the threshold energy for the ionization of
the solid), was determined by using an ultraviolet photo-
electron spectroscopy system (RIKEN, AC-1), and 7, is
shown in Table I. The hole-transporting molecules were
dispersed in bisphenol-A-polycarbonate. These in methyl-
ene chloride were coated onto the aluminum substrate. The
dry film thickness was 12 um. The total concentration of
two different molecules in solid polycarbonate film was 50
wt %, and the concentration ratio of one molecule to an-
other molecule was varied between 0 and 100 wt %. The
semitransparent gold electrode was finally deposited by
vacuum evaporation. In the time-of-flight (TOF) photo-
conductivity experiment, the sandwich structure sample
was connected in a circuit containing a voltage source and
a resistance. The MDPs were excited through the gold
electrode by a 0.3 ns, 337 nm pulse from a N, laser. The
current transients were displayed on a digital storage os-
cilloscope interfaced to a computer. In some experiments,
the 0.2 um charge generation films of metal-free phtalocy-
anine or amorphous selenium were attached to MPDs
films. These two structures were excited by a 0.5 us, 600
nm pulse from a xenon flash lamp. At high applied field
above 1 10° V/cm, there was no significant TOF wave-
form difference between single-layer and two-layer struc-
tures. In Gaussian (near-rectangular) pulse shape, the
transit time, ¢y, is determined by the shoulder in the TOF
shape.!! In dispersive pulse shape, ¢ is determined from a
double log plot.!" The hole drift mobility u is given by
p = L%/t;V, where L is the sample thickness and ¥ is the
applied voltage.

First, we show TOF results in polymers doped with
two molecules of little different ionization potential. Figure
| summarizes the drift mobility of holes and TOF signal
shapes in OXD and PS doped polycarbonate at 2.0X 10°
VY/cm and 298 K as a function of the relative weight ratio
of OXD to PS. Over all compositions, the Gaussian {near-
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TABLE L The ionization potential and the hole mobility of charge-trans~
porting molecules.

1, (eV) p (em¥/V5)*
PRA , 5.0 9.1x10-7
HD st 42x10-¢
ox $.2 1.5x10°?
DEH 5.3 28x10-¢
MPS 5.5 6.1x10-%
PS 55 39x10-3
OXD 5.5 L7x10"?

‘Drift mobility of holes in 50 wt % doped polycarbonate measured at
20X 10° V/cm and 298 K.

rectangular) TOF shapes were observed. In the OXD-PS
system, the hopping rate among PS molecules is much
larger than that among OXD molecules, because the mo-
bility of holes in PS doped polycarbonate is two orders of
magnitude more than that in OXD doped polycarbonate as
shown in Table I. As the OXD concentration increases, the
drift mobility of holes decreases and the wave function
overlap among PS-OXD and OXD-OXD molecules in-
crease. Since the hopping rate among OXD-PS pairs is
larger than that among OXD-OXD pairs, the hopping
among OXD-PS molecules dominates the charge transport
in the OXD-PS mixed doped system. The drift mobility in
the OXD-PS mixed system is estimated by the simple scal-
ing of the mobilities of OXD and PS molecules.
Moreover, in PS and OXD mixed doped systems, the
Gaussian TOF signal becomes “dispersive” with decreas-
ing the hole mobility. The “dispersive” Gaussian TOF sig-
nal is characterized by the tail broadening of the Gaussian
TOF signal, d, and d is defined as the following relation:

d=Atr/tr= (4, — t7)/t1, (D

where ¢, is the time when the photocurrent drops to one-
half of the value at ¢ In Fig. 1, d is plotted as a function
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FIG. 1. Hole drift mobility and typical time-of-flight photocurrent pulse
shapes in the PS-OXD system at 2.0X 10° V/cm and 298 K as a function
of relative OXD concentration, Coyp. The open circle denotes the drift
mobility of holes at 0 wt %o OXD. There is little ionization potential
difference between PS and OXD molecules. The inset shows the tail
broadening of the Gaussian time-of-flight signal, d vs the transit time tn
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of the transit time in the PS-OXD system. The conven-
tional Gaussian nature of the carrier packet moving
through the material shows that the ratio of diffusive
spread to displacement is given by, Ax/x=(kT/
eE)(2Dt) ™~ ”7. where D is the carrier diffusion constant.
Using the Einstein relation, D=(kT/e)y, this relation
yields a relative standard deviation of the carrier at the
transit time,

Atp/ty=(2kT/eV)'\ 2 (2)

According to the conventional Gaussian model, Aty/tris
therefore independent of the transit time. However, the
inset of Fig. 1 shows that the tail broadening increases with
increasing transit time. A theoretical work® suggests that
superimposing off-diagonal disorder to the array of ener-
getically ordered hopping sites increases the carrier diffu-
sivity. In the OXD-PS system, the fluctuation of charge
transfer rate among hopping sites and the increase in dif-
fusional route due to the mixture of two molecules affect
the time-dependent tail-broadening of the Gaussian sig-
nals.

Next, we discuss charge transport in polymer matrices
doped with two molecules of different ionization potential.
If the ionization potential difference between doped mole-
cules is larger than 0.2 ¢V," the dramatic transition be-
tween the Gaussian and featureless dispersive TOF signals
was observed as has been reported before.'* As an example,
Fig. 2(a) shows the hole mobility and TOF signals in the
PS-DEH mixed doped system at 2.0X 10° V/cm and 298
K. It is noted from Fig. 2 that at low DEH concentrations,
the TOF signal becomes dispersive and the drift mobility of
holes decreases with increasing DEH concentration. Since
the ionization potential of the DEH molecule is lower than
that of the PS molecule, the DEH molecule acts as a trap
for holes: carriers occasionally become localized on DEH
molecules. At low DEH concentrations, the wave function
overlap among DEH molecules is so small that holes lo-
calized at DEH molecules are excited thermally to PS mol-
ecules for charge transport. The energy distribution of hop-
ping sites in the mixed doped system causes dispersive
transport. On the other hand, Fig. 2 shows that at DEH
concentrations higher than 10 wt %, the charge transport
is determined only by the hopping among DEH molecules
and the TOF signal is Gaussian again. At sufficient high
DEH concentrations, the overlap among the DEH mole-
cules becomes large, and so that the DEH-DEH hopping
begins to compete with the hopping among PS-PS and
PS-DEH molecules: the drift mobility depends on the
DEH concentration only and the TOF signal becomes the
Gaussian type.

Figure 2(b) shows that the activation energy for hole
transport at 2.0X 10° V/cm, A, as a function of the relative
DEH concentration in the PS and DEH mixed doped sys-
tem. The temperature dependence of the drift mobility of
holes is usually given by the Arrhenius law: p<cexp ( — A/
kT). On the other hand, Bissler et al’ predicted that the
temperature dependence of the mobility is given by p
«exp( — (T}/T)?), where T is a constant. However, we
cannot distinguish whether 7~ ' or 7~ % is a better descrip-
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FIG. 2. (2) Hole drilt mobility and typical time-of-flight photocurrent
pulse shapes in the PS-DEH system at 20X 10° V/cm and 298 K as a
function of relative DEH concentration, Cpgy. The open circle denotes
the drift mobility of holes at 0 wt % DEH. The ionization potential
difference between PS and OXD molecules is about 0.2 eV. (b) Activa-
tion energy for the hole mobility in the PS-DEH system at 2.0x 10°
Y/cm, 4, as a function of relative DEH concentration, Cpey.

tion. In this work the activation energy is determined by
the Arrhenius plot. The activation energy for the mobility
characterizes the hopping among molecules. It is seen from
Fig. 2 that the activation energy for the hopping among
molecules increases at the range of dispersive TOF shape.
The activation energy reflects the TOF pulse shape rather
than the magnitude of the mobility. In trap-controlled hop-
ping, the charge transport is limited by the hopping from
the low-trap state to the high-mobile state. The activation
energy characterizes the energy depth of trap states.!” Ac-
cording to this model, the activation energy of hole mobil-
ity in the PS-DEH system Ap_ p is given by

Ap_p=Ap_p+ Al,, (3)

where Ap _ pis the activation energy of the hopping among
DEH molecules, and Al is the ionization potential differ-
ence between DEH and PS molecules. Since the activation
energy Ap_p is independent of the concentration of DEH
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molecules in polycarbonate,'® one expects that in the mixed
doped system A, _ j, does not depend on the DEH concen-
tration. However, the experiments show that A, _ 5 is very
sensitive to the concentration-of DEH molecules. We be-
lieve that the spatial and energetic fluctuation of hopping
sites cause the dispersion of carriers and increase the acti-
vation energy for charge transport. If the energetic fluctu-
ation of hopping sites (A, in this case) is not negligible
compared with the activation energy in a polymer doped
one molecule, the transition from Gaussian to dispersive
TOF signal occurs. The nature of hopping charge transport
in MDPs is considered to be clarified by the addition of
disorder concept to the conventional trap-controlled' or
polaron transport models'?.

In summary, we have studied the effect of disorder on
diffusion and drift of carriers in a polymer matrix doped
with two different molecules. The anomalous tail broaden-
ing of Gaussian TOF signal is caused by a wide distribu-
tion of hopping rate among molecules. The dramatic tran-
sition between Gaussian to dispersive TOF signal is caused
by the energetic distribution of hopping sites. A wide dis-
tribution of hopping time among molecules due to diagonal
and off-diagonal disorder leads to dispersion of transiting
charge packet and plays a key role in determining the fea-
ture of TOF signals.
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