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Application of Punctured Turbo Codes with Unequal
Error Protection to Wireless ATM Networks

Zhenqgiang SUNT, Shigetomo KIMURA'!, and Yoshihiko EBIHARA!, Regular Members

SUMMARY In the wireless asynchronous transfer mode
(ATM) networks, a custom data link control (DLC) layer proto-
col with stronger error correction ability is needed for mitigating
the affect of radio channel errors. This paper applies punctured
turbo code schemes to the protection of the header and various
payloads in wireless ATM cell, which are realized by the combi-
nation of programmable interleaving and puncturing. Their per-
formance is analyzed for Rayleigh fading channel, which shows
more significant reduction in cell loss rate (CLR) than the previ-
ous systems. Our proposal also provides good balance designs for
CLR and the payload bit error rate (BER), and offers potential
for future evolutionary improvement of the wireless ATM coding
scheme.

key words:  wireless ATM, forward error correction, turbo
codes, Rayleigh fading channel, unequal error protection

1. Introduction

With ATM technology playing an increasing important
role in the future broadband networks, it is natural to
expect the wireless ATM networks supporting various
multimedia services in a seamless manner. But the
ATM protocol was designed assuming highly reliable
links and point-to-point transmission, which clearly
contrasts with the characteristics of the wireless link
(high error rates and broadcast transmission). In order
to overcome these incompatibilities, the specific pro-
tocol layers-medium access control (MAC), data link
control (DLC) and wireless network control are incor-
porated into a mobility-enhanced ATM protocol stack,
as illustrated in Fig.1 [1]. In virtue of the design phi-
losophy of not modifying existing systems unless re-
quired, the wireless ATM protocol stack modules are
added into the radio module (RM) and base station
(BS). For mobility, the mobile ATM protocol stacks
are also inserted into the RM, the BS and the standard
ATM Switch. The wireless interface of ATM networks
is a band-limited channel with multi-path fading and
strong interference. Because it has a much stronger er-
ror prone characteristics than the wired one, optimal
forward error correction (FEC) is needed [2].

FEC system corrects errors by using redundancy
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bits. Therefore, when its quality increases, its trans-
mission capacity decreases. A tradeoff between quality
(coding gain) and capacity (coding rate) is very impor-
tant in designing FEC systems. In multimedia wire-
less ATM cell, the importance of the header far out-
weighs than that of the various payloads. On the other
hand, each service requires various payloads with differ-
ent bit error rate (BER) and delay. So, channel coding
is desired to provide different levels of error protection
matching to the different sensitivity of source encoded
symbols. In order to realize this, one scheme having two
different FEC codes for the header and payload is pro-
posed [3], which is applied to the AWA system [4]. In
other systems, the variable-rate FEC method controlled
by media is proposed to increase total utilization effi-
ciency in multimedia systems [5]. These schemes have
unequal error protection (UEP) property that is essen-
tial when different portions of the source data do not
contribute evenly to overall quality of the decoded in-
formation. The UEP is generally achieved at no extra
cost in energy, rate, or complexity by multiplexed block
or convolutional codes [6].

Turbo codes [7] offer unprecedented coding gains
with relatively simple soft iterative decoding. They can
also vary the coding rate to offer different error protec-
tion levels by using the same component code, available
interleaver and different puncturing matrix [8]. From
this fact, we have applied two UEP level turbo codes to
wireless ATM by changing the rate of turbo codes in [9],
and obtained reduction in the cell loss rate (CLR) than
the ordinary ATM protection. This paper reviews our
proposal and gives the new results in CLR comparing
with the previous systems. The relationship between
BER and bit position, and the error correction charac-
teristics for each system are also analyzed.

The construction of this paper is in below. Section
2 reviews the wireless ATM cell. Section 3 describes
how turbo codes are used to achieve two unequal error
protection levels. Performance analysis about CLR and
BER are put forward in Sect. 4. Section 5 concludes this

paper.

2. Wireless ATM Cell

According to the protocol reference model of broadband
integrated service digital networks, ATM cell header
error control (HEC) is a physical layer function. The

NI | -El ectronic Library Service



1320

Wireless ATM cell

TE RM Z

Institute of Electronics, Infornmation, and Conmunication Engi neers

IEICE TRANS. COMMUN., VOL.E84-B, NO.5 MAY 2001

Standard ATM cell

BS ATM network

User process / Control signaling

Mobile
ATM

User process

/ Control signaling User process / Control signaling

wireless

ATM

ATM
SDH
UTP-3 SDH/UTP-3
Fiber Fiber
Wireless ATM network —>re Fixed ATM network

TE: Terminal Equipment

|:| ATM protocol stack

RM: Radiec Equipment

Wireless ATM protocol stack

BS: Base Station

Mobile ATM protocol stack

Fig.1 Wireless ATM protocol stack overview.

HEC is a single-bit error correction and multiple-bit
error detection cyclic redundancy code (CRC), and only
employed in the ATM cell header but not in the cell
payload in order to avoid incorrect forwarding due to
header error. HEC code controls 8 redundant bits out
of 40 bits in a cell header.

But in the wireless ATM network, the above HEC
alone is not sufficient. For mitigating the effect of ra-
dio channel errors before cells are released to the ATM
network layer, the wireless ATM needs a new DLC
layer protocol. In wireless ATM, cells arrive into the
DLC layer corresponding to the particular virtual cir-
cuit (VC). For the smaller number of users and the
scarcity of bandwidth in wireless networks, the rela-
tively large addressing overhead of ATM being designed
for large wire-line networks must be avoided. There-
fore, the format of wireless ATM cell is proposed as
shown in Fig. 2 [6]. Since wireless communication sys-
tems have high error rates in general, CLR may be im-
proved by reducing the packet length [1]. In addition,
depending on the achievable channel speed, the type
of low-speed applications (e.g., 8kb/s voice CODEC,
e-mail message, etc) to be supported, and the relative
importance of high wireless channel efficiency, it may
be necessary to compromise on this requirement and
use wireless data-link packets with payloads that are
integer submultiples of an ATM cell, i.e., %, such as
16 (m =3) or 24 (m = 2) bytes [2]. After compressing
essential ATM header information, only two bytes are
assigned for VC identifier (VCI) and control informa-
tion in the wireless ATM header. Besides, this DL.C

4bytes 1byte  48bytes

Standard ATM Cell |:|eader HEC } Payload

Compressed l Divided
by Half Omitted into m parts
Wireless ATM Cell
T
Wireless Data | Compressed Standard
Packet Header | ATM Header FEC1 Payload FEC2
1
4 Bytes 48/m Bytes
High level UEP RH Low level ULEP| RP

Fig.2 DLC packet format of wireless ATM cell (using two
coding rate FEC).

layer should contain error control, service type defini-
tion, segmentation and reassembly-and handoff indica-
tor. From this fact, we introduce another 2bytes for
these information in the wireless ATM header, called
the wireless data packet header.

This paper only discuss the FEC schemes of DLC
protocol for stream mode services. Based on this
schemes, the hybrid automatic repeat request (ARQ)
schemes can be constructed for the packet mode ser-
vices. In FEC schemes, header bits in ATM cell are
considered to be more important than payload bits. In
order to ensure correct delivery and low loss rate, a
turbo code scheme (FEC1) with low local coding rate
Ry can be used for a header. At the same time, the
turbo code for the payload (FEC2) is designed to be
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with higher rate Ry than the one of FECI for effec-
tive transmission. Therefore, the HEC in the standard
ATM header is replaced by FEC1 and FEC2.

3. Two Rate Turbo Code Scheme for Wireless
ATM

3.1 Description of Turbo Encoder

Turbo code is a novel class of parallel concatenated
recursive systematic code, which includes interleaver,
puncturer and some component encoders. Let G, =
[In]|Go] be systematic generator matrix for two same
component encoders of rate 1/n by trellis termination
at all [7], where Iy is N x N identity matrix, Gy is
N X rg parity check part of G, and rg is the length of
redundancy vector. In order to achieve the best results,
component codes should be recursive systematic codes
(RSC) with primitive feedback polynomials. An inter-
leaver of length NV is described by a N x N permutation
matrix [[, which contains a single “1” in each row and
column. The type and size of interleaver influence the
performance of turbo codes to a great extent. Gener-
ally, there is a puncturer in the output of encoder to
obtain a desired rate by puncturing appropriate encode
bits.

Because the best performance is obtained when en-
coded bits at the systematic positions of encoded bits
are not punctured [7], an puncturing matrix P takes
the block-diagonal form of [In|Fy|Py], where Py is the
puncturing matrix of size ro x ry (r1 is the length of a
redundancy vector after being punctured). Then, the
generator matrix of the turbo code is:

Gol [] Go| P = [InIGoRol T] Go| -(1)

The rate of turbo code G is:
_ N-t  N-t
T2+ N 2w(P)+ N’

G= [JN

(2)

Here, w(.) denotes the Hamming weight. ¢ is the num-
ber of symbols needed for the trellis termination, in
general, which is equal to the memory of the compo-
nent encoder.

If the same component encoders have a rate of %,
the turbo encoder outputs 2n—1 symbols for each input
symbol when puncturing is not used. After puncturing,
the encoding rate (local rate) R becomes:

1
<R<1.
2n—1”R'1 (8)

It is worth noting that the performance of turbo codes
largely depends on their input block length. The BER
becomes lower as their input block length becomes
larger. But the turbo codes with short block length
like N=420 and 100 bits can still achieve much lower
BER [11], [14].
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3.2 The Realization of Punctured Turbo Codes with
UEP

In order to provide UEP, the different local rates are ob-
tained by puncturing output of the same basic low rate
turbo code. Generally, the redundancy symbols corre-
sponding to low-importance input symbols are punc-
tured with more bits. Through appropriate puncturing
of the parity sequences, turbo codes of any rate are
attainable. Then, only one encoder and one decoder
circuits are needed for various coding rates, since their
perforation matrices can be programmable.

For two rate turbo codes, two different punctured
matrices are needed. However, UEP cannot be achieved
only by puncturing. Available interleaver is needed to
provide “support set invariance” property [8] that a
permutation can map each support set onto the same
set of positions in the interleaved frame.

The N — t encoder input symbols are partitioned
into 2 importance classes Sy (its size is N; and local
rate is Ry) and Sy (its size is Ny and local rate is Ry),
ordered in decreasing order of importance, where:

Ni+Ny=N —1t. (4)

In this way, we obtain a FEC scheme where each class
S; of input symbols is locally protected by a punctured
turbo code of rate R; (1=1,2). The relationship between
overall rate and local rates is:

Ni/Ri + N32/Ry = (N —t)/R. (5)

According to the specific BER targets, we can en-
dow an UEP turbo code by controlling a set of local
rates, or the support set fragmentation into intervals.
So, the application of variable punctured turbo code
allows bandwidth efficiency to be exchanged for relia-
bility for the same hardware complexity.

3.3 Two Level UEP Scheme for the Wireless ATM
Cell

In order to apply the two rate turbo code to the wire-
less ATM, we portion the encoder input frame of the
wireless ATM cell into two importance classes S7 and
Sy with size Ny = 32bits (4 bytes) and Ny = 384/m
bits (48/m bytes) corresponding to header and payload
[9]. Since t is generally much less than N; or Na, the
t symbols can be included in the least important class
Sy with negligible information rate decrease, as shown
in Fig. 3. Because the encoder starts and ends in state
zero for MAP decoder, the information bits at the be-
ginning and the end of a transmitted block have a lower
bit error ratio. Then, the header bits are positioned at
the beginning (first 16 bits) and the end (last 16 bits) of
the frame, and the payload bits with the trellis termi-
nation ¢ (equal to 4 bits when using 16 state component

NI | -El ectronic Library Service



1322
Header Payload t Header
16 384/m | 4 16
Si S St
High level UEP  Low level UEP High level UEP

UEP-1 R1 =1/3 Rz variable R1 =1/3
UEP-2 Ry =1/2 Rz variable R1 =1/2

Fig.3 Encoder input frame for class 1,2.

encoder) are positioned at the middle of the frame. The
total bits N of the frame is:

N=N +Np+1t=232+38 143638

In this paper, we suppose the two level UEP
scheme of each wireless ATM cell is not related to the
modulation method. Therefore, m can be selected in
divisors of the payload length, and there does not exist
the problems such as the phase ambiguities.

To support the quality of service (QoS) required by
the different types of data, the ATM payload is encoded
for varying degrees of error protection according to the
required QoS identified in the ATM header. That is
to say, for one VC, there is a corresponding FEC1 and
FEC2, which is adaptable to the different services. As
shown in Fig. 3, we consider the following two schemes
with different quality levels. For UEP-1 scheme, we set
Ry = % turbo code for the header and various Ry turbo
code for payloads. Its overall coding rate R becomes:

. N-t 3243
- Ny — 384 °
Nix3+7 96+

(6)

For example, R = % when m=1 and Ry = %, or
when m=2 and Ry = 2
Its throughput T is equal to:

o

N 384
T = C o T (7)
Nyx3+ 7 96+ 3

For UEP-2 scheme, R, = % and various R, the overall
coding rate R becomes:

Nt 324 24
TN x2t & 3 (®)
Ny X +R—2 64_}_1?&‘2
For example, R = % when m=1 and Ry = %, or

when m=2 and Ry = %.
Its throughput T is equal to:

Na o
:N ><2+&: = )
1 R, 644 -

Figure 4 and Fig. 6 show the relationships between
R and m, Ry for UEP-1 and UEP-2, respectively. For
comparition, we cite the results of the BC and AWA.
BC is (49,16) 6 error-correcting block code for header
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Fig.4 The value of overall rate for UEP-1.
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Fig.5 The value of throughput for UEP-1.
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Fig.6 The value of overall rate for UEP-2.

and variable rate for various payload [10]. AWA rep-
resents (56,32) 4-bit error correction for header and
(208,192) double error correction for payload [3].
Since we suppose ARQ is not implemented at the
DLC layer, e.g., for stream mode CBR/VBR services,
the throughput of DLC strategy is mainly influenced
by the overall rate. Figure 5 and Fig. 7 show the rela-
tionships between 17" and m, Ry for UEP-1 and UEP-2,
respectively. Then from these figures, we know UEP-1
scheme can achieve the same throughput as BC, UEP-
2 scheme can achieve the throughput as high as AWA
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when Ry become bigger. These figures show that the
throughput of UEP-1 and UEP-2 are very lower for
m 3. Since the header of the cell degrades the
throughput as m increases, the cases m > 3 are not
considered in the rest of paper.

4. Performance Analysis

Figure 8(a) illustrates the adding and removing of
HEC/FEC. When the RM receives ATM cell from the
TE, one bit error correction and multiple bit error de-
tection are performed. HEC in the cell is replaced by
FEC1 and FEC2, and the cell is transmitted to the BS.
When errors in the header can not be corrected at the
BS, the cell is discarded in the BS. Beside the wireless
section in the BS, new HEC of the cell is generated for
the wired section.

The Rayleigh fading AWGN channel model repre-
sents the worst case model for the design engineer while
offering analytical convenience [11]. Furthermore, a co-
herent demodulation strategy is assumed so as to com-
pensate the effects of fading on signal phase, therefore,

Throughput

0.9

08

0.7

0.6 |

05

03 L L 1 L L L s L L
0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
R2

Fig.7 The value of throughput for UEP-2.
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we will be concerned only with the amplitude fading.
In this case, the part from the sender to the receiver
in Fig. 8(a) is expressed as Fig. 8(b), which is the sim-
ulation environment to evaluate our proposal scheme,
where by, and by are the original and the decoded bits,
respectively. After by is encoded and then modulated,
X, is obtained. Y} is received data of X, described as
follow:

Yi = ap Xy + ny, (10)

where the fading amplitude a; is a real Rayleigh-
distributed random variable with E(a?)=1 and ny is
the complex white Gaussian noise with one-sided power
special density Ng.

4.1 Bit Error Rate for UEP Turbo Code Scheme

Firstly, we examine the bit error rate of two level UEP
schemes for wireless ATM. Our simulations are pro-

ceeded for UEP-1 schemes with m = 1, Ry = 2 and
m =2, Ry = %, UEP-2 schemes with m = 1, Ry = £,

and m =2, Ry = %, which can be extended to general
case.

For turbo code with R = %, puncturing is not
needed. For turbo codes with R = %, %, %, the ele-
mentary punctured matrices are selected as follows, in
term of generality [15],

[1 o],

[1 0000 0],
[1000000O0].

When N = 420bits, and the component encodes

are considered as two identical half rate systematic re-
cursive convolutional encoders with generator (31,33),

TE RM BS ATM Network
HEC HEC 1 FEC1 FEC2 FEC1 FEC2 , HEC HEC
I
3 ! Fiber |1/
% i oyl
l
ATM Cell ATM Cell Wi:reless ATM Cell Wireless ATM ICell ATM Cell ATM Cell
T [
! Wireless Interface 1
Sender | ! Receiver
TE: Terminal Equipment RM: Radio Module BS: Base Station
a) ATM Header Wireless ATM Header [:I Payload
: ' ak nk : A :
Sender P [Mutirate P Xk Y| DPSK Multirate L_bi:_’ Receiver
—+——Turbo |~ DPSK ™ DeMod | | Turbo .
' Encoder Mod | ; Decoder
b) Rayleigh fading AWGN channel
Fig.8 The realization of two level turbo code scheme in the wireless ATM networks.
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Fig.10 The relationship between BER of UEP-1 scheme

(m=2) and bit position for a Rayleigh fading channel (R = %)

K = 5. Decoding is implemented by the iterative de-
coder as described in [7]. A minimum of 1000 bit errors
is counted for each simulated point. Here, we use a
simple way to simulate puncturing, which is to set the
received parity samples corresponding to the punctured
parity bits to zero in the computation of LAPP (log a
posteriori probability) ratio. Thus, puncturing need
not be performed at the encoder.

The BERs of the UEP-1 and the UEP-2 for a
Rayleigh fading channel as a function of bit position
for a block 420 bits (m = 1) and 228 bits (m = 2) are
plotted in Figs. 9 to 12. Where SNR5, SNR6 and SNR7
represent the cases of Fy/Ny =5,6,7dB, respectively.
These realize two level UEP with two level interleav-
ing and puncturing. It is shown that the performance
of the turbo code degrades significantly if puncturing
is employed. But there is no “spill over” effect when
switching from one rate to another. The expected er-
ror probability can be achieved by changing rate.

These figures show that the BER performance
when m = 1 is better than the one when m = 2. There-
fore m = 1 should be selected for higher throughput
and lower BER. In the rest of paper, m is always fixed
to 1.
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4.2 Cell Loss Rate Bound Using Turbo Code

One of the most important performance parameters in
ATM cell transport is CLR, which is defined by the ra-
tio of the total numbers of lost cells to the total numbers
of transmitted cells. When an ATM cell is sent over a
wireless interface, there are three possible outcomes:

1. The cell is accepted by the intended mobile.
2. The cell is accepted by the wrong mobile.
3. The cell is not accepted by any mobile.

It is assumed that the probability of the second outcome
is negligibly small. In addition there is a negligibly
small probability that a cell accepted by the intended
mobile will contain incorrect embedded QoS informa-
tion. As a result, a header is either decoded correctly
or the cell is lost [10]. For CBR and rt-VBR, when
a header portion contains errors that can not be cor-
rected, the cell is generally misdirected and regarded as
lost cell outcome [12].

Idealizing to the case of perfect interleaving, the
channel is considered memoryless, that is, the fading
process is independent from bit to bit. The average
probability of bit error for binary phase shift keying
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signal over a Rayleigh fading channel is given by [13]:

1 | RE,/N,
po==-1{1_,/t2b/0
T2 ( 1+RE1,/NO) (11)

where Ejp /Ny is the average signal-to-noise ratio (SNR)
per bit. For an uncoded header (4 bytes), the probabil-
ity of cell loss is given by:

Puncoded = 1 — (1 = P,)*2. (12)

For HEC, there are two operating modes: the correc-
tion mode and the detection mode. In the correction
mode, a single-bit error can be corrected and cells with
multiple-bit errors are discarded. Its probability is:
P,... = P,, where the probability of no error in one
cell header Py = (1 — P,)*. In the detection mode, all
cells with detected errors in header are discarded, which
probability is: Pye;. = 1 — Fy. Besides, the probability
of single-bit error in one cell header Py = 40P,(1—P,)3°
and the probability of multiple-bit errors in one cell
header Py =1 — Py — P;. Then, the probability of cell

loss is:
PHEC - Pdet‘(Pl + PZ) +PC()T‘.P2
= (1~ Po)(1 = Py) + Py(1— Py — 1) (13)
If the (n, k) t-bit error correcting block code is ap-

plied to the header of wireless ATM cell, the probability
of cell loss is given by:

Pyock = Y nCi(1—P)" "y, (14)
i=t+1

If an (nl — m,l) punctured convolutional code
(PCC) with the minimum free Hamming distance dy
is applied to a header, the probability of cell loss for
coded systems is given by:

Po=1-(1-P.)*, (15)
where P.. is the bit error probability of wireless ATM
header after using PCC. With Viterbi decoding, P, is
upper bounded by [13]:

Pcc < z Cde, (16)
d=d;

o~ =

where cq is the total number of error bits produced by
the incorrect paths, which depends on the code, and Py
is the probability that the wrong path at distance d is
selected, which depends on the channel properties.
When using soft decisions and full channel state
information (CSI), Py can be upper bounded by [13]:

1 1 d
p<——2 ). 17
d—2(1+RE,,/NO> (17)

In case of hard decision, Py is given by [13]:

1325
d
Py = 127;1 dCi(1 = P)*"P,  for dis odd
P djl: for d is even
(18)

If the R = % turbo code is applied to a header, the
probability of cell loss for coded systems is given by:

Pr=1—(1-P,)*, (19)

where P, is the bit error probability of a wireless ATM
header after using turbo code. Assuming a uniform
interleaver and concerning the weight distribution of
the codewords as [14], P, can be upper bounded by:

N .
Py < ; (%) ~NCiEq[Po(d)], (20)

where Ey /Z[] is an expectation with respect to the dis-
tribution p(d/i). p(d/i) is the probability that an in-
terleaving scheme maps an input weight ¢ to produce
a codeword with total weight d. Pa(d) is the prob-
ability of choosing a specific wrong codeword differing
from the correct codeword in d bit positions. For a full-
interleaved Rayleigh fading channel with CSI, it can be

upper bounded by [11]:
1 d-1
1+ REb/]\fO '

1 | RE,/N,
P(d) = 5 {1 -V 1+RE/N,
(21)

For a full-interleaved Rayleigh fading channel without
CSI, it can be upper bounded by [11]:

d
JI+2 -1
Pd) < |eF 2| | (22)

1+2+1

where 3 = y/v2 — 1 and v = RE;/Ny.

Figure 13 shows the CLR versus SNR analytic up-
per bound over a fully interleaved Rayleigh fading chan-
nel when m=1. In this figure, TC-SI and TC-NSI are
R = 1 equal error protection (EEP) turbo codes decod-
ing with and without CSI, respectively. HCC and SCC
represent the results of R = % convolutional code using
hard and soft decisions, respectively. BC is (49,16) 6
error-correcting block code for header [10], whose rate
is equal to % = %, about the same as the turbo code.
AWA curve represents (56,32) 4-bit error correction for
header [3], whose rate is equal to % = % > % Though
the rate for header in AWA is larger than the one in
turbo code, the overall rates of both codes are about
the same. HEC curve represents the HEC only for the
header. This shows that the SNR gains are still re-
markably high for short frames (N=420bits). There-
fore the turbo codes greatly decreases the degree of cell

loss in theory. For example, Fig. 13 indicates that the
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Fig.13 The CLR versus E/Ny analytic upper bound over
fully interleaved Rayleigh fading channel (having about the same
overall rate R and m=1).
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Fig.14 The CLR versus E;/No for the UEP and the EEP
turbo codes (having about the same overall rate R and m=1)
over fully interleaved Rayleigh fading channel without CSI.

R = —é— turbo code using BCJR-MAP decoding with
CSI realizes 30dB gain over the HEC system, 16dB
gain over the AWA scheme, 14 dB gain over the (49,16)
block code, 9dB gain over the R = % convolutional
code with hard decision and 5 dB gain over the R = %
convolutional code with soft decision at CLR of 107%.

For the low SNR region, due to the divergence of
union bound, analysis evaluation of the turbo codes is
too difficult to be proven. Therefore, we must exam-
ine their performance based on simulation in the next
subsection.

4.3 Cell Loss Rate for UEP Turbo Code Scheme

In our simulation, wireless headers are treated sepa-
rately from payloads, i.e., cells with errors at their head-
ers are discarded but those with errors in the payload
are not, which is in line with the basic ATM philosophy
[10].

In Fig. 14, the UEP turbo code is compared with
the BEP turbo code with the same overall frame length

IEICE TRANS. COMMUN., VOL.E84-B, NO.5 MAY 2001

CLR

10 -5 w? 10 10?10 10
Payload BER

Fig.15 Error correction characteristics for UEP-1 and UEP-2

(m=1).

N = 420 bits and about the same overall rate. UEP-1
have the total rate R = 0.678, about the same as the
coding rate R = % of EEP-1. UEP-2 have the total rate
R = 0.758, about the same as the coding rate R = % of
EEP-2. This figure shows the CLR versus £, /N for the
UEP and the EEP turbo codes over a fuli-interleaved
Rayleigh fading channel without CSI. In order to make
the comparison between UEP and EEP turbo code in-
dependent from iterative decoding, the larger number
of iterations, i.e., 20 is chosen. EEP is with a general
random interleaver and uniform nonrandom punctur-
ing [16]. Suppose CLR < 10~2 (i.e. PCS applications)
is required, UEP-1 without CSI needs E,/Ny = 4.4dB,
while EEP-1 without CSI needs Ey/Ny = 7.6dB. So,
the coding gain of UEP-1 scheme with respect to EEP-
1 scheme is 3.2 dB. Besides, AWA and BC are the same
as Fig.9. HCC1 and HCC2 represent the results of
R = % and R = % convolutional codes for header, re-
spectively. Obviously, they are worse than the turbo
codes with about the same overall rate.

4.4 The Balance between Header CLR and Various
Payload BER

It is extremely efficient from the viewpoints of coding
gain and coding rate when the same balanced design for
CLR and the payload BER is created as the HEC for
a wired ATM [3]. The relationship between CLR and
the payload BER over fully interleaved Rayleigh fading
channel is shown in Fig. 15, where three dashed lines
represent BC, AWA and HEC, and two solid lines are
UEP-1 and UEP-2, respectively. BC denotes (49,16)
6 error-correcting block code for header and (402,384)
2Dbit error correcting block code for payload. Obvi-
ously, UEP-1 and UEP-2 schemes have better balance
performance than BC and AWA, respectively.

5. Conclusions

In this paper, the two rate turbo code scheme is ap-
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plied to realize two protection levels, which is consid-
ered to be suitable for the wireless ATM. The wireless
ATM cell header is protected by a relatively powerful
turbo code to ensure correct delivery and low cell loss.
The payload is protected by relatively high transmis-
sion turbo code having lower coding gains. A whole
family of turbo codes with different rates is available
by using the same encoder and the same iterative de-
coder, though the puncturing rule and interleaver are
only needed to change. From the analysis of CLR, and
BER for several coding rates, we obtain that the appli-
cations of punctured turbo codes result in a significant
decrease in CLR relative to that of the other famous
FEC schemes. This is accomplished with a minimal in-
crease in bandwidth. Besides, the performance results
show that our schemes have a good balance design be-
tween CLR and payload BER, too.

In order to be able to apply to the stream mode ser-
vices, we utilize the small interleaver size (N=420 bits)
for smaller delay. For the packet services with prop-
erties of smaller CLR and allowable delay, the larger
interleaver size (e.g. the multiples of 420 bits) should
be available. In addition, the hybrid ARQ can be real-
ized on a basis of this FEC schemes.
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