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Preface

The XXI Congress of APDIO, the Portuguese Operational Research Society, took
place on 7 and 8 November 2021, with more than 120 registered participants and
around 80 papers submitted. This congress took place at a very particular historical
moment. After the first waves of the COVID-19 pandemic, which had immobilized
humanity, cancelling all gatherings, society was equipped with the first effective
weapons against the pandemic, in particular vaccines, and the world was beginning
to reopen. Science, in all its facets, had been massively called upon for this on a
scale that humanity had never before experienced. It was in this context of hope that
the APDIO congress took place, also celebrating the significant contribution of this
discipline in fighting the pandemic. Thus, “Analytics for a Better World” was chosen
as the congress theme.

The plenary talks were fully aligned with the congress theme. Manuel Matos
spoke about uncertainty in decision processes. We know that uncertainty is the rule
rather than the exception, but it has a special impact when human lives are at stake,
in humanitarian logistics applications, or in disaster management. And this was the
theme of the talk by Sérgio Guedes Silva, who leads the supply chain manage-
ment team of the World Food Program (WFP), and who spoke about “The power
of analytics in a Humanitarian Context”. An equally sensitive mission was the one
taken on by Vice Admiral Gouveia e Melo, who led the task-force in Portugal that
managed the vaccination process against COVID-19. For the benefit of Portugal,
the success of his work was overwhelming. Therefore, we wanted to hear from the
Vice-Admiral the main challenges faced, and the lessons learnt in this process. The
pandemic had unexpected impacts on various sectors of the economy, but logistics
is one of the activities that is still most affected by the disruption suffered. Supply
chain management is Pedro Amorim’s area of work, and it was from this application
that he reflected on how we can leverage the practical relevance of our research.

The works selected for this book have also, in different ways, contributed to a
better world.

As shown in “A Biased Random-Key Genetic Algorithm for the Home
Care Routing and Scheduling Problem: Exploring the Algorithm’s Configuration
Process”, by Aguiar et al, one approach to reducing the expenses of the health system
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is to shift some of the undifferentiated care provision to social systems. Such is the
case of home care, provided by social organizations which support the elderly and
convalescent patients, contributing to reducing the demand for hospital care. But,
and not less relevant, home care allows for more personalized treatment of these
patients.

Forest fires cause incalculable damage to fauna and flora and lead to the death of
people and financial damage in general. To avoidwildfire catastrophes is fundamental
to detect fire ignitions in the early stages, which can be achieved by monitoring
ignitions through sensors. “An Integer Programming Approach for Sensor Location
in a Forest Fire Monitoring System”, by Azevedo et al, deals with the decision of
where to locate such sensors to maximize the coverage provided by them, taking
into account different types of sensors, fire hazards, and technological and budget
constraints.

The healthcare structure and quality of life of the population can be impacted
by the efficiency of global pharmaceutical supply chains, through the price and
the availability of medication. A bi-objective capacity allocation model that aims
to generate cost-efficient and fair solutions is presented in “Capacity Allocation
IncorporatingMarket EquityConcerns:APharmaceutical SupplyChainCase Study”
by Bessa et al, minimising unfairness with a metric that accounts for drug shortages
and maximising the economic value generated. Results suggest that a significant
amount of unfairness can be tackled with little impact on economic targets.

The paper “The Shortest Path in Signed Graphs”, by Costa et al, looks at shortest
path problems in a signed graph. The shortest path in a signed graph can be used
to understand how successive relations, even if distant, aaffect the dynamics of the
network. Initially introduced to represent feelings among people belonging to the
same social group, signed graphs were later used to model other systems, such as
biological networks, international relations networks, riskmanagement networks, i.e,
systems a polarized environment is present and there is the willingness to consider
it explicitly.

Having efficient manufacturing processes requires accurate failure detection to
reduce equipment downtime. “The Break Point: A Machine Learning Approach
to Web Breaks in Paper Mills”, by Dias et al, presents a machine learning approach
for predicting web breaks in tissue paper machines. Web breaks prediction plays a
key role in ensuring product quality and sustainable use of energy, water, and other
resources.

A real case addressing the optimization of fire brigades’ rescue time is presented
by Lima et al. “AResectorization of Fire Brigades in theNorth of Portugal”. Through
a practical application of a Non-dominated Sorting Genetic Algorithm (NSGA-II)
that performs the distribution of fire brigades into geographic areas, the authors
propose a solution method to minimise the rescue time response in the case of forest
fires, assuming the geographic and population characteristics of the areas and the fire
brigades’ capacity.

Firms can determine optimal operating policies based on agility and flexibility
principles. In the work of Magalhães et al. “A Holistic Framework for Increasing
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Agility in a Production Process”, the authors address the complexities of real-
world manufacturing systems by proposing a generic framework for increasing the
agility of the production processes. Existing interdependencies between portfolio
management, product complexity, equipment efficiency, and production planning
decision-making are mapped into a set of methods that can enable flexibility.

To achieve high production efficiency, adequate additive manufacturing
scheduling methodologies are important. In “Nesting and Scheduling for Addi-
tive Manufacturing: An Approach Considering Order Due Dates” by Nascimento
et al, a constraint programming formulation is presented to solve a problem of
simultaneously nesting irregular-shaped parts and scheduling additivemanufacturing
machines, balancing the fulfilment of order due dates with the usage of themachines’
capacity.

The work proposed by Öztürk et al., “Developing a System for Sectorization:
An Overview” also tackles the sectorization challenge by proposing a decision
support system capable of solving various sectorization problems. These include
real-life decision-making situations, such as school or health districting, logistic
planning, maintenance operations or transportation. Several solution methods can be
used depending on the structure of the problem to be solved.

In transporting hazardous materials or in cash collection it is important to find
K dissimilar paths, that can work as alternatives or backups to one another in case
of a failure in the network, while also minimizing the total cost. In “New Models
for FindingK Short and Dissimilar Paths” by Pascoal et al., this bi-objective problem
is modelled with integer linear programming and solved with $\epsilon$-constraint
method.

Healthcare services have critical delivery timewindows, and consequently require
maximum route optimisation. Pereira et al. in the chapter “Time Windows Vehicle
Routing Problem to On-Time Transportation of Biological Products on Health-
care Centres”, analysed and determined a set of vehicle routes to perform on-
time transportation of biological products from seven local healthcare centres to a
central hospital. Using a Vehicle Routing Problem with Pickups and Time Windows
(VRPPTW) model, it was possible to improve the healthcare units’ solution without
further investments or reallocation of available resources

An effective communication could impact the incidence of an infectious disease,
leading to new habits of the population, and at the same time, to improve the aware-
ness of health centers’ staff. In the chapter “TheRole ofCommunicationon theSpread
of Dengue: An Optimal Control Simulation”, the authors through a compartmental
model related to vector-borne dengue disease carried out simulations, using distinct
levels of communication by the authorities, aiming to show that an efficient channel
of communication could save money to the Health System and could considerably
decrease the number of infected individuals.

Optimizing the blood supply chain network is of uttermost importance for the
rational use of a scarce and valuable resource: blood products. In “Towards an Opti-
mized and Socio-Economic Blood Supply Chain Network”, by Torrado et al, the
design of a blood supply chain network is considered to support blood supply and



viii Preface

demand and the geographical distribution for donors/patients according to the loca-
tion of the healthcare facilities. In the design process, not only are costs minimized,
but social aspects are also taken into consideration.

Road transportation is still a critical sector in terms of carbon dioxide emissions.
To address this challenge Vaz et al., “A DEA Approach to Evaluate the Perfor-
mance of the Electric Mobility Deployment in European Countries”, describe a
DEA approach to evaluate the electric mobility of the European countries, aiming
at improving practices toward better road transport sustainability. Results indicate
that most countries have the potential to improve road transport, for instance, by
following the best practices adopted by the Netherlands or Sweden.

The economic point of view of retailers and manufacturers is addressed in “The
Art of the Deal: Machine Learning Based Trade Promotion Evaluation” by Viana &
Oliveira. A decision support systemwas developed to aid in the promotional planning
process of olive oil and vegetable oil, to evaluate trade promotions from the point of
view of themanufacturer, ensuringmanufacturer margins. The simulation is powered
by multiple gradient boosting machine models that estimate sales from the limited
and unpolished data available.

This is a very thorough and rich set of examples where Operational Research
applies analytics tools for a better world, demonstrating the vitality of theOperational
Research community in Portugal.

Bragança, Portugal
Bragança, Portugal
São Mamede de Infesta, Portugal
Coimbra, Portugal
Porto, Portugal
Porto, Portugal
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A Biased Random-Key Genetic
Algorithm for the Home Care Routing
and Scheduling Problem: Exploring
the Algorithm’s Configuration Process

Ana Raquel Aguiar, Tânia Ramos, and Maria Isabel Gomes

Abstract One approach to reduce the expenses of the health system is to shift some
of the undifferentiated care provision to social systems. Such is the case of home care,
provided by social organizations which support the elderly and convalescent patients,
contributing to reduce the demand for hospital care. The problem is usually modeled
as a VRPTW, which is a NP-hard problem and thus very complex to solve. This work
develops a biased random-key genetic algorithm to design single-day caregiver routes
for home visits. A particular emphasis is placed on the algorithm’s configuration
process, not frequently explored in the literature and a newmethodology is suggested,
based on the concept of performance profiles typically used for solver performance
analysis. The performance profiles of configurations demonstrate the robustness of
the metaheuristic, also providing a means for visually comparing the performance
of different configurations and supporting the selection of one.

Keywords Home social care routing and scheduling problem · Biased
random-key genetic algorithm · Metaheuristic · Performance profiles

1 Introduction

Over the last decades the aging of the population and other socio–demographic
changes placed an additional burden on health systems. One of the directions to
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solve this issue is to improve the articulation of the health and social systems [5].
In particular, the provision of home care which encompasses activities of the daily
living such as medication assistance, bathing, dressing, diaper changing, delivery of
meals, amongother services.Caregivers travel to the patients’ residencies andprovide
these services. A great deal of attention has been placed on home care problems since
they have the potential to lower healthcare costs by reducing the number of hospital
admissions and respective lengths of stay [14]. Additionally, favouring home care
promotes aging-in-place, thus reducing the demand for long-term residential care.

The home care provider is usually a social organization, facing challenges to
achieve economies of scale and, consequently, having weaker prospects of becom-
ing financially sustainable [20]. Therefore, designing efficient operational plans is
important to achieve their social goals. The presentwork is focused on the routing and
scheduling of home care visits and is motivated by a real case-study. Currently, the
organization in study performs its operational planning manually and support plan-
ning tools are welcomed, in special, those able to quickly present a plan, preferably
in less than 15min.

The problem of designing routes to provide care has similarities with the well-
known home healthcare routing and scheduling problem (HHCRSP) for which Di
Mascolo et al. [7] present a general description as follows. A set of patients, rep-
resented as a set of nodes, spread over a territory, requiring different durations of
care demanding different qualifications and which must be provided at the patient’s
residency. The care is provided by caregivers, managed by an organization, and dis-
tinguishable by different skills and availabilities. The characteristics of a patient are
its availability, modeled through a time-window, along with a visit duration mod-
elling the patient demand for care. To each arc connecting two nodes (patients) a
weight is associated, such as a travel time or cost. In most cases, caregivers start and
finish their routes at the headquarters of the organization, travel between patients
mostly by car but optionally with other means of transportation, such as by bus,
bicycle or walking. The HHCRSP then consists on allocating visits to caregivers and
deciding visit starting times, while respecting several constraints, so as to optimize
a certain objective over a given planning horizon.

In this work we introduce a problem inspired by the real case-study of a home
care provider that presents some features not yet tackled by the literature. Instead of
considering caregivers as the routing object, it considers teams of either one or two
caregivers (designated from this point forward as single or double teams, respec-
tively). In turn, these teams serve patients whose care requires one or two caregivers
(hereinafter, designated as semi-dependent or bedridden patients, respectively). The
aim is to design more efficient routing plans by introducing flexibility into the solu-
tion. Currently the planning is done separately for single and double teams, as this
problem decomposition decreases the complexity for manual design. However, since
the skills of the caregiver are homogeneous the bedridden patients can equally be
served by synchronizing two single teams. Synchronization is understood as two
single teams joining to provide a service to a patient requiring two caregivers (like a
bedridden patient).
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To solve the problem we apply a Biased Random-Key Genetic Algorithm
(BRKGA), a metaheuristic first introduced by Gonçalves and Resende [12]. We
develop a new decoder which selects the required number of each type of team,
depending on the number of caregivers and cars available, as well as considering
the proportion between patient types. As mentioned above, most applications of the
HHCRSP consider caregivers as the routing object whereas we consider teams of one
or two indistinguishable caregivers. This allows exploring the scheme of teams used
to fulfill the demand. The efficiency of the algorithm is tested on adapted instances
present in Mankowska et al. [17]. Being a metaheuristic, several parameters need
to be tuned. This process is included in the configuration process, and it is fre-
quently not shared on the literature. A configuration performance profile, based on
solver performance profiles [8], is suggested to characterize different configurations
of metaheuristics in general. The performance profiles provide information on the
contributions of different configurations to a particular behaviour, for example, how
two parameters contribute to increase run-time within their typical ranges of values
applied.

The remainder of the paper is structured as follows, Sect. 2 exposes relevant related
literature, while Sect. 3 defines the problem. Section4 introduces the metaheuristic
approach and describes the configuration process. Tuning results, as well as results
comparing the metaheuristic with the implementation of the mathematical program-
ming model in a commercial solver are analysed and discussed in Sect. 5. Finally,
some conclusions and future work compose Sect. 6.

2 Related Literature

The problem at hand fallswithin the home healthcare routing and scheduling problem
context. Recent reviews, such as Fikar andHirsch [10], Cissé et al. [4] andDiMascolo
et al. [7] present and discuss the most common objectives, constraints and features
characterizing the problem.

The objectives are usually route-related. Since in home care the working time
of nurses/caregivers is the more expensive resource, the objectives are associated
to caregiver’s traveling, working and waiting times, as well as overtime [10]. After
operational cost, a second major optimization objective found in the literature is
related to quality of service and well-being, including the consideration of patient’s
preferences regarding the assignment of a specific caregiver, time-window violations
and continuity of care, when the organizational preference is to allocate the minimal
number of caregivers to any patient [7].

The solution methodologies employed are mostly of an heuristic nature. For
instance, in spite of applying an exact solution method, in Gomes and Ramos [11]
the problem is first decomposed and solved independently for different patient types.
Severalmetaheuristics have been applied to solve single-dayHHCRSPs, both regard-
ing single-solution methods and population-based methods [4].
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An Adaptive Variable Neighborhood Search is introduced in Mankowska et al.
[17], where the authors introduce a new representation of a solution through amatrix.
The initial solution is obtained through a greedy constructive heuristic, scheduling
patients based on priority and suitability of caregivers allocated. This first solution
is improved using 8 different search neighborhoods. The metaheuristic is considered
adaptive because the neighborhoods to search are ordered by their potential to find
good solutions. The same metaheuristic is used in Liu et al. [16], highlighting the
increased difficulty of designing neighbourhoods for vehicle routing problems with
interconnected routes, a consequence of the synchronization feature of manyHHCR-
SPs. The results presented by the author for tuning the metaheuristic are three tables
with little readability. Rest et al. [19] suggest three Tabu-Search inspired method-
ologies. The initial solution is generated with a greedy heuristic, where all visits are
inserted into the solution, first based on preference, then non-rejection and skill-level
requirements and finally all services are inserted based on objective function cost.
The initial solution may be infeasible. The neighborhood is based on shifting ser-
vices between routes and the differences between the three methodologies concern
the size of the neighborhood searched.

Examples of population based methods include Akjiratikarl et al. [2], who imple-
ment a Particle-Swarm Optimization (PSO)-based algorithm, which combines local
improvement techniques. The algorithm explores the solution space globally with
the evolutionary search characteristic of the PSO but also exploits neighbouring
solutions through swap and insertion local search procedures. Initial solutions are
generated based on the earliest time priority. The authors compare different vari-
ants of the algorithm and select the best based on ANOVA results. An ant-colony
optimization algorithm combined with a memetic algorithm is the solution method
implemented inDecerle et al. [6]. The parameters are said to have been set empirically
and the author is warned about how the application of the algorithm to other problems
may influence its performance. Nevertheless, they compare different algorithms by
establishing a limit on run-time and assessing the objective function. Du et al. [9]
introduce a genetic algorithm and a hybrid genetic algorithm, for which they provide
the values of the parameters used without further comments, with a population size
of 500, probabilities of crossover and mutation of 0.5 and the termination criteria
being 3,000 generations. Another hybrid genetic algorithm is proposed in Shi et al.
[22], where the authors consider fuzzy demands. The efficiency of the algorithm is
tested by considering different features of the problem, for example, deterministic
versus stochastic demand.

The only workwe could find applying the BRKGA to the HHCRSPwas presented
in Krummer et al. [15], considering time-windows, synchronization and different
caregiver qualifications. As previously clarified, our work differs by solving the
problem where caregivers are homogeneous and where the most relevant problems
is how to allocate them to two different types of teams. The latter problem is more
closely related to the social care context and has not been explored in the literature.

One of the common characteristics of the above mentioned works is that they
do not detail the process used for configuring the applied the metaheuristics. An
exception is Akjiratikarl et al. [2], who share that they use the Taguchi design of
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experiments and use it to set the balance between global exploration and local
exploitation of the algorithm. As far as the authors know, performance profiles have
not been used to analyse metaheuristic configurations. These profiles were introduce
to compare solvers on a set of problems with different sizes [8]. We propose to look
at the configurations as though they were solvers being compared with each other.

3 Problem Description: A Home Care Routing
and Scheduling Problem

A set of patients requires one daily task, i ∈ NC , associated to different durations
of care, Wi , which must be provided at the patient’s residency. The patients are
available at a pre-defined time-window, [ei , li ], and the care they request may require
the presence of one or two caregivers, RC

i . Tasks requiring one caregiver are usually
placed by more independent patients and are thus denominated semi-dependent,
i ∈ NS whereas tasks requiring two caregivers are frequently placed by patients
whose mobility is compromised and are, therefore, denominated bedridden, i ∈ NB .
A task of a bedridden patient requires services which are more physically demanding
such as transferring patients from the bed to living room or giving them baths while
lying on the bed. All tasks are classified as either semi-dependent or bedridden:
NC = NB∪̇NS .

The care is provided by a homogeneous set of AC caregivers, with a maximum
shift length, H . They must start and finish their routes at the day-care center. The
caregivers travel in cars and the number of available cars, Q, usually lower than
the number of caregivers. The service provider organization assigns the caregivers
to teams, k ∈ V , of either one or two caregivers, denominated single, k ∈ VS , and
double, k ∈ VD , teams respectively. Set V = VS∪̇VD , where |VS| = min{Q, AC }
and |VD| = min{Q, � AC

2 �}. The number of teams on the solution must be less than
or equal to the number of vehicles. Equally, the sum of the number of caregivers in
each team (Mk) on the route plan must not exceed AC .

Currently route design is performed independently for single and double teams,
with the number of teams of each type fixed a priori. Single teams serve semi-
dependent patient while bedridden patients are served by double teams, exclusively.
We aim to introduce flexibility into route design by allowing bedridden patients to
be served by two synchronized single teams and by allowing double teams to serve
semi-dependent patients. Synchronization reduces the need for double teams. At
the limit, all bedridden services could be performed by synchronized single teams.
However this is frequently impossible due to the constraint imposed by the number
of vehicles limit. Additionally, shifting some of the semi-dependent demand to a
double teams may allow a reduction in the number of caregivers required to answer
the same demand for care.
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The problem then consists on deciding how to allocate the tasks to teams, how
many teams of each type to choose, when to use synchronization and the sequence by
which visits should be performed. The selection of teams of each type is influenced
by factors such as the proportion of demand for each service type (semi-dependent vs.
bedridden) or the geographical locations of services. The objective function can be
mathematically formulated as given by Eq.1. Parameter Ti j stands for the traveling
time between two locations and decision variable xi jk is equal to 1 if team k travels
from node i to node j , and 0 otherwise. The problem is mathematically formulated
in Aguiar et al. [1].

min
x

∑

k∈V

∑

i, j∈N
(Ti j + Wi )Mkxi jk (1)

Notice that if a semi-dependent service is allocated to a double team the objective
function will be penalized as the service duration is multiplied by the number of
caregivers providing the task.

4 Methodology

We propose a BRKGA to solve this variant of the HHCRSP problem. The general
framework of the algorithm is introduced in Sect. 4.1, followed by the description of
the steps in the decoder (Sect. 4.2) and finally Sect. 4.3 highlights relevant aspects
of the methodology configuration, namely the control flow and tuning process.

4.1 The Biased Random-Key Genetic Algorithm

Biased Random-Key Genetic Algorithms are frameworks to build heuristics to solve
combinatorial optimization problems, which can be applied to a wide range of prob-
lems. Being an evolutionary algorithm, in each generation a population evolves by
producing offspring and by introducing mutants. Each individual in a population
represents a solution. In other words, for each individual there is a corresponding
chromosome, composed of a vector of genes, encoding the solution. The genes take
on values, called alleles, which vary between 0 and 1, the so-called random keys.
This encoding of solutionswas introduced byBean [3]with theRandom-KeyGenetic
Algorithms (RKGA). A decoder maps the vector of random keys to a solution of the
optimization problem and computes its fitness [13].
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Algorithm 1 : The framework of the BRKGA
Require: p, pe, pm , ρe
1: Generate initial population with p vectors of random keys
2: while Stopping criteria not met do
3: Decode each solution in the population
4: Sort solutions by fitness
5: Classify solutions as Elite or Non-Elite
6: Copy Elite solutions for next generation
7: Generate mutants for next generation
8: Generate offspring and add it to the next generation
9: end while
10: return Decoded Best Solution

An overview of the BRKGA framework is presented in Algorithm1. The method
starts by generating an initial population of p individuals, with each allele determined
randomly. Then, the fitness for each individual is calculated using the decoder and the
population is partitioned into the Elite set, composed of the pe individuals with the
best fitness (pe ≤ p

2 ) and the other p − pe individualsmake up theNon-Elite set. The
Elite solutions are copied to the next generation followed by the addition of the pm
mutant solutions (vectors with all the alleles randomly generated). The copying of the
Elite individuals implements the concept of the survival of the fittest. The remainder
p − pe − pm individuals of the population are offspring resulting from parametrized
uniform crossover (introduced by Spears & De Jong [24]). Each offspring inherits
the allele from the Elite parent with probability ρe. This is the point where BRKGA
differs from the RKGA. While in RKGA the parents are chosen randomly among
all individuals in a population, in BRKGA one parent is selected from the Elite
individuals and the other from the Non-Elite individuals. The population evolves
until meeting a stopping criteria. One very interesting aspect of this metaheuristic is
the separation between the evolutionary part (which is problem independent) and the
fitness assessment (which is problem dependent)—the decoder [12]. Depending on
the decoder, the methodology may even be considered a hybrid metaheuristic [18].

4.2 The Decoder

A decoder is usually a deterministic heuristic that translates the Random Key vector,
i.e. the chromosome, into a solution as fast as possible. Therefore, decoders are
usually constructive heuristics [18], as the one proposed in this work. A chromosome
is a vector of n random keys in which each position is associated to a task. The
decoder then takes each task (i.e. each gene) and assigns it to the route(s) with
the minimal insertion cost, while complying with problem constraints. Our decoder
comprises essentially two algorithms, a main one which receives a task, assesses its
type and decides where to insert it by calling the second algorithm, the insertion cost
calculation.
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Fig. 1 Decoder scheme

Fig. 2 Chromosome representation

Figure1 presents a scheme of the main steps of the decoder. The decoder receives
the chromosome which is made of gene-allele pairs and sorts by ascending order
the tasks (genes) in accordance with the values of the Random Keys (alleles). For
instance, Fig. 2 shows a chromosome for a problem with 6 tasks, i.e., the chromo-
some is a vector of alleles, say < 0.5, 0.3, 0.2, 0.7, 0.1, 0.6 >, where each position
corresponds to a task, say < task1, task2, …, task6>. The decoder firstly reorders it
according to the value of the alleles. The ordered vector will then be < 0.1, 0.2, 0.3,
0.5, 0.6, 0.7 > that translate into O = < task5, task3, task2, task1, task6, task4 >.
Each task in O must then be inserted into the solution. For semi-dependent services
(i ∈ NS) the insertion cost into each route is calculated and, if it exists, the least cost
insertion is chosen and the solution updated. In turn, for bedridden services (i ∈ NB),
the insertion tests comprise only double routes and a pair of single routes, implying
synchronization. When the task cannot be inserted into the solution, the solution is
infeasible and the decoder returns ∞ as its fitness value. The algorithm for insertion
cost into a route also verifies many of the problem constraints.
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4.3 Configuration Methodology

The general components in evolutionary algorithms are the mutation, crossover and
selection operators. To some extent, these components can exist independently from
the rest of the algorithm and are called by it in sequence. Different implementations
may call the operators in different orders (e.g. crossovermay be done beforemutation
or the other way around). Each component may also be characterized by a set of
parameters, whose values are set by the algorithm designer. The configuration of a
metaheuristic is defined as the specific control flow and the specific set of parameter
value it uses [21].

The configuration of an algorithm may have a great influence on its performance,
both in terms of solution quality and of search efficiency.However, there is no optimal
configuration that solves all problems and all their instances [23] and therefore the
configuration process is often a difficult and time-consuming phase. After making
the solution representation choices, the control flow is set through trial-and-error
and the values for the parameters are obtained empirically. Furthermore, the control
flow and parameter values influence each other, which renders the configuration
process even more difficult. Regarding control flow, the original BRKGA randomly
generates the initial population (Elite and non-elite). In the current work, a different
approach is followed to create the initial Elite population. This additional step is
needed since, for larger instances, the metaheuristic does not easily find feasible
solutions when tasks are ordered from a randomly generated chromosome. An initial
solution is created attributing equally spaced values between 0 and 1 to the tasks,
based on earliest times of tasks visiting time window (ei ). For instance, suppose a
problem with 6 tasks where the time window earliest time, in an ascending order,
renders the sequence: task 3, task 4, task 2, task 5, task 1, task 6. The corresponding
chromosome is the vector< 0.8, 0.4, 0, 0.2, 0.6, 1>. The initial elite population will
then be formed by replicas of this vector.

Parameter tuning was conducted in two phases. The first phase was dedicated to
parameters related with the composition of the population, namely, the values of a,
the factor that determines the size of the chromosome population as a function of
the number of tasks (a ∗ n), pe, the percentage of elite individuals in the population
and pm , the percentage of mutant individuals in the population. In order to do so, a
full-factorial design of experiment was followed. Since the BRKGA metaheuristic
is stochastic, each combination was run for different seeds to assess the variability
of results. After choosing one combination, the remaining parameters, ρe, the prob-
ability of inheriting an allele from the elite parent and g, the number of iterations,
were tuned (the second phase).

The evaluation of different values for the parameters is done through performance
profiles, similar to those proposed byDolan andMoré [8]. They present the advantage
of allowing the comparison of problems with different sizes. After deciding which
are the relevant measures (in our case the objective function and the run-time) the
benchmark results are obtained by running the metaheuristic with the configuration
c, from the nC configurations established in the full-factorial design, for a set of n�
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problems of different sizes. For each problem and configuration, results are obtained
for nS seeds.

The analysis of results is performed on ratios. Let tπ,c,s denote the measured
performance of configuration c ∈ C , on problem π ∈ �, with seed s ∈ S, for a
specific metric and, assuming that tπ,c,s > 0 and that lower values of tπ,c,s indicate a
better performance, the performance ratios are then given by Eq. (2),

rπ,c = tπ,c

min{tπ,c,s : c ∈ C, s ∈ S} (2)

where

tn,c = 1

nS

∑

s

tπ,c,s and nS = |S|.

The expression min{tπ,c,s : c ∈ C, s ∈ S} represents the best known objective
(BKO) for problem π . Performance profile of a configuration c ∈ C (combination
of parameter values) is the empirical cumulative distribution function for the ratios
rπ,c. It is defined by Eq. (3),

δc(τ ) = 1

n�

|{π ∈ � : rπ,c ≤ τ }| (3)

with δc(τ ) being the probability that configuration c is within a factor τ of the best
performance over all configuration of all problems π ∈ �. As such, each result for
a problem is only compared with results for that problem when determining rπ,c.

5 Results and Remarks

The metaheuristic was implemented using the programming language python, ver-
sion 3.7.4, and run on a computer with an Intel(R) Core(TM) i5-8500 CPU @
3.00GHz 3.00GHz processor and 8 GB of RAM. The instances used for the bench-
mark tests were adapted from Mankowska et al. [17]. In these instances, shared
visits include both synchronizations and services with a given precedence relation,
i.e., some tasks can only be performed if another task has been performed previ-
ously. In the current work, it is assumed that all shared visits need to be serviced
by two caregivers (either on a double team or by the synchronization of two single
teams). Also, the traveling time between nodes is reduced to a third, representing
more closely the conditions of the partner organization. From the set of problems
we use the 10 available instances of sizes 10, 25 and 50, adding up to 30 different
instances (or problems) of 3 different sizes. The problem size indicates the number of
tasks in that instance. After completing the configuration process, the instances are
also solved with the chosen configuration in Sect. 5.3, for performance comparison
with the exact method.
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Table 1 Parameters of BRKGA

Identifier Name Range

p Population Size a ∗ n

a Factor a {2, 5, 10}
pe Elite Population Size ∈ ]0.1p, 0.3p]
pm Mutant Population Size ∈ ]0.1p, 0.3p]
ρe Probability of inheriting allele

from fittest parent
∈ ]0.5, 0.8]

g No. Generations 100–1000

The configuration performance profiles can be used both for control flow and
tuning configuration alternatives, but in this work the methodology is tested for the
tuning phase. The first phase of tuning concerned the parameters associated with the
population, precisely p, or factor a, to be multiplied by n, pe and pm . The range of
values tested for the parameters are made available on Table 1. For the first stage of
tuning, the tuning of population-related parameters, the 3 parameters, a, pe and pm ,
assume 3 different values, leading to 27 different combinations tested, henceforth
denominated configurations. In turn, each configuration is run for 5 different seeds.
Parameter p is established by multiplying factor a by n, the number of tasks in each
instance. Therefore, each configuration in the first stage is identified as (a_pe_pm).
The values for pe and pm are codified as 10% = 1, 20% = 2 and 30% = 3. In the
first stage the values for ρe and g are fixed to 0.7 and 500, respectively. Although
not shown, the choice of 500 generations was further validated concerning algorithm
convergence. Then, in the second phase, parameters ρe and g are tuned, where each
configuration is represented as (ρe_g). The two measures chosen to assess the con-
figurations are the objective function value, assessing the quality of the solution and
the run-time, assessing the efficiency of the metaheuristic.

5.1 First Phase

Figure3 shows the performance profiles for the Objective Function (OF) test runs.
Each line represents a different combination of values for the parameters. The three
colors indicate the value for parameter a in each of the configurations (a differ-
ent configuration). The lines represent δc(τ ) for the performance measure OF. One
of the most relevant information to retrieve from the performance profiles is the
point at τ = 1, as it represents the probability of that configuration having the best
performance (several configurations can have the same performance). In Fig. 3 the
configuration guaranteeing the highest percentage of problems solved attaining the
BKO has a = 10 and the guaranteed percentage is around 54%. Looking at Fig. 4,
that configuration is identified as (10_3_3). Another relevant conclusion to retrieve
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Fig. 3 Performance profile
for OF benchmark tests
(a = 2, 5, 10)

from Fig. 3 is the valuemax(τ ) = 1.056, indicating that for all tested configurations,
the variation between the BKO for a problem and the OF of a solution obtained with
any configuration is 5.6%. The previous result shows that the BRKGA is a robust
method, as robust metaheuristics will have smaller variations of the OF associated
to small changes to their parameters.

Overall, Fig. 3 shows clearly that a = 10 presents the best performance and
a = 2 presents the worst performance. Although this is a common behavior in meta-
heuristcs, this figure also shows that for some configurations, a = 5 presents com-
petitive results.

Setting the parameters pe and pm is less straightforward. There is no configuration
that works well for all problems, as displayed in Fig. 4. However, configuration
(pe = 3_ pm = 3) works well for a equal to 5 and 10. In both cases, the solutions
for all problems are within 2% of the BKO for those instances (yellow line in Fig. 4).
Moreover, the configuration (a_3_3), the yellowish line, dominates almost always
the other remaining parameter configurations. (a_3_3) dominates in at least some
parts of the respective charts, for example, in all charts the yellow line dominates for
(τ = 1). In short, one can say that this configuration is the most likely to attain the
BKO among all configurations studied.

Actually, configuration (a_3_3) dominates all others in chart a = 10 and, in chart
a = 5, (5_3_3) is only partially dominated by (5_1_3), (5_2_3) and (5_2_2). Con-
figuration (5_1_3) has one of the greatest differences of performances for τ around
1% but is a much less robust configuration than any of the other three configurations.
Also, configuration (5_2_3) always dominates or equals the performance of (5_2_2).
The performance profiles of configurations (5_2_3) and (5_3_3) are very similar but
placing the focus on (10_2_3) and (10_3_3), paints a different picture. Configuration
(10_3_3) dominates all other profiles and has more than 50% chance of attaining
BKO. This characterization of results for the OF reinforced by the results for the
run-time measure, presented bellow, lead to the selection of configuration (5_3_3).

Concerning run-time (RT), Fig. 5 shows that there is one configuration with a = 2
that has a probability of having the best performance in run-time in more than 80%
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Fig. 4 Performance profiles
for OF, aggregated by a,
from top to bottom a = 2,
a = 5 and a = 10. Legends
state, from left to right,
parameters a = 2, 5, 10, pe,
where 1 = 10%, 2 = 20%,
3 = 30%, and the same
encoding for pm
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Fig. 5 Performance profile
for RT benchmark tests
(a = 2, 5, 10)

of the problems. For the lines regarding a = 10, the profile leaves the horizontal
line δc(τ ) = 0 at around τ = 4.3, indicating that the best configuration with a = 10
takes 4.3 times more time to run the algorithm (when compared to the best tested
configuration). The main conclusion is that the greater the value of a the longer it
takes to run a test, as it would be expected. Figure5 also depicts that as the value
of a increases so does the difference between the performance of configurations in
terms of RT within the same value of a (as expected). Remember that the values of
τ compare each of the configurations to the fastest configuration. Also the range of
the τ factor is much larger for the run-time measurement (max(τ ) = 11.9) than for
the objective function (max(τ ) = 1.056).

For the values of pe and pm the reverse happens (Fig. 6): the smaller the values of
pe or pm the longer it takes for the algorithm to run. Figure6 shows that configurations
(a_3_3), (a_3_2) and (a_2_3) preform the best, among the three values tested for
parameter a. Also, it can be observed that the performance patterns are very similar
with the previous combinations performing well for all values of a (Fig. 6).

The variations in RT performance are directly related to interactions between the
characteristics of the population, namely its dimension and the numbers of mutants
and elite individuals, with the decoder, which is the heaviest procedure in terms of RT.
The greater the value of a the larger the population and themore times the decoder has
to be applied. The greater the Elite population (pe), the fewer the decoder is called, as
more individuals are copied to the next generation with their fitness already known.
There is usually a difficult trade-off between guaranteeing the quality of solutions
and RT. However, the performance profiles of configuration (5_3_3) attest a most
agreeable compromise.
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Fig. 6 Performance profiles
for RT, aggregated by a, top
to bottom, a = 2, a = 5 and
a = 10. Legends state, from
left to right, parameters
a = 2, 5, 10, pe, where
1 = 10%, 2 = 20%,
3 = 30%, and the same
encoding for pm
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5.2 Second Phase

The second phase concentrates the analysis on the parameters ρe, the probability of
inheriting an allele from the elite parent and g, the number of generations. Perfor-
mance profiles, similarly to what was previously done, report on the measures of the
objective function and the run-time.

Regarding the objective function, the performance profiles are displayed in Fig. 7.
Unlike in the first phase, some patterns are more easily spotted. Looking at τ = 1,
for configurations with g = 100 the profiles start between 30 and 40%, for g = 500
they start between 40 and 50% and for g = 1000 between around 56–78%. This
means that the greater the number of generations the more likely the configurations
are to obtain the best solution. Another interesting analysis is to assess the value of τ

for which δc(τ ) = 1, as it indicates the range of percentage differences within which
all problems (tested) are solved. For example, for configuration (50_100) the worst
objective value for any problem was around 10% worst (τ = 1.096) than the best
objective value found for that problem in any other configuration. For configurations
(80_1000), (65_1000), (50_1000) and (80_500) theworst objective valuewas around
2% of the best objective found, as δc(1.02) = 1. Interestingly, the configuration
(80_500) even dominates (50_1000) in the last interval before hitting the horizontal
line δc(τ ) = 1.

The most straightforward conclusion concerns run-time, see Fig. 8. As expected,
the greater the value of g the worst the performance profile, as greater values imply
more application of the decoder because there are more generations to assess. A
sub-trend is the impact of the ρe on run-time. The smaller the ρe the least time it
takes for the algorithm to run. This happens because the higher the probability of
inheriting an allele from the Elite parent the less likely is the decoder to stop building
a solution. As the offspring will be closer to the Elite parent that, as stated in the
control flow subsection, is feasible, the offspring is also more likely to be feasible.
Thus, the decoder is less likely to stop and assessing the fitness of all individuals in
each generations will take longer.

Fig. 7 Performance profile
for OF measure of (ρe_g)
configurations
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Fig. 8 Performance profile
for RT measure of (ρe_g)
configurations

The performance profiles provide relevant insights concerning the relative per-
formance of different configurations of the BRKGA. They do so in a visual and
rather intuitive manner. The chosen values of parameters (ρe, g) were (80_500) even
though themaximumabsolute run-time for configurationswith g = 1000was around
10min, less than what would be the maximum accepted run-time. Since the perfor-
mance profile for (80_500) regarding the objective function is just slightly worst
than those with g = 1000, but considerably faster, the former configuration was the
selected to compare the BRKGA with the exact method, present in the following
subsection.

We highlight, however, that in the first phase the variation of the objective function
was at most 5.6%, whereas for the second phase, the objective function is at most
9.6%. This is likely due to the fact that 100 generations is too tight for the algorithm
to converge for the configuration (5_3_3).

5.3 Exact Method Versus BRKGA

This section compares thefinal configuration of theBRKGA(a = 5, pe = 3, pm = 3,
ρe = 80, g = 500) with the implementation of the model of the HHCRSP described
in the problem description section. The model was implemented using the commer-
cially available software GAMSStudio 34.2 and solved with CPLEX version 20.1 on
a workstation with a Intel(R) Core(TM) i9-10850K CPU@ 3.60GHz 3.60GHz pro-
cessor with 128 GB of RAM. The analysis presented concerns the solutions obtained
for all ten instances of sizes 10, 25, 50.

Table2 shows the solutions obtained using the exact solution method and the
BRKGA, measured by the objective function values (OF, in minutes) and the per-
formance in run-time (RT, in seconds). As the BRKGA has a stochastic nature, it
was run for 5 different seeds and the maximum and minimum values for each perfor-
mance measure are also displayed in the table. Nevertheless, performance measures
are compared using the average value obtained for the five tests performed with the
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Table 2 Comparison of performances of the BRKGA and the exact method
BRKGA MIP Comparison

Objective function Run-time OF RT gap �OF(%) �RTavg (%)

Size Id max min avg max min avg avg min

10 1 412.5 403.2 406.7 2.6 2.3 2.4 365.5 0.8 0 −11.3 −10.3 −199.8

2 348.0 348.0 348.0 2.4 2.3 2.4 309.0 0.4 0 −12.6 −12.6 −490.5

3 505.9 498.0 502.7 2.4 2.4 2.4 404.2 4.2 0 −24.4 −23.2 42.4

4 393.3 392.4 392.8 3.2 3.0 3.1 363.2 12.7 0 −8.1 −8.0 75.6

5 321.1 321.1 321.1 3.1 2.9 3.0 279.4 2.4 0 −14.9 −14.9 −25.0

6 415.7 412.2 414.3 3.2 3.1 3.2 381.8 0.2 0 −8.5 −8.0 −1491.0

7 368.6 364.0 364.9 3.2 3.0 3.1 350.6 1.3 0 −4.1 −3.8 −138.2

8 391.3 391.3 391.3 2.5 2.3 2.4 334.3 1 0 −17.1 −17.1 −137.6

9 446.1 446.1 446.1 3.0 2.3 2.6 398.7 1.3 0 −11.9 −11.9 −97.2

10 390.0 390.0 390.0 3.4 3.3 3.3 368.4 0.6 0 −5.9 −5.9 −457.0

Average 399.2 396.6 397.8 2.9 2.7 2.8 355.5 2.5 0.0 −11.9 −11.6 −291.8

25 1 810.8 798.3 803.3 22.9 20.4 21.3 742.7 13094 0 −8.2 −7.5 99.8

2 719.5 696.9 705.7 28.3 23.3 24.5 651.2 11301 5.5 −8.4 −7.0 99.8

3 827.8 823.4 824.5 20.7 19.0 19.9 766.1 918 0 −7.6 −7.5 97.8

4 849.2 839.3 843.8 26.5 25.5 26.1 825.2 21346 0 −2.3 −1.7 99.9

5 650.4 614.4 633.6 30.3 28.8 29.5 604.9 7546 4.6 −4.7 -1.6 99.6

6 948.0 919.9 930.6 27.4 20.6 25.3 888.7 20887 4.9 −4.7 −3.5 99.9

7 705.7 662.6 686.7 20.7 18.6 19.1 620.1 2407 0 −10.7 −6.9 99.2

8 753.3 742.9 746.4 24.1 19.0 20.3 688.6 20516 0 −8.4 −7.9 99.9

9 1015.4 915.3 940.4 22.8 19.2 20.8 852.9 48415 5.0 −10.3 −7.3 100.0

10 854.9 820.7 834.7 26.1 21.3 22.7 798.1 41292 5.1 −4.6 −2.8 99.9

Average 813.5 783.4 795.0 25.0 21.6 22.9 743.9 18772.0 2.5 −7.0 −5.4 99.6

50 1 1402.9 1380.0 1390.3 192.2 180.8 187.4 – – – – – –

2 1214.5 1156.5 1180.8 187.6 153.7 174.5 – – – – – –

3 1480.0 1468.0 1475.8 185.8 169.0 176.8 – – – – – –

4 1554.9 1524.1 1545.7 201.3 170.0 182.6 – – – – – –

5 1208.2 1170.5 1184.4 204.7 195.1 201.2 – – – – – –

6 1692.8 1675.3 1684.5 186.9 169.3 178.5 – – – – – –

7 1283.9 1270.4 1278.4 198.7 186.2 192.8 – – – – – –

8 1313.1 1286.8 1299.2 236.5 206.0 220.3 – – – – – –

9 1643.3 1615.6 1625.7 157.2 151.7 153.9 – – – – – –

10 1430.9 1418.8 1425.5 206.5 201.7 203.7 – – – – – –

Average 1422.5 1396.6 1409.0 195.7 178.3 187.2 – – – – – –

BRKGA for each instance. For the size-10 instances, the objective function for the
BRKGA is on average 11.9%worse than the exact solution method. Even though the
run-time is considerably worse, most of the times, it is within the acceptable time for
a company to obtain a solution. In turn, for the size-25 instances, the BRKGA objec-
tive function is about 7% worse, on average, than that of the exact solution method.
However, for this instance size the run-time performances are much different. The
MIP model would sometimes take a long time to even obtain a solution (even longer
to prove optimally), running out of memory for some instances on a computer with
more computing power than the one mentioned above. On average the run time was
around 19 000s. The BRKGA is able to obtain solutions in 30s or less, allowing the
algorithm to be run several times and for the best solution to be presented. If we were
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to consider this methodology (obtaining results for 5 different seeds and selecting the
best as output), the BRKGA would perform around 5.4% worse on average, taking
at most 150s (30 s × 5 seeds). As expected, as the size of the instances increases, so
does the relative performance of the BRKGA. The variation of the objective function
between the two methods decreases from 11.9% to 7%. It is expected that this trend
would continue. Nevertheless, for future work, local search should be explored as a
means for improving the performance of the metaheuristic algorithm and closing the
gap with the exact method. For instances of size 50 the exact method was allowed to
run for 2h but no solution was found. Therefore, even if the solutions of the BRKGA
have a considerable gap, the algorithm is able to produce a feasible solution.

6 Conclusion and Future Work

In this work we applied a BRKGA to solve the home care routing and scheduling
problem, where teams are the routing object. These teams are formed by either one
or two caregivers and serve patients requiring one or two caregivers. The algorithm
decides on how many teams of each type to use, as well as if patients requiring two
caregivers should be served by one team of two caregivers or two (synchronized)
teams of one caregiver.

The tuning of the metaheuristic was done using configuration performance pro-
files, which presents as main advantages the exploration of the performance of dif-
ferent configurations over problems of different sizes and to understand visually
how the configurations compare to one another. Therefore, this approach is particu-
larly relevant when evaluating how general is the method and in communicating this
information visually, avoiding large tables whose analysis is usually challenging. For
the range of tested values, factor a has the greatest impact on the algorithm perfor-
mance in the first phase while the number of generations g had the greatest impact
on the second phase. Factor a determines the number of individuals in a population,
and the larger the number of individuals in the population, the longer the algorithm
takes to run and the better is the solution. A similar performance behavior is verified
for g. The configuration performance profiles also allowed a clear observation of
a sub-trend regarding the probability of inheriting an allele from the fittest parent
ρe. The higher the value of ρe the longer the algorithm takes to run and the better
the solutions yielded. The BRKGA implemented produces solutions for problems of
sizes 10, 25 and 50 in acceptable time, unlike the exact method, which could only
yield solutions for problems up to size-25 taking on average around 19k seconds,
not guaranteeing optimally for all solutions and some tests run out of memory. The
relative performance of the BRKGA improves as the size of the instance increases.

Regarding the future work, we point directions concerning both the problem, the
application of the metaheuristic and the usage of performance profiles. The prob-
lem could be further explored through the study of different objective functions, and
multi-objective analysis by including workload balance objectives. Also, instead of
adapting previously existing instances, tailored ones should be created as well as
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methodologies for solving a multi-period problem. Finally, uncertainty on service
duration should be accounted for, as it is present in the context of the problem. High-
lighting directions for enhancing the metaheuristic, we suggest the exploration of
different procedures for initializing the population, which could impact the conver-
gence of themetaheuristic. Finally, themethodology presented could benefit from the
hybridization with a local search technique to check for improvements in the vicinity
of each solution in the final population. Concerning the future usage of performance
profiles, instead of considering separate sets of parameters in two stages, all the full-
factorial experiment should include all parameters. Considering all parameters in the
would allow for conduction of a more robust analysis.
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An Integer Programming Approach
for Sensor Location in a Forest Fire
Monitoring System

Beatriz Flamia Azevedo, Filipe Alvelos, Ana Maria A. C. Rocha,
Thadeu Brito, José Lima, and Ana I. Pereira

Abstract Forests worldwide have been devastated by fires. Forest fires cause incal-
culable damage to fauna and flora. In addition, a forest fire can lead to the death of
people and financial damage in general, among other problems. To avoid wildfire
catastrophes is fundamental to detect fire ignitions in the early stages, which can
be achieved by monitoring ignitions through sensors. This work presents an inte-
ger programming approach to decide where to locate such sensors to maximize the
coverage provided by them, taking into account different types of sensors, fire haz-
ards, and technological and budget constraints. We tested the proposed approach in a
real-world forest with around 7500 locations to be covered and about 1500 potential
locations for sensors, showing that it allows obtaining optimal solutions in less than
20min.
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1 Introduction

Forest fires are a severe threat to both natural ecosystems and human beings since
forests have an essential role in the global environmental and recreational system,
such as atmospheric carbon absorption, soil erosion reduction, moderation of the
temperature, and regulation of rainfall [1]. So, perturbation into this ecosystem pro-
vokes enormous impacts on fauna and flora, causing economic losses and people’s
deaths, among other problems.

Globally, it is estimated that humans are responsible for around 75% of all forest
fires and much of the increase in fire incidents during 2020 can be directly linked
to human actions [17]. With the advent of COVID-19 pandemic, some governments
diverted resources to the front line fight against the virus, and the forest patrols
and enforcement has been scaled back or stopped altogether [17]. Consequently, the
forests were even more unprotected, increasing the number of fire alerts across the
globe. From the Amazon to the Arctic, in April 2020, the number of fire alerts across
the world was up by 13% compared to last year - which was already a record year
for fire [17].

In Europe, the Mediterranean region is the most affected by forest fire catastro-
phes [15]. Portugal, part of this region, is the country with the highest incidence of
wildfires. According to [16], in 2017, Portugal registered 19105 rural fires, resulting
in a burnt area of 537143 ha, causing more than 100 human deaths. The following
year, 2018, was registered 11450 rural wildfires, with a burnt area of approximately
44078 ha. In 2019, were registered 10841 occurrences of rural fires, corresponding to
41622 ha of the burn area [16]. Although these numbers are decreasing, the number
of fires and the burnt area annually recorded are still very high, which generates a
high economic, environmental, and humanitarian impact on the affected regions.

There is an urgent need to develop strategies that can serve to map the occurrences
and damages caused by forest fires in this context. One possible approach is through
the development of forest monitoring systems via remote sensing [6, 7]. This type
of system consists of spreading a set of sensors in the forest environment to collect
data. The data can be used both to monitor the environment under normal conditions
(without fire occurrence) through temperature, humidity, and CO2 level and quickly
detect anomalies, such as fires, through flame or smoke sensors.

Forest monitoring systems provide authorities support in management, planning,
resource, location, pre-fire planning, and emergency decision support. In a forest fire
situation, a system like this can be determinant since, according to [8, 26], the max-
imum time interval, from ignition to firefighters’ alert response, should not exceed
6min. Otherwise, the fire will be out of control due to the fire’s fast propagation
speed.
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This paper focuses ondefining the locationof sensors inside the forest environment
to constitute a forest fire monitoring system. For this, an integer programming model
was developed, in which some sensors with different technical specifications (cost,
range distance) are considered, and the forest characteristic (forest density and forest
fire hazard) is taken into account to define the optimum position for each sensor.

Location problems have been addressed by optimization, in particular, by integer
programming, since the 1960s. For an overview of the topic, we direct the reader
to the comprehensive book Laporte et al. [19]. Although some work has been done
on locating fire-related resources (e.g. vehicles [11] and stations and trucks in [21]),
decisions related to where to locate sensors in an actual landscape, to the best of our
knowledge, have not been addressed before.

The remainder of this paper is organized as follows: after the introduction, Sect. 2
presents the state of art of the mixed-integer programming models in the context
of forest fire monitoring systems. After that, the parameters and the region used
to build the mathematical model are presented in Sect. 3, and the methodology
adopted is described in Sect. 4. Section5 presents the results and discussion of the
approach developed. Section6 concludes the paper and identifies future paths for
further research on this subject.

2 State of Art

Forest fires are considered complex events in causes, intensity, behavior, variability,
control, size, and severity. Thus, their early detection is crucial since the time of
response will determine the level of damage [9, 24]. For this purpose, at least since
the 1960s, as surveyed in [22], research has been done to support decision-making
to prevent, detect, monitor, and control forest fires with integer programming.

In [4] a mixed-integer linear program is used to model the spatial fire behavior
interacting with suppression placement. The authors defined the study area as cells,
and the fire behavior and suppression placement decision are modeled using nodes
associatedwith the cell centers from raster landscapes. The proposedmodel evaluates
fire arrival times and fire lines intensities based on the direction that a fire spreads
into a cell as a response to spatially explicit suppression placement. The information
of fire spread rates is defined based on Rothermel’s equation, and the maximum
fire line intensity is based on Byram’s fire line intensity [12]. The model presented
also considers “control locations areas” that represent the fire suppression resources,
modeled as decision variables that alter fire spread paths. Thus if a control area is
located at a flammable node, it is assumed that fire will not spread into that node.

A similar approach can be seen in [27]. The authors introduced an algorithm
based on the Delaunay triangulation, shortest path algorithms, and mesh refinement
to evaluate surfacewildfire propagation through a complex heterogeneous landscape.
Geographic Information System (GIS) [23] was used to create a spatial model of the
region, which includes data about fuel, topography, and weather conditions. To com-
pute the dynamics of fire perimeter extension, a fire perimeter growth construction
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method to locate the fire perimeter location is utilized. A fire spread model is also
used to evaluate the maximum rate of fire spread and other fire parameters. In this
approach, each cell’s wind and moisture conditions are defined as constant for some
time to ensure continuous fire environments for the polygons used in the methods to
delimit the area.

A stochastic model of frame spreading prediction is present on [14]. Although
wind speed is considered an unpredictable phenomenon, the proposedmodel can deal
with the unpredictable changes in wind speed. The authors considered this problem a
stochastic shortest path problem. The landscape is represented as a graph network and
the fire propagation time is associated with probabilities for the wildfire arrival time
at a point of interest (residences, firemen camp, etc.). To solve the proposed model,
the Monte-Carlo simulation is used, and a network size reduction methodology is
introduced to optimize the network, removing the redundant edges to speed up the
simulation time.

Another interesting work is found in [25], which proposes an integer linear pro-
gramming model aiming to select the optimal resources to be applied during a plan-
ning period for forest fire extinction. In this case, historical data is used to obtain the
parameters of cost and resource performance.

In [2] four models integrating fire spread in mixed integer programming are pre-
sented in order to solve the location of the optimal resources for the fire forest
problem. The first one is for protecting areas, the second for minimizing burned
areas, and two others considering fire containment problems.

Resource location in large areas such as forests is hard due to the numerous possi-
bilities to locate them. Thus, developing strategies based on mathematical models to
define the optimal position that maximizes forest protection is an important area of
study to support fighting the fire combats. Considering the state of the art presented,
the mixed-integer linear program is a meaningful approach to deal with the sensor
location problem; thus it will be used in this work. Integer programming, since its
beginnings in the late 1950s [18] has been used in location analysis [20].

3 Case Study: Experimental Forest Region

The methodology to be developed in this work, will be applied in the region named
“Serra da Nogueira”, located in the municipality of Bragança, Portugal, as shown in
Fig. 1.

The “Serra da Nogueira” is composed of approximately 13km2, which represents
a large territorial extension and a complex problem for the implementation of a forest
monitoring system. For this reason, an experimental region was defined to carry out
the methodology presented in this work. Thus, an area of nearly 246, 875m2 is
defined as a forest experimental region, which is presented in Fig. 2. This region was
strategically defined due to its heterogeneity, such as different fire hazards, density
levels and presence of agriculture or non-agricultural areas.
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Fig. 1 Serra da Nogueira location

Fig. 2 Forest experimental region
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(a) Forest fire hazard map. (b) Forest density map.

Fig. 3 Forest experimental regions

By the QGIS software [23], it was possible to map this region, considering the
fire hazard and forest density levels. These data are provided by ICNF [16] and
Copernicus [10], respectively, according to the coordinate systemETRS89/PT-TM06
(EPSG:3763) UTM Zone 29N standard with Mercator Transverse Universal projec-
tion.

The fire hazard can be described as the probability of the event occurrence asso-
ciated with the terrain conditions. As presented in [28], the fire hazard encompasses
two dimensions, space and time, which are intrinsically related to probability and
susceptibility. The probability assessment can be based on the historical data of the
event for the region that can be considered an uncertain indicator of the fire occur-
rence [29]. On the other hand, the susceptibility is addressed to aspects of the terrain
considered [29]. A territorial unit will bemore or less susceptible as affected or poten-
tiates the phenomenon’s occurrence and development. In the case of forest fires, a
given area will be more susceptible the better it allows the deflagration and/or the
progression of the fire spreading [30]. According to [29], it is possible to estimate
a fire hazard scale from 0 to 5, according to the previous information presented. In
this way, a level 0 indicates a low fire hazard, and level 5 indicates a high hazard
fire. Another parameter used is the forest density, which describes the size of the
vegetation coverage inside the region demarcated. In this work, the forest density
varies from 0 to 100, where 0 indicates no presence of vegetation and 100 indicates a
high concentration of vegetation in 40m2 can be verified in [3]. Figure3a shows the
forest fire hazard map, whereas Fig. 3b presents the forest density map of the region
considered. Note that fire hazard level is not strictly dependent on the forest den-
sity since it is a variable related to many other parameters; as previously presented,
thence the regions with higher fire hazards are not the same areas with the highest
concentration of vegetation.
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4 Problem Definition and Mathematical Model

The problem herein described aims to decide where to locate a set of sensors of
different types to cover the maximize the coverage (weighted by a hazard index).
The region to be monitored was demarcated by cells of 5m2, with, consequently, 5
meters of distance between the centers of adjacent cells. This measure was defined by
technical experiments, to evaluate the behavior of the sensors over different distances
and constraints of the problem [5, 7].

The cell’s central point is represented by a node, thus considers, a given sensor
k can be placed on a cell j , for j = 1, ..., n, with a given coverage that depends on
the forest density parameter. When a sensor k, for k = 1, ..., l, is assigned to a cell
j , it is necessary to identify which cells i are covered by this sensor. It is important
to mention that it is considered that each sensor is capable of covering points in
any direction, i.e., in 360 degrees. To define if a sensor covers a node, firstly, the
Euclidean Distance, d ji , between the cells’ nodes c, inside the map, is evaluated by
(1).

d ji = ||c j − ci ||2, j = 1, ..., n; i = 1, ..., n. (1)

However, the coverage sensor distance function, vk(c j , ci ), is the k sensor view
and it depends on the forest density of the cell where the sensor is located f dj , the
forest density of the cell that can be covered f di , and also the sensor maximum
covered distance dk

max . Thereby, the coverage sensor distance is given by Eq. (2).

vk(c j , ci ) = dk
max ×

(
1 − f dj + f di

2 f dmax

)
(2)

If the distance (d ji ) between the sensor located on c j and the cell ci is smaller
than the coverage sensor distance vk(c j , ci ), the cell ci is covered by the sensor k
placed on c j cell, that is Eq. (3),

d ji ≤ vk(c j , ci ), (3)

In our model, this information is represented by setting the parameter aki j = 1,
if sensor k located in j covers cell i ; aki j = 0 otherwise. Besides this, the following
notation is introduced:

• n number of nodes (cells);
• l number of sensors that can be assigned to cells;
• ck unit cost of sensor k, k = 1, ..., l;
• b available budget for sensors;
• hi hazard of cell i , i = 1, ..., n.
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Decision variables:

• ykj = 1, if sensor k (k = 1, ..., l ) is located in cell j ( j = 1, ..., n); 0 otherwise;
• xi = 1, if a cell i is covered; 0 otherwise;

Objective function:

Max z =
n∑

i=1

hi xi (4)

Subject to:
n∑
j=1

ykj ≤ 1, k = 1, ..., l (5)

l∑
k=1

ykj ≤ 1, j = 1, ..., n (6)

l∑
k=1

ck

n∑
j=1

ykj ≤ b (7)

xi ≤
n∑
j=1

l∑
k=1

aki j y
k
j , i = 1, ..., n (8)

xi ∈ {0, 1}, i = 1, ..., n (9)

ykj ∈ {0, 1}, j = 1, ..., n; k = 1, ..., l (10)

Objective function (4) maximizes the forest fire hazard covered. Constraints (5)
and (6) state that a sensor is not used or is located in a single cell and each cell can
accommodate at most one sensor. Constraint (7) is a budget constraint. Constraint (8)
is the covering constraint, stating that a covered location must be within the distance
of at least one sensor. Equations (9) and (10) are integrability constraints.

5 Results

The sensors will be fixed on the tree trunks, so at least one tree is required on the
cell indicated by the solution. In this sense, only points with forest density over or
equal to 80 were considered candidates to receive a sensor. This value also ensures
appropriate trees in the region to fix the sensors. Moreover, only the cell with a forest
fire hazard equal to 5 can receive a sensor in this approach. Thence, after a filter
in the cell of the original map, 1499 remains cells on the map to locate the sensors,
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Table 1 Available sensor types

Sensor
Type

Quantity
Available

Unit
Cost (e)

Coverage
Radio (m)

A 10 45 15

B 5 80 30

C 7 180 100

D 5 350 200

E 3 1000 500

being 7495 the sum of forest fire hazard considering all points available. Five types of
sensors were considered, in different quantities, cost, and maximum coverage range,
as presented in Table1.

It is important to mention that the coverage distance varies according to the forest
density, as mentioned in Sect. 4. Thence, the values presented in Table1 correspond
to the maximum value that the sensor can reach when there is no forest density
interference. In practice, the reached values are defined by Eq. (2).

A maximum budget was stipulated to be spent on purchasing and installing sen-
sors. In this way, a solution defines the optimal number and sensor types according
to the budget for each experiment.

Gurobi interface for Python was used to define the model and the general purpose
mixed integer programming solver, theGurobi 9.5 [13], was used for the optimization
in an Intel(R) i5(R) CPU@1.60 GHz with 8 GB of RAMmachine. Python was used
to manipulate the data structures involved.

5.1 Results of Experiment 1

On the first experiment the budget considered was 2000 euros. Figure4 presents
the results of the experimental region, having 5 sensors located: sensor 1—type C ,
sensor 2—type B, sensor 3 and 4—type D, sensor 5—type E .

The cells (or areas) demarcated by green are regions covered by at least one sensor,
while any located sensor does not cover regions in red. It is essential to clarify that
the white areas correspond to cells that are not eligible to receive sensors due to the
forest density or the forest fire hazard constraints already mentioned.

Through the proposed layout, it can be highlighted that the optimal solution is to
locate the more extended range sensors in the areas where there were more points
to be covered to maximize the forest fire hazard covered (e.g. sensor 5, which has
greater coverage capacity, was positioned in the central region where there are more
points to be covered, while sensor 1 and 2, which have less coverage, are in areas
with fewer points blue. Another point that can be observed is that although sensor 1
is in a region of a high concentration of points to be covered, the budget constraint
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Fig. 4 Results considering a budget equal to 2000 euros

did not support the allocation of a higher value sensor and, consequently, greater
coverage capacity.

The cost of this layout is 1960 euros providing coverage of 932 cells, which
corresponds to a fire hazard of 4660 units. In this way, it is possible to reduce
62.17 % in the region’s total fire hazard. It is important to mention that the exact
sensor’s location can be found confronting the cell locationwith themap coordinates,
considering the grid pre-established. The optimal solution for the default relative
optimality gap of 1e − 4 was obtained in 98 seconds (GPU time), using an 8-core
processor and 2316 nodes were explored in 46358 simplex iterations.

5.2 Results of Experiment 2

On the second experiment, the budget considered is 4000 euros. By this way 10
sensors was located as presents in Fig. 5: sensor 1—type A, sensor 2—type D, sensor
3, 4 and 5—type C , sensor 6 and 7—type D, sensor 8—type E , sensor 9—type D,
sensor 10—type E .

In the second experiment, we have the same region used in the first, but this time
we have a higher budget. However, the same behavior observed in the first experiment
can be observed in the second one; that is, the longer-range sensors are allocated in
regions with the highest concentration of points to maximize the sum of forest fire
hazards over surveillance.

The cost of this layout is 3985 euros, providing coverage of 1253 cells, which
corresponds to a forest fire hazard of 6280 units. In this way, it is possible to reduce
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Fig. 5 Results considering a budget equal to 4000 euros

83.79% in the region forest fire hazard. In this experiment, the optimal solution, for
the default relative optimality gap of 1e − 4, was obtained in 65 seconds (GPU time),
using an 8-core processor and 1373 nodes were explored in 75411 simplex iterations.

6 Conclusion

Forest fire causes environmental disasters and physical and financial damage to the
entire ecosystem. For this reason, studying the topic and developing solutions are
of great relevance. Currently, multiple techniques and strategies are being searched,
proposed, and implemented to solve the emergence problem of wildfires. However,
finding an efficient solution to deal with forest fires and replicating them in different
regions is not a simple task due to the forest environment’s complex dynamics.

This work was conducted to solve the problem of locating wireless sensors in a
forest to detect fire ignitions. Being an established approach for location problems, an
integer programming model was developed and tested. The results demonstrate that
the methodology under development has great potential to assist a decision support
system of forest fire detection, in terms of optimal resource location, in this case,
sensors.

The proposed integer programming model obtained optimal solutions to a case
study in the region of Bragança in less than 20min, which is acceptable given the
time horizon of the decision-making process. The model can be extended to deal
with several variants, including (i) using different weights for cells with a different
scale from the one used (e.g., increasing the relative importance of low-risk cells)
and (ii) minimizing the cost with constraints stating which cells must be covered.
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Capacity Allocation Incorporating
Market Equity Concerns: A
Pharmaceutical Supply Chain Case
Study

Catarina Bessa, Raquel Duque, Alexandre Jesus, Cristóvão Silva,
Lukas Eberle, and Samuel Moniz

Abstract Thiswork seeks to improve the efficiency of global pharmaceutical supply
chains by proposing a capacity allocation model that includes an unfairness metric
to balance the response to market needs with economic goals. A three-tier supply
chain deterministic model is developed to include both the Net Present Value (NPV)
and an unfairness metric that accounts for drug shortages. To ensure the validity of
the proposed approach, the model was verified with data collected from a leading
pharmaceutical company. Furthermore, results show the impact of equity concerns in
product allocation, inventory, and investment in capacity decisions within the supply
chain. The trade-off analysis between unfairness and NPV provides an important
decision-support tool for evaluating different scenarios. The NPV of a fairer supply
chain is significant, which proves the importance and feasibility of the proposed
model.

Keywords Capacity allocation · Mathematical programming · Supply chain
optimisation · Fairness metrics

1 Introduction

The performance of pharmaceutical supply chains (PSC) directly impacts the health-
care structure and quality of life of the populations. Such impact comprises not only
the price at which people have access to medication and healthcare services, but also
the continuous availability of those [1]. The latter consequence is often related to the
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capability of the supply chain (SC) to deliver drugs, which is the problem addressed
in this work.

Many supply interruptions are responsible for drug shortages. Take for example
the increase of drug shortages in theUnitedStates, from154 to 456, between 2007 and
2012 [2]. Furthermore, very recent data about covid-19 vaccines show that these have
been distributed unequally. Approximately 85% of all vaccines were administered in
high and uppermiddle income countries, and 75%of those vaccines were received by
just ten countries [3]. On the one hand, if the same amount of vaccines were given to
every country, equality would be applied, but the outcome would be extremely unfair
since countries have different population sizes. On the other hand, a fair outcome
would be to deliver the same relative amount of vaccines to each country. Another
example of equity is the case of food assistance. If the same amount of food is given to
every different region, the outcome is highly unfair since some areas will not be able
to provide enough food, and others will generate waste. So, fairness is the equity
applied to the outcome aimed to create (i.e., provide the same portion of support
according to the demand of each area).

In short, including fairness in capacity planning optimisation is critical to ensure
that the same value is generated for all involved parts (or stakeholders). Although
fairness is a defiant concept from an operations management perspective, it has been
described as the feeling of equity among a set of stakeholders [4]. To address the
challenge of appraising such a feeling, Fehr and Schmidt [4] measured fairness by
comparing the outputs that each stakeholder gets from a specific decision. Those
outputs are presented as utility values and computed through utility functions.

While the most common performance indicators in SC optimisation are related
to economic goals, our work proposes a bi-objective capacity allocation model that
includes an unfairness metric to balance the demand response to the market needs
with an economic goal. The proposed model represents a 3-tier PSC consisting of
two sequential production stages and markets. Unfairness is considered through a
utility function, which measures the degree of inequity in the supply of drugs, as
well as the overall shortage. Aiming at minimising unfairness and maximising the
economic value generated, trade-offs are obtained in the form of a Pareto front. As a
result, the presented decision support tool gives valuable insights into how to allocate
capacity in PSCs to reach the desired values of fairness and efficiency.

Managing PSCs such that capacity planning decisions are made considering sup-
ply unfairness alongside cost-efficiency can be seen as one of the key PSC challenges.
Even so, to the best of our knowledge, supply unfairness has never been addressed
in the context of capacity planning of PSC, and equity and cost-efficiency objec-
tives have never been jointly studied in the literature. In the following sections, we
present the theoretical background, and we introduce the problem description and
model formulation. We then present the results, and the paper concludes with some
remarks and insights on future work.
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2 Related Literature

2.1 Fairness and Utility Functions

The most widely used method to measure fairness is the unfairness aversion model
introduced by Fehr and Schmidt [4], which is quantified by the utility function (1).
The authors state that unfairness is strongly correlated to the feeling of inequity
among a set of n stakeholders. The utility function sums the total amount of utility
(absolute amount of gaining or losing) with the amount of inequity created among
the stakeholders. If we consider an example of a monetary payoff, the total amount
of utility would be the payoff (xi ) of each stakeholder (i), and the inequity would
be the difference between the payoffs. Though, inequity has two different scenarios:
one of disadvantage, the second term in (1), and another of advantage, the third
term in (1). The advantageous situation concerns the stakeholder who earns more in
comparison to the others, while the disadvantageous case concerns the stakeholders
who earn less. Both types of inequities are balanced by a sensitivity coefficient, βi

and αi , respectively. These coefficients might be changed upon the decision-maker
perspective of the situation, as analysed by Tao et al. [5]. Overall, these coefficients
weight the feeling of unfairness created in the stakeholder when facing a situation
of inequity.

The coefficient of advantage (βi ) is usually definedwithin the interval 0 ≤ βi < 1.
Note that βi is less than 1 to avoid the feeling of superiority (i.e., cases in which
the stakeholder would appreciate being in advantage) [4]. Considering a standard
outcome, negative deviations count more than the positive ones, thus αi ≥ βi . The
upper bound on αi is not needed since the stakeholders in disadvantage are often
willing to reduce their monetary payoff if other stakeholders’ payoff is decreased
even more [4].

Utility function (1) has been widely used in different optimisation problems such
as SC facility location, vehicle routing, and project allocation problems [6]. In par-
ticular, it has been applied to study the number and budget of projects allocated to a
department [7] or to measure the amount of shortage in procurement and distribution
decisions [5]. Our approach to model unfairness is based on the work presented by
Tao et al. [5].

Ui (x) = xi − αi
1

n−1
∑

j :i �= j max{x j − xi , 0} − βi
1

n−1
∑

j :i �= j max{xi − x j , 0} (1)

2.2 Multi-objective Optimisation Trade-Off Methods

Multi-objective optimisation methods look for a trade-off between the solutions of
all the objective functions or Pareto optimal solutions. A Pareto-optimal solution
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only exists if there is no feasible solution that can improve one objective function
without degrading the others. Naturally, this definition allows for the existence of
multiple optimal solutions which, when grouped and displayed, form a Pareto front.
The methods can be classified as a priori, interactive and a posteriori methods [8]. In
a priori methods, the decision-maker sets a goal or weight to the objectives before
the resolution. Contrarily, interactive methods are conducted repeatedly, alternating
between calculations and dialogues with the decision-maker until convergence. The
a posteriori methods only include the decision-maker in evaluating the efficient solu-
tions generated, not discarding possible solutions during iterations, which increases
the confidence level of the decision-maker. Despite the computational effort needed,
this advantage is the main reason for their popularity in SC optimisation [9].

One of the most common a posteriori methods is the ε-constraint which consists
of optimising one of the objective functions, constrained by the others. In this field,
Mavrotas [8] proposed the augmented ε-constraint method, AUGMECON, which
avoids weakly Pareto-optimal solutions and accelerates the process of convergence.
This method has been used to conduct the trade-off analysis between unfairness and
cost-efficiency.

3 Problem Description

A 3-tier PSC is considered, as depicted in Fig. 1, where our goal is to optimise the
capacity allocation according to the existing trade-off between Net Present Value
(NPV) and utility of shortage. To fairly supply the markets, we used the utility
function proposed by Tao et al. [5] to consider the utility of shortage, i.e., to account
for the amount of unmet drug demand and the discrepancy of demand response
among markets.

Fig. 1 Structure of the Pharmaceutical Supply Chain
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Pharmaceutical production plants typically use a batch and multi-purpose set-
ting to process different products [10]. This is the case of Active Pharmaceutical
Ingredient (API) production, while drug product production is usually performed on
production lines. For the purpose of this work, it is assumed that the demand for each
different product is the demand of a given market. Furthermore, inventory decisions
and investment in extra capacity are possible to occur in all stages of the SC.

A production-technology fit is given to describe the ability of a manufacturer or
production line to process a specific product. Finally, a simplified product recipe is
considered to represent the association betweenAPI and product. The drug substance
production stage is limited by the API supply and its own capacity.

The main goal is to find the most profitable operation of the network for each
value of unfairness. The model suggests decisions concerning the quantity of API
and drug products produced at each SC tier, as well as the inventory holding levels
and the investments in capacity made at each time period.

3.1 Mathematical Formulation

The indices, sets, parameters and decision variables are defined in Tables 1, 2, 3, 4
and 5. We assume that parameters and variables related to production and capacity
are measured in terms of time, e.g., xait denotes the time spent producing API a in
manufacturer i during period t .

Table 1 Indices

i API manufacturer

e Product manufacturer

j Drug product

a API

t Time period

l Production line

Table 2 Sets

I API manufacturers

E Product manufacturers

J Drug products

A APIs

T Time periods

L Production lines
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Table 3 Parameters

dt Discount factor at period t

R j Sales price of product j (monetary units)

C prod
a Production cost of API a (monetary units)

C prod
j Production cost of product j (monetary units)

Cinv
a Inventory holding cost of API a (monetary

units)

Cinv
j Inventory holding cost of product j (monetary

units)

Csetup Setup cost (monetary units)

Cnew
i t Cost of opening capacity at API manufacturer i

at period t (monetary units)

Cnew
elt Cost of opening capacity at product

manufacturer e, line l at period t (monetary
units)

αdis Coefficient of disadvantage

βadv Coefficient of advantage

Djt Demand of product j during period t (units of
capacity)

Ssetup API setup time (units of capacity)

Umin
i Minimum capacity utilisation for API

manufacturer i (units of capacity)

Umax
i Maximum capacity utilisation for API

manufacturer i (units of capacity)

Umin
e Minimum capacity utilisation for product

manufacturer e (units of capacity)

Umax
e Maximum capacity utilisation for product

manufacturer e (units of capacity)

I ini tj Quantity of product j in inventory at the first
period t (units of capacity)

I ini ta Quantity of API a in inventory at the first
period t (units of capacity)

θaj Required amount of API a for producing one
unit of product j

Qmin
a Minimum batch size for API a (units of

capacity)

Qmin
j Minimum production for product j (units of

capacity)

Bi Minimum investment in API Manufacturer i
(units of capacity)

Bel Minimum investment in product Manufacturer
e, production line l (units of capacity)

r Interest rate
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Table 4 Binary variables

sait

{
1, if API a is being setup in API manufacturer i at period t,

0, otherwise

yit

{
1, if API manufacturer i is opened at period t,

0, otherwise

zelt

{
1, if product manufacturer e, line l is opened at period t,

0, otherwise

hit

{
1, if investment is made in API manufacturer i at period t,

0, otherwise

helt

{
1, if investment is made in product manufacturer e, production line l, at period t,

0, otherwise

Table 5 Continuous variables

m j j ′t Inequity between drugs j and j ′ at period t
(auxiliary variable for linearisation purposes)

η j t Percentage of unmet demand of product j at
period t

w j t Quantity of product j delivered to market at
period t (units of capacity)

xait Quantity of API a produced in API
manufacturer i at period t (units of capacity)

v jelt Quantity of product j produced in product
manufacturer e, production line l during period
t (units of capacity)

knewi t Extra capacity available in API manufacturer i
at period t (units of capacity)

knewelt Extra capacity available in product
manufacturer e, production line l at period t
(units of capacity)

lnewi t Amount of capacity invested in API
manufacturer i at period t (units of capacity)

lnewelt Amount of capacity invested in product
manufacturer e, line l at period t (units of
capacity)

Iat Quantity of API a in inventory at period t
(units of capacity)

I j t Quantity of product j in inventory at period t
(units of capacity)
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The objective function (2) seeks tomaximise theNPVof the entire SC by subtract-
ing the operational costs from the revenue obtained from the drugs delivered to the
markets. The cost terms correspond to the production, inventory, setup and installing
new capacity, respectively. Each cost is specified for both API and product manufac-
turers, except for setup costs. While setup time is discriminated for API production,
setup costs are considered within the production costs of the drug products.

The objective function (3) minimises the unfairness through the utility of short-
age. As referred above, expression (3) considers the shortage amount (first term) and
inequity of unmet demand both in the disadvantageous (second term) and advan-
tageous (third term) situations. Note that the disadvantageous situation considers
the cases where a specific market has more unmet demand than the others, and the
advantageous situation reflects the opposite concern.

max
∑

j∈J
∑

t∈T dt R j w j t −
(∑

a∈A
∑

i∈I
∑

t∈T dt C
prod
a xait

+ ∑
j∈J

∑
e∈E

∑
l∈L

∑
t∈T dt C

prod
j v jelt + ∑

a∈A
∑

t∈T dt Cinv
a Iat

+ ∑
j∈J

∑
t∈T dt C

inv
j I j t + ∑

a∈A
∑

i∈I
∑

t∈T dt Csetup sait

+ ∑
i∈I

∑
t∈T dt C

new
i t lnewi t +∑

e∈E
∑

l∈L
∑

t∈T dt C
new
elt lnewelt

)

(2)

min
∑

j∈J
∑

t∈T η j t + αdis 1
|J|−1

∑
j, j ′∈J: j �= j ′

∑
t∈T max(η j t − η j ′t , 0)

+ βadv 1
|J|−1

∑
j, j ′∈J: j �= j ′

∑
t∈T max(η j ′t − η j t , 0)

(3)

In order to overcome the non-linearity of the objective function (3), a linearisation
was conducted in which the second and third terms were modelled using auxiliary
decision variables m j j ′t . In this way, the objective function (3) can be replaced by
(4) subject to constraints (5)–(8).

min
∑

j∈J
∑

t∈T η j t + αdis 1
|J|−1

∑
j, j ′∈J: j �= j ′

∑
t∈T m j j ′t

+ βadv 1

|J| − 1

∑

j, j ′∈J: j �= j ′

∑

t∈T
m j ′ j t

(4)

m j j ′t ≥ η j t − η j ′t , ∀ j, j ′ ∈ J : j �= j ′, t ∈ T (5)

m j j ′t ≥ 0 , ∀ j, j ′ ∈ J : j �= j ′, t ∈ T (6)

m j ′ j t ≥ η j ′t − η j t , ∀ j, j ′ ∈ J : j �= j ′, t ∈ T (7)

m j ′ j t ≥ 0 , ∀ j, j ′ ∈ J : j �= j ′, t ∈ T (8)

Constraint (9) assures the balance between drugs delivery and shortage. Capacity
constraints are found in (10)–(13). Therefore, the capacity utilisation is held within
the desired limits, both in the API and drug product manufacturers. In restrictions
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(14) and (15), the available extra capacity is given according to investments made
in previous periods of time. Both (16) and (17) represent the inventory balance
equalities forAPI and productmanufacturers. Those consist of equalities between the
production, product delivered, and prior inventory unused. Equations (18) and (19)
set the minimum quantity and batch sizes to produce each API and drug product.
Constraints (20) and (22) guarantee that the capacity investments are only made
in active facilities, while (21) and (23) are both the activation constraints on the
binary variables responsible for the capacity investment as well as the minimum
capacity investment constraints. Expression (24) sets the value of the discount factor
according to the interest rate of each period. From constraint (25) further, variables
are set between the feasible values.

w j t

D jt
+ η j t = 1 , ∀ j ∈ J, t ∈ T (9)

∑
a∈A

(
xait + sait Ssetup

) ≥ Umin
i yit , ∀ i ∈ I, t ∈ T (10)

∑
a∈A

(
xait + sait Ssetup

) ≤ Umax
i yit + knewi t , ∀ i ∈ I, t ∈ T (11)

∑
j∈J v jelt ≥ Umin

e zelt , ∀ e ∈ E, l ∈ L, t ∈ T (12)

∑
j∈J v jelt ≤ Umax

e zelt + knewelt , ∀ e ∈ E, l ∈ L, t ∈ T (13)

knewi t = ∑
t ′∈T:t ′<t l

new
i t ′ , ∀ i ∈ I, t ∈ T : t > 1 (14)

knewelt = ∑
t ′∈T:t ′<t l

new
elt ′ , ∀ e ∈ E, l ∈ L, t ∈ T : t > 1 (15)

Iat = (
I ini ta |(t=1), Ia,t−1|(t>1) ) + ∑

i∈I xait − ∑
j∈J

∑
e∈E

∑
l∈L v jelt θaj ,

∀ a ∈ A, t ∈ T
(16)

I jt =
(
I ini tj |(t=1), I j,t−1|(t>1)

)
+ ∑

e∈E
∑

l∈L v jelt − w j t , ∀ j ∈ J, t ∈ T (17)

xait ≥ Qmin
a yit , ∀ a ∈ A, i ∈ I, t ∈ T (18)

v jelt ≥ Qmin
j zelt , ∀ j ∈ J, e ∈ E, l ∈ L, t ∈ T (19)

lnewi t−1 ≤ M yit , ∀ i ∈ I, t ∈ T : t > 1 (20)

hit M ≥ lnewi t ≥ Bi hit , ∀ i ∈ I, t ∈ T (21)

lnewelt−1 ≤ M zelt , ∀ e ∈ E, l ∈ L, t ∈ T : t > 1 (22)

helt M ≥ lnewelt ≥ Bel helt ,∀e ∈ E, l ∈ L, t ∈ T (23)
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dt = 1
(1+r)t , ∀ t ∈ T (24)

zelt , helt ∈ {0, 1} ∀ e ∈ E , l ∈ L , t ∈ T (25)

sait ∈ {0, 1} , xait ≥ 0 , ∀ a ∈ A , i ∈ I , t ∈ T (26)

v jelt ≥ 0 , ∀ j ∈ J , e ∈ E , l ∈ L , t ∈ T (27)

lnewelt , knewelt ≥ 0 , ∀ e ∈ E , l ∈ L , t ∈ T (28)

η j t ∈ [0, 1],∀ j ∈ J, t ∈ T (29)

yit , hit ∈ {0, 1}∀i ∈ I, t ∈ T (30)

w j t , I jt ≥ 0 ∀ j ∈ J, t ∈ T (31)

Iat ≥ 0,∀ a ∈ A, t ∈ T (32)

lnewi t , knewi t ≥ 0,∀ i ∈ I, t ∈ T (33)

4 Experimental Results and Sensitivity Analysis

We next validate the proposed mathematical model and demonstrate its applicability
to the problem. The model was solved using CPLEX 20.1.0. in a computer with
Intel®Core™ CPU i7-8550U @ 1.8GHz processor and 16 GB RAM.

In our case, we considered a PSC producing 3 APIs in 2 different manufacturers
that supply 4 drug product manufacturers, each composed of 3 production lines. A
total of 6 different products need to be provided over 9years of operation. Note that
not all sites are able to produce all references. The sensitivity coefficients, αdis and
βadv were defined to 0,8 and 0,5 respectively, according to the principle stated by Fehr
and Schmidt [4] that the stakeholder in disadvantage has a stronger feeling of inequity
than the one in advantage. Data collection has been performed to obtain values of
the production capacity and efficiency, nonetheless, those cannot be disclosed due
to confidentiality reasons.

4.1 Computational Results

This section presents the computational results obtained during the generation of
the Pareto front. The method used, AUGMECON, requires the development of two
payoff tables, which set the interval in which the non-dominated solutions are found.
The first payoff table, Table6a, sets the individual optima of the objective functions,
i.e., objective values when individually optimised. The second payoff table, Table6b,
provides the range of values in which the second objective function is optimal and
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Table 6 Pay-off table obtained by (a) individual and (b) lexicographic optimisation

NPV (2) Unfairness (4)
Max (2) 16.53 46.66
Min (4) -4.06 4.16

NPV (2) Unfairness (4)
Max (2) 16.53 35.25
Min (4) -4.06 4.16

guarantees the optimal value of the first objective function. This interval was then
divided into ten equally distanced values of the second objective function. Finally,
the Pareto front was generated by optimising the first objective constrained to each
of these ten values.

Concerning the model performance, numerical results demonstrate that the
CPLEX version 20.1.0 could prove optimality for all runs, having a computational
time of less than 1s. Furthermore, when including expressions (4)–(8) in the formula-
tion, the model results in 2480 constraints, 288 binary variables and 1270 continuous
variables.

4.2 Numerical Results and Practical Implications

The numerical results and practical implications of the conducted optimisation are
further analysed in this section. To that end, the NPV resulting from objective func-
tion (2) is analysed against unfairness, measured by the utility of shortage given by
expression (4). Emphasis should be given to the fact that the utility of shortage is
worse when it increases, thus reflecting the feeling of unfairness.

Considering that the 6 products analysed are arranged in increasing order of their
profit, e.g., product 1 is less profitable than product 2, and so on, Fig. 2 presents the
utility of shortage of each drug product against the overall unfairness created. Figure2
clearly shows that for high values of unfairness, the model results are focused on
maximising NPV, as the most profitable products are chosen to meet the demand
independently of the unfairness created. To achieve the minimum utility, all products
must attain similar unfairness values.

Figure3 illustrates the extent of the trade-off between NPV and unfairness, in
which higher unfairness values allow for superior profit. This means that, in the
most profitable scenarios, a lot of demand is unmet and there is a great discrepancy
among different drugs, making it relatively inexpensive to decrease unfairness. This
is proven by the highlighted part of the graph, between 13.2 and 16.5 r.m.u. (relative
monetary units), where a 43% unfairness reduction is possible with just a 20% NPV
loss. After this threshold, potential improvements in unfairness are significantlymore
costly because all unfairness terms need to be improved.

Figure4 depicts the installed capacity and utilisation along with the different
values of unfairness. Since there is insufficient capacity to meet all the demand,
investments in capacity are required to decrease unfairness. It can be seen that the



48 C. Bessa et al.

0

2

4

6

8

10

12

14

16

18

0510152025303540 CO
N

TR
IB

U
TI

O
N

 O
F 

EA
CH

 D
RU

G 
TO

 T
HE

 U
TI

LI
TY

 
O

F 
SH

O
RT

AG
E 

UNFAIRNESS (UTILITY OF SHORTAGE)
Product 1 Product 2 Product 3 Product 4 Product 5 Product 6

Fig. 2 Utility of shortage per product for each utility of shortage

0

2

4

6

8

10

12

14

16

18

0510152025303540

N
PV

[R
M

U
]

UNFAIRNESS (UTILITY OF SHORTAGE)

43% 
reduc�on

20%
impact

Fig. 3 Pareto-front: The trade-off between NPV and utility of shortage

capacity utilisation increases subtly until up to a utility of 26, and abruptly from
this point until 20. From this value, the capacity utilisation is maximised, and the
unfairness reduction is achieved at the expense of decreasing the NPV significantly.
In other words, to fully incorporate equity concerns in PSC, significant investments
in capacity might be required.

Finally, we also show the relationship between unfairness and productivity
(Fig. 5). Productivity is a measure of practical interest since it provides the ratio
between the value created (outputs) and cost (inputs). As can be seen, decreasing
unfairness has a negative impact on productivity. For lower utility values, the same
decrease of unfairness can be done with little impact on productivity.
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4.3 Sensitivity Analysis

To further understand the impact of modelling fairness in the decision-making pro-
cess, we performed a sensitivity analysis on the utility function (4) as follows:

Scenario I—full equity: both the advantageous and disadvantageous situations
are thought to create a feeling of unfairness. The sensitivity coefficients are set as
αdis = 0, 8 and βadv = 0, 5.

Scenario II—equity on disadvantage: the inequity only creates a feeling of
unfairness in disadvantageous situations, then, αdis = 0, 8 and βadv = 0.

Scenario III—inequity: the weight of the inequity is irrelevant to the utility
created. Then, utility is entirely created by meeting the demand. In this scenario,
αdis = 0 and βadv = 0.
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Figure 6 presents the Pareto front for these scenarios. The differences between
using a common unmet demand objective function (scenario III) and a full utility
function objective (scenario I) can be seen. The tinier difference between the first
and second scenarios proves that, when focusing on decreasing the

5 Conclusions and Future Work

In this work, we propose the inclusion of a fairness metric in the capacity planning
of PSC to tackle supply inequities. To that end, we developed a bi-objective capacity
allocationmodel for 3 stages PSC, aiming to generate cost-efficient and fair solutions.
Our results suggest that a significant amount of unfairness can be tackled with little
impact on economic targets. Future research should extend the model to include
product reallocation decisions within the SC to better follow a fairness strategy
without penalising the economic value generated.
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The Shortest Path in Signed Graphs

Inês Serôdio Costa, Rosa Figueiredo, and Cristina Requejo

Abstract This paper addresses the shortest path problem in a signed graph. Signed
graphs are suitable for representing positive/trust and negative/mistrust relationships
among the various entities (vertices) of a network. The shortest path in a signed
graph can be used to understand how successive relations, even if distant, affect the
dynamics of the network. More precisely, the idea is to understand how the rela-
tion between any two entities is affected when connected through a signed shortest
path. We describe ILP models to obtain positive and negative shortest paths in a
signed graph between all pairs of vertices. We evaluate the ILP models on social net-
work benchmark instances and present computational results. Our results highlight
potential research opportunities and challenges for the social network optimization
community.

Keywords Integer linear programming models · Social networks · Signed paths ·
Flow models

1 Introduction

Signed graphs are suitable objects tomodel connections having some positive/trust or
negative/mistrust relation among the various entities (vertices) of a network. Initially
introduced [2, 8] to represent feelings among people belonging to the same social

I. S. Costa
Department of Mathematics, University of Aveiro, 3810-193 Aveiro, Portugal
e-mail: inesserodiocosta@ua.pt

R. Figueiredo
Laboratoire Informatique d’Avignon, LIA, Avignon Université, 84140 Avignon, France
e-mail: rosa.figueiredo@univ-avignon.fr

C. Requejo (B)
Center for Research and Development in Mathematics and Applications (CIDMA), Department of
Mathematics, University of Aveiro, 3810-193 Aveiro, Portugal
e-mail: crequejo@ua.pt

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. P. Almeida et al. (eds.), Operational Research, Springer Proceedings
in Mathematics & Statistics 411,
https://doi.org/10.1007/978-3-031-20788-4_4

53

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-20788-4_4&domain=pdf
mailto:inesserodiocosta@ua.pt
mailto:rosa.figueiredo@univ-avignon.fr
mailto:crequejo@ua.pt
https://doi.org/10.1007/978-3-031-20788-4_4


54 I. S. Costa et al.

group, signed graphs were later used to model other systems [3, 4, 7], such as
biological networks, international relations networks, risk management networks.
The common point of the various applications modeled on signed graphs is the
presence of a polarized environment and the willingness to consider it explicitly.

In a signed graph, we associate with each connection (edge/arc) a sign, positive
to represent trust relationship, or negative to represent mistrust relationship. Signed
graphs can be used to map the extended relations between the various entities repre-
sented in the graph. Based on the analysis of different elements of the signed graph
(vertices, signed edges/arcs, signed paths, signed cycles, partitions, etc.), it is pos-
sible to extract valuable information about the relationships between the vertices
as well as about the (distant) relations between the various entities represented by
these vertices. The extracted information allows to evaluate the state of the existing
relations between the vertices and the behaviour and interconnection between the
several entities and the network.

Studying the shortest path problem in a signed graph allows us to have a better
knowledge on the extended relationships of the represented entities, particularly
those that take into account the positive or negative relation associated with their
connection. The idea is to understand how the relationship between two entities is
affected when connected through a signed shortest path. With the knowledge of the
signed shortest path one can understand to what extent a reliable relationship can
be in a network. For example, it can be used to understand how information can
be disseminated through entities as a positive/negative information, which means
that the information arrives positive if it reaches an entity as it has been disclosed,
and the information arrives negative if it reaches an entity contrary to the disclosed
information.

We are interested in finding the signed shortest path connection between every
pair of vertices. Based on the sign of the shortest path, we intend to study how the
influence can be disseminated between pairs of vertices of the signed graph. On the
one hand, the influence transmitted from a given origin to a given destination through
a positive signed path (a path with an even number of negative signals) arrives at
the destination as it has been disclosed. On the other hand, the influence transmitted
through a negative signed path (a pathwith an odd number of negative signals) arrives
changed at the destination. With these premises in mind, we study the problem of
the shortest path in signed graphs. The objective is to determine how each element
represented in the graph is able to influence other elements of the graph, positively
or negatively, and at what “speed” that influence occurs. The type of influence is
defined by the sign of the signed path, the “speed” is defined by the length of the
signed path.

The problem of the shortest path in a signed graph was first posed by Hansen [6]
who developed an algorithm, based on the Djikstra shortest path algorithm, to simul-
taneously find the shortest positive and negative, not necessarily elementary, paths
between one vertex and all the other vertices of a signed graph. The algorithm was
named the Double Label Algorithm (DLA). A signed shortest path obtained by this
DLAalgorithmmay contain a single circuitwith negative sign. If it is required that the
obtained paths have no circuits, that is the paths are elementary paths, the algorithm
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is unable to obtain such paths. Hansen [6] proves that the problem of the shortest
elementary signed path is NP-hard. The DLA algorithm was explored by Klamt and
Kamp [9] and used in some applications fromBiology. The enhanced algorithm from
Klamt and Kamp [9] was unable to solve some of the considered instances.

Our contribution in this paper to the shortest path problem in a signed graph is
the proposal of integer linear programming (ILP) formulations. We compare differ-
ent ILP formulations to this problem and report computational experience for the
resolution of instances up to 29 vertices.

2 The Shortest Path Problem in Signed Graphs

A signed graph is a graph G = (V, A), |V | = n, with a sign σi j ∈ {−1,+1} associ-
ated to each arc (i, j) ∈ A, with A ⊆ {(i, j) : i, j ∈ V, i �= j}. A signed graph can be
weighted according to the problemwe are dealing with. Let A+ = {(i, j) ∈ A | σi j =
+1} and A− = {(i, j) ∈ A | σi j = −1} such that A = A+ ∪ A− and A+ ∩ A− = ∅.
We consider that associated to each arc (i, j) ∈ A there is a cost ci j ∈ R

+
0 .

An elementary path P = [i1, i2, . . . , ik] is a sequence of different vertices of V
such that (i�, i�+1) ∈ A, ∀� = 1, . . . , k − 1, and i� �= i�̄ for � �= �̄. Vertex s = i1 is
the source vertex of the path, vertex ik = t is the terminal vertex of the path. We
consider elementary shortest paths. The cost C(P) of a path P is the sum of the
costs of the arcs in the path. In a signed graph G, we define a positive path as a path
with an even number of negative arcs and define a negative path as a path with an
odd number of negative arcs. A shortest positive path between a pair of vertices is a
positive path with the lowest cost. A shortest negative path between a pair of vertices
is a negative path with the lowest cost. Notice that if vertex i is in the shortest path
(positive/negative) from vertex s to vertex t the subpath between vertices s and i is a
shortest path from s to i and may be a positive or a negative shortest path. A negative
cycle is a cycle with an odd number of negative arcs. A (non-elementary) shortest
signed (positive or negative) path may have a negative cycle. Negative cycles can
change the sign of a path and can be used to find a shortest negative path between
two vertices that are only connected by positive paths or to find a shortest positive
path between two vertices that are only connected by negative paths. We want to
obtain elementary shortest signed paths, therefore all the shortest signed paths must
be obtained without negative cycles.

We aim to find a shortest positive path and a shortest negative path in a signed
graph linking any pair of vertices and we want these paths to be elementary. The
signed elementary shortest path problem is NP-hard, as the NP-complete problem
that decides on the existence of an even path (a path with an even number of arcs)
connecting two specific vertices in a graph can be reduced to it (see [6]).
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3 Models for the Shortest Path Problem in Signed Graphs

To model the shortest path problem in a signed graph as an integer linear program
(ILP) we use two sets of constraints: one modeling the path P from a source vertex
to a terminal vertex and the other modeling the sign of the path P . The general model
is as follow

min C(P)

s.t. P ∈ X,
(1)

P ∈ S. (2)

The objective function is to minimize the overall cost C(P) of the obtained signed
path. The set of constraints P ∈ X models paths from a source vertex to a terminal
vertex. The set of constraints P ∈ S models the sign of the path. To define the set
P ∈ X , a set of topological variables associated to each arc (i, j) ∈ A is used to
define the path, indicating whether the arc is selected to be in the solution. We will
describe three alternative models: the first models the shortest path from a specified
source vertex s ∈ V to a specified terminal vertex t ∈ V \{s}; the second models
the shortest paths from a specified source vertex s ∈ V to every terminal vertex
t ∈ V \{s}; and the third models the shortest paths from every source vertex s ∈ V to
every terminal vertex t ∈ V \{s}. For each one of the three alternatives we describe
the corresponding ILP model in the following three subsections: Sects. 3.1, 3.2 and
3.3. The models we describe for the shortest path problem follow flow formulations
and multicommodity flow formulations described in Ahuja, Magnanti and Orlin [1]
and inMagnanti andWolsey [10]. To define the set P ∈ S, we propose two alternative
models: one using integer variables indicating the sign of the obtained path, another
using binary variables indicating the sign of the path arriving at each vertex. These
two alternatives are discussed in Sect. 3.4. The last subsection, Sect. 3.5, introduces
well known cut inequalities used to eliminate (negative) cycles from solutions and
allow to obtain elementary shortest signed paths.

3.1 Model for the Shortest Path Problem from Vertex s to
Vertex t

Consider the shortest path problem from a specific vertex s to a specific vertex t ,
with s, t ∈ V, s �= t . Consider a set of topological binary variables xi j associated
to each arc (i, j) ∈ A, indicating whether arc (i, j) is selected to be in the solution
(xi j = 1), or arc (i, j) is not selected to be in the solution (xi j = 0). Define C(P) =∑

(i, j)∈A ci j xi j . An integer linear programming (ILP) model for the set of constraints
P ∈ X using the usual flow conservation constraints follows:
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∑

i∈V
xsi = 1, (3)

∑

i∈V
xi j −

∑

i∈V
x ji = 0, j ∈ V \{s, t}, (4)

∑

i∈V
xit = 1, (5)

xi j ∈ {0, 1}, (i, j) ∈ A. (6)

3.2 Model for the Shortest Path Problem from Vertex s to
Every Vertex t ∈ V\{s}

Consider the shortest path problem from a specific vertex s ∈ V , to every other
vertices t ∈ V \{s}. Using the set of topological binary variables yti j , defined for each
arc (i, j) ∈ A and each terminal vertex t ∈ V \{s}, indicating whether arc (i, j) is
selected to be in the solution (yti j = 1), or arc (i, j) is not selected to be in the solution
(yti j = 0). Define the paths cost as C(P) = ∑

t∈V
∑

(i, j)∈A ci j y
t
i j . An integer linear

programming (ILP) model for the problem using the usual multicommodity flow
conservation constraints follows:

∑

i∈V
ytsi = 1, t ∈ V \{s}, (7)

∑

i∈V
yti j −

∑

i∈V
ytji = 0, j ∈ V \{s, t}, t ∈ V \{s}, (8)

∑

i∈V
ytit = 1, t ∈ V \{s}, (9)

yti j ∈ {0, 1}, (i, j) ∈ A, t ∈ V \{s}. (10)

3.3 Model for the Shortest Path Problem from Every Vertex
s ∈ V to Every Vertex t ∈ V\{s}

For every pair of source and terminal vertices (s, t), s, t ∈ V, s �= t , consider the
shortest path problem from a source vertex s to a terminal vertex t . Using the set
of topological binary variables zsti j , defined for each arc (i, j) ∈ A and each pair of
source and terminal vertices s, t ∈ V, s �= t , indicating whether arc (i, j) is selected
to be in the solution (zsti j = 1), or arc (i, j) is not selected to be in the solution
(zsti j = 0). Define the paths cost as C(P) = ∑

s,t∈V,s �=t

∑
(i, j)∈A ci j z

st
i j . An integer

linear programming (ILP) model for the problem using the usual multicommodity
flow conservation constraints follows:
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∑

i∈V
zstsi = 1, s, t ∈ V, s �= t, (11)

∑

i∈V
zsti j −

∑

i∈V
zstji = 0, j ∈ V \{s, t}, s, t ∈ V, s �= t, (12)

∑

i∈V
zsti t = 1, s, t ∈ V, s �= t, (13)

zsti j ∈ {0, 1}, (i, j) ∈ A, s, t ∈ V, s �= t. (14)

3.4 Models to Define the Sign of the Path

Next, we describe two alternative sets of constraints P ∈ S for establishing the sign
of the path. One associates a variable to each signed path, defined to specify the sign
of the obtained path. The other associates a variable to each vertex indicating the sign
of the path arriving at that vertex. For each, we consider first the shortest path problem
from a vertex s to a vertex t and then describe small changes to accommodate for
the other shortest path models.

In the first set of constraints, we use a unique variable q ∈ N associated to the path
that counts the number of arcs in the path with a negative sign. When the number
of arcs with a negative sign is even the path is positive, when it is odd the path is
negative. Therefore, when set S is defined by the constraint

∑

(i, j)∈A−
xi j = 2q (15)

a positive shortest path is obtained, having 2q arcs of negative sign. When set S is
defined by the constraint ∑

(i, j)∈A−
xi j = 2q − 1 (16)

a negative shortest path is obtained, having 2q − 1 arcs of negative sign.
We namemodel using constraints (3)–(6) together with one of the constraints (15)

or (16) as model ST -1.
To obtain a model using constraints (7)–(10), a variable qt is associated to each

path from vertex s to every vertex t ∈ V \{s}. Then the constraint (15) or (16) should
be accordingly written using variables yti j and replacing variable q for variables qt ,
hence obtaining a constraint for each path to vertex t ∈ V \{s}. We obtain a set of
|V | − 1 constraints for each option: obtain positive paths using constraints (15) or
obtain negative paths using constraints (16). We name model using constraints (7)–
(10) together with one set of the rewritten and extended constraints (15) or (16) as
model SA-1.

To obtain a model using constraints (11)–(14), a variable qst is associated to each
path from every vertex s ∈ V to every vertex t ∈ V \{s}. Then the constraints (15)
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or (16) should be accordingly written using variables zsti j . We obtain a set of |V | ×
(|V | − 1) constraints for each option: obtain positive paths or obtain negative paths.
We name model using constraints (11)–(14) together with one set of the rewritten
and extended constraints (15) or (16) as model AA-1,

In the second set of constraints, we use binary variables pi ∈ {0, 1}, for all i ∈ V,

indicatingwhether the path arriving at vertex i is a positive path (pi = 1) or a negative
path (pi = 0). The following set of constraints define variables pi ∈ {0, 1}, i ∈ V .

p j ≥ xi j − pi , (i, j) ∈ A− (17)

p j ≤ 2 − xi j − pi , (i, j) ∈ A− (18)

p j ≥ xi j + pi − 1, (i, j) ∈ A+ (19)

p j ≤ 1 − xi j + pi , (i, j) ∈ A+ (20)

Further, initialize the variable ps at the starting vertex s of the path with ps = 1.
Additionally, if path to vertex t must be positive set pt = 1. If path to vertex t must
be negative set pt = 0. Notice that, in the case we do not set pt , we obtain a shortest
path which is a positive path if we get pt = 1, and is a negative path if we get pt = 0.

We name model using constraints (3)–(6) together with constraints (17)–(20) as
model ST -2.

To obtain amodel using constraints (7)–(10) a variable pti is associated to each ver-
tex i ∈ V , for each path from vertex s to every vertex t ∈ V \{s}. Then the constraints
(17)–(20) are accordingly written using variables yti j and by replacing variables pi
for variables pti . We obtain a set of constraints for each path to vertex t ∈ V \{s}.
We name model using constraints (7)–(10) together with the rewritten and extended
constraints (17)–(20) as model SA-2.

To obtain a model using constraints (11)–(14) a variable psti is associated to each
vertex i ∈ V , for each path from every vertex s ∈ V to every vertex t ∈ V \{s}. Then
the constraints (17)–(20) are accordingly written using variables zsti j and by replacing
variables pi for variables psti . We obtain a set of constraints for each path from every
vertex s ∈ V to every vertex t ∈ V \{s}. We name model using constraints (11)–(14)
together with the rewritten and extended constraints (17)–(20) as model AA-2.

3.5 Eliminate Negative Cycles

When using themodels ST -1, SA-1 and AA-1 the obtained pathsmay have a negative
cycle, thus the models obtain positive or negative shortest paths that are non elemen-
tary paths. To guaranty that a negative cycle is not used in the obtained paths, cycle
or subtour elimination constraints must be included in the models (see [11]). For any
subset Q ⊆ V of the set of vertices, |Q| ≥ 2, the well known subtour elimination
constraints ∑

i, j∈Q
xi j ≤ |Q| − 1 (21)
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eliminate any such cycles. These constraints are in exponential number, thus in this
study we consider a small set of these inequalities for sets Q of size 2 and 3. We
adapt these constraints for each topological set of variables y and z, and we name
the new models ST -1∗, SA-1∗ and AA-1∗, respectively, to the models ST -1, SA-1
and AA-1 with the inequalities (21) added for sets Q of size 2 and 3.

4 Computational Tests

The ILP models were implemented in Mosel and computational tests were run using
XpressMP 8.5 with the default options on a computer with an Intel(R) Core(TM) i7-
4750HQ processor, 2.00GHz CPU, and 8GB of RAM.We consider 21 test instances
from [5]. Additionally, just for reference, we also use the small example with 6
vertices from [6], named Hansen. The 21 test instances from [5] are non-complete
graphs of medium size having a number of vertices ranging from 17 to 21. All
instances, but one, are directed and the number of negative arcs is similar to the
number of positive arcs. The instance named McKinn (does not follow these rules)
it is not directed and has more positive edges (246) than negative edges (18). Having
such a few number of negative edges turns the instance difficult when obtaining
negative shortest paths (between all pairs of vertices). Notice that these instances are
not complete and that the total number of arcs of each instance (which is |A+| + |A−|)
is lower than the total number of arcs of a complete graph (which is M).

We obtained computational results using the six combinations of the three shortest
path models with the two signal path models. As we want to obtain shortest paths
between every pair of vertices, we proceed as follows with each model. We run the
models ST -1, ST -1∗ and ST -2 that model the shortest path from a specified vertex
s to a specified vertex t , for every s ∈ V and every t ∈ V \{s}, therefore we run the
models |V | × (|V | − 1) times.We run the models SA-1, SA-1∗ and SA-2 that model
the shortest path from a specified vertex s to every vertex t ∈ V \{s}, for every s ∈ V
therefore we run the models |V | times. We run the models AA-1, AA-1∗ and AA-
2 that model the shortest path from every vertex s ∈ V to every vertex t ∈ V \{s},
therefore we run the models one time.

With each one of the six models we obtain the following. (i) We obtain a shortest
positive path between every pair of vertices, if a positive path exists. These results
are reported in Table1. (ii) We obtain a shortest negative path between every pair of
vertices, if a negative path exists. These results are reported in Table2. Additionally
(iii) we obtain a shortest path, if a path exists, this shortest path may be a positive
signed path or a negative signed path, these results are reported in Table3. The prob-
lem of obtaining in (iii) a shortest (signed) path is easy (polynomial), but obtaining
in (i) a elementary shortest positive path or in (ii) a elementary shortest negative path
are both NP-hard problems.

Using models ST -2, SA-2 and AA-2 we obtain solutions that correspond to
(elementary) positive and negative shortest paths. Using models ST -1, SA-1, AA-1,
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ST -1∗, SA-1∗ and AA-1∗, the positive and negative shortest paths that we obtain can
have negative cycles.

Table1 shows sample results when obtaining all the possible shortest positive
paths and Table2 shows sample results when obtaining all the possible shortest
negative paths. For better layout each table is divided in three parts. The top part
shows results obtained by the models ST -1, SA-1 and AA-1 (thus without the cycle
constraints (21)), and therefore possibly obtaining non elementary paths. The middle
part of the table shows results obtained by the models ST -1∗, SA-1∗ and AA-1∗ with
the constraints (21) included only for sets Q of size 2 and 3, thus it is still possible
that some non-elementary paths can be obtained. The bottom part of the tables shows
results obtained by the models ST -2, SA-2 and AA-2.

In each part, the first seven columns show the information about the problem
instance: name of the instance, number of vertices |V |, number of pairs of vertices
M = (|V | − 1) × |V |, number of arcs with positive sign |A+|, number of arcs with
negative sign |A−|, the value C of the optimum cost of a shortest positive/negative
path obtained between all pairs of vertices, the total number of positive/negative
shortest paths obtained in the optimal solution. Next, for each ILP model identified
in the first line, the respective columns show: the value C for the overall cost of
shortest positive/negative paths obtained, the total number of positive/negative paths
obtained, and the computational times (in seconds) used by each ILPmodel to obtain
the two previous values. When solving the problem a time limit of 3600s (1h) was
imposed. For some instances and models we were not able to obtain solutions within
the time limit, these results aremarkedwith an asterisk ∗ in place of the computational
time used (in such cases we report the cost and the number of paths obtained within
that time limit). Notice that, for each instance and each model it is displayed in
Table1 the number of positive shortest paths and in Table2 the number of negative
shortest paths that is possible to obtain between all pairs of vertices, these values are
reported in columns named |P+| and |P−| (respectively).

The cost values obtained using models ST -1, SA-1 and AA-1 (displayed in the
top part of Tables1 and 2) and models ST -1∗, SA-1∗ and AA-1∗ (displayed in the
middle part of Tables1 and 2) represent lower bounds on the optimal solution value
when the number of shortest signed paths obtained is equal to the number of shortest
signed paths of the optimal solution. For example, consider instance Monk2. Using
models ST -1, SA-1 and AA-1, the obtained cost of the shortest paths is 1042 for
306 positive paths (see Table1, first part). The number of shortest positive paths in
the optimal solution is also 306 thus the cost value of 1042 represents a lower bound
on the optimal cost value. The cost values do not represent lower bounds when the
number of shortest signed paths obtained differs from this number in their optimal
solution. This means that the obtained solutionmay have some non-elementary paths
(if having some negative cycles). These cases aremarkedwith an asterisk ∗ next to the
number of paths obtained that differ from the number of the optimal solution. When
these values (cost and number of paths) are greater than the corresponding values
in the optimal solution we may conclude that it is possible that a non-elementary
shortest signed pathwas obtained for some pairs of vertices that do not have a shortest
signed path. This is the case of instance bddate. Using models ST -1, SA-1 and AA-
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1, the obtained cost of the shortest paths is 565 for 272 positive paths (see Table1,
first part), however the number of shortest positive paths in the optimal solution is
271 therefore the cost value is not a lower bound on the optimal cost value (which
is 562). For example, with instance aroomm, using models ST -1, SA-1 and AA-1,
the obtained cost of the shortest paths is 1012 for 420 positive paths (see Table1,
first part), however the number of shortest positive paths in the optimal solution is
419. Still instance aroomm, using models ST -1∗, and SA-1∗, the obtained cost of
the shortest paths is 1026 for 420 positive paths (see Table1, middle part), which
is greater than the number of shortest positive paths in the optimal solution that is
419, therefore the cost value is not a lower bound on the optimal cost value, which
is 1021. In both non-optimal solutions, paths with negative cycles were found.

Models ST -1∗, SA-1∗ and AA-1∗ having the cut constraints (21) for sets of size
2 and 3 became very hard to solve. However, using models ST -2, SA-2 and AA-2
we were able to obtain shortest signed paths using a few seconds for most of the
instances. The instance named McKinn proved to be very hard to solve, however
we were able to obtain shortest positive paths between every pair of vertices using
models ST -2, SA-2 and AA-2 in less than 35s and we were able to obtain shortest
negative paths between every pair of vertices using models ST -2 in less than 50s.

Just for reference, Table3 shows sample results for obtaining the shortest paths
between all pairs of vertices. This table is divided into two parts. In the first part we
show results obtained using models for the sign of the path using variables q and
constraint ∑

(i, j)∈A−
xi j ≤ 2q (22)

for describing set S. In the second part we show results obtained using models for the
sign of the path using variables pi and constraints (17)–(20) for describing set S (and
not setting a value for variable pt ). In these two cases the shortest path is obtained
as we do not set the path to be positive or negative and at the end we identify if the
obtained path is a positive or a negative shortest path. For each part, from left to
right we show the information about the problem instance (similarly to the previous
tables), followed by details of the solution obtained with each ILPmodel identified in
the first line (number of positive paths obtained, number of negative paths obtained,
computational time in seconds used to obtain the solution). The number of positive
and negative paths that are a shortest path for each instance is displayed, for each
model, in columns named |P+| and |P−|, respectively. The obtained cost value is the
cost of all the shortest paths between all pairs of vertices. Notice that when obtaining
the shortest path in case of existence of alternative optimal shortest path positive and
negative the number of positive and negative paths obtained by each model may be
different. This number is not the same for all the models as in most cases there are
alternative paths. However it is smaller than or equal to the number M of pairs of
vertices. For some instances, for instance, for the smaller instance named Hansen
this number is less than M meaning that for some pairs of vertices there is no path at
all connecting the two vertices. The computational results show that the solutions to
all instances were obtained quite quickly using only a few seconds of computational
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time. The fastestmodel to obtain all the possible shortest paths ismodel SA-1 and, for
each instance, all the shortest paths were obtained in less than 10s, except instance
McKinn that used less than 30s.

5 Conclusion

We considered the shortest signed path problem and presented ILP models to obtain
the shortest positive paths and the shortest negative paths between all pairs of vertices.
Obtaining elementary signed paths is a NP-hard problem. For a set of medium size
instances, we were able to obtain shortest positive paths and shortest negative paths
between every pair of vertices using one of the proposed models in less than 50s.
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The Break Point: A Machine Learning
Approach to Web Breaks in Paper Mills

Márcia Dias, Nuno Lourenço, Cristóvão Silva, and Samuel Moniz

Abstract Having efficient manufacturing processes requires accurate failure detec-
tion to reduce equipment downtime. This paper presents amachine learning approach
for predicting web breaks in tissue paper machines. Web breaks prediction plays a
key role in ensuring product quality and sustainable use of energy, water, and other
resources. The proposed approach can identify moments of high risk of web break
occurrence during the regular operation of the paper mill. A large-scale industrial
problem from a paper company is used to validate the machine learning model.
Results show that web breaks are successfully classified with an accuracy of 86%,
reducing production losses by up to 6000 tons of paper per year and cutting water
waste by 100.000 litres per day. Indeed, the proposed approach can properly detect
operational deviations and alert to a high risk of web breaks, which avoids possible
incoming failures and equipment downtimes, helping to secure product quality and
a sustainable use of the resources.

Keywords Machine learning · Decision trees · Paper industry ·Web breaks

1 Introduction

The production of tissue paper involves two main steps. The first step consists of
making the paper pulp, while the second step is responsible for transforming it into
paper. This second step is performed in a tissue machine where three main stages
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Fig. 1 Process stages in a paper machine and variables selection

occur: formation, drying, and reeling (see Fig. 1). The process starts by compressing
the pulp in the formation roll to create the web, which is then forwarded to the drying
stage to be dewatered bymechanical and evaporation processes. In the final stage, the
web is reeled into the final product—jumbo rolls. During this process, anomaliesmay
result in the breakage of the web. According to the literature, web break problems
result in production losses varying between 7 and 12% [3, 4]. However, the waste
generated can be even higher, with web breaks representing production losses of up
to 35% per day, which is the case we address in this work. In addition to a significant
decline in the production output, web breaks also increase the number of defects in
the jumbo rolls, which consequently deteriorates the value of the paper in the market.
Thus, predictingweb breaks contributes not only to improve the productivity, quality,
andvalueof tissuepaper, but also to theoperationof sustainable productionprocesses.

To address this problem, we propose a data-based procedure to predict, in real-
time, the occurrence of web breaks in tissue paper machines. Relevant works focused
on predicting web breaks present less integrated models as they use modelling vari-
ables determined in an offline manner [12]. Here, we developed a machine learning
model that aims to anticipate the occurrence of web breaks with high accuracy and in
an online fashion while using a reduced dataset. Although paper machines are usu-
ally heavily instrumented with many sensors, missing data often occurs due to the
sensors’ failures. Thus, fewer modelling variables are used to develop a more robust
model to sensor errors. Our work contributes to the literature in three significant
ways:

1. tissue paper is a technological product, inwhich hundreds of variables influence its
manufacturing process. Our approach can effectively translate this process into
a reduced set of variables and successfully identify web break patterns. Using
fewer modeling variables, compared with preceding models from the literature,
avoids data unavailability, minimizes the effects of sensor errors on the model,
and provides a more compact data-driven procedure. Besides, further information
about the process can be provided in real-time to the machine operators that can
act preventively before the web breaks occurrence;
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2. we propose a data-driven model that uses real-world production data to sup-
port effective decisions that leverage the productivity of recent and technologi-
cally advanced tissue machines. Even though modern tissue machines have been
designed to prevent web breaks and improve efficiency, those are still associated
with significant production downtimes;

3. the proposed data-driven procedure copes with the increasing pressure to leverage
the production efficiency of continuous production environments.

1.1 Problem Description

The problem under study is to predict web breaks. Web breaks are critical process
anomalies that are generally hard to predict due to the difficulty of investigating their
root causes. These anomalies tend to occur more frequently at the end of stage 2 of
the tissue paper machine, as shown in Fig. 1. Jumbo rolls that exceed the number of
breaks that the client is willing to accept are discarded. These rolls are reincorporated
in the process, resulting in a loss of capacity and increased production costs.

Compared with previous works in the literature, our approach uses a reduced set
of variables and data measurements due to the impossibility of capturing data from
some sensors in an accurate and reliable way. Therefore, we did not consider other
variables that are typically related toweb breaks, such asweb tension, web resistance,
holes in the web, and side cut quality. And, for instance, we only consider the fiber’s
refining as a binary variable (showing if it is in use or not in use), instead of being
analyzed by its power, pH, or time in use. Moreover, we did not use variables that
are measured downstream of the web break. This means that quality measurements,
such as paper strength, were not considered. These modeling decisions avoid the use
of variables that are not measured automatically by the machine sensors, preventing
human errors and favoring an online application of the model. With this procedure,
we can overcome data unavailability andminimize the impact of measurement errors
on the model, resulting in a more compact approach.

Lastly, there is another additional point that distinguishes our industrial case.
Since this study has been conducted in a very recent machine, we can argue that
modern and highly technological machines still suffer web break problems. Thus,
the development and application of data-driven methods are essential to increase the
efficiency of these complex processes.

This paper is organized as follows: Sect. 3 presents the proposed data-driven
methodology. Section4 presents the principal results of the approach and its crit-
ical discussion. Finally, Sect. 5 presents the conclusions of the paper.
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2 Related Literature

Machine learning methods can be categorized as supervised and unsupervised learn-
ing. In supervised learning, the algorithm is provided with a dataset containing the
actual outcome for each training example. In contrast, in unsupervised learning,
the algorithm only has the input of each training example and needs to model the
underlying structure and distribution of the data [1].

The method to use depends on the problem we want to solve: in supervised learn-
ing, classification methods try to find classes for a dataset, and regression methods
attempt to predict a real value for a given point; in unsupervised learning, clustering
methods try to group similar classes and dimensionality reduction methods seek to
transform data from a high to a low-dimensional space. Since industrial processes are
increasingly equippedwith sensors, thesemethods can effectively reduce operational
downtimes and quality problems and improve maintenance procedures [2].

In the last decades, several data mining and machine learning methods have been
used in the paper industry to solve production process problems. Bonissone et al. [4]
tackle web breaks in stage 1 of paper machines. Alzghoul et al. [12] identify the main
parameters affecting the occurrence of web breaks in a paper printing machine, and
Alonso et al. [6] predict the properties of the printed paper usingmachine parameters.

When the cause of the failures is believed to be known, case-based reasoning
method can be applied. Ahola et al. [3]use this method and mention the issues of
having wrong or incomplete information. Nagappan et al. [7] suggest using a logistic
regression for classification when there is a binary response variable. However, this
approach is not suitable when the independent variables are highly correlated, and
the output variable is not linearly separable, which happens with our case. Musa [8]
proposes the utilization of principal components analysis to overcome this issue.

It is also important to mention that the works addressing web breaks in paper
mills tend to use a large number of variables that go up to 141. The variables may
be related to several parts of the production process: raw material, pulp treatment,
paper machine, or paper quality measurements; or related to operational information
taken from the shop floor. However, using a large selection of variables does not
necessarily mean a better model performance (see [4, 12]). As variables may be
taken from both an online and offline approach, it means they are more or less prone
to human errors. Overall, the literature shows that decision trees are a good option
when there are time limitations and to capture the systems’ non-linearities. Also,
there is an inherent versatility to these methods, which can be used for classification
or regression.

In conclusion, we noted that not many recent works address web breaks’ predic-
tion, even though this is still a relevant problem for the paper industry. Hereupon, past
models do not consider and do not take advantage of the high level of digitalization
of modern paper machines. Also, few works predict web breaks in tissue machines,
even though tissue paper production is complex and more sensitive to web breaks.
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3 Methodology

Our approach to predict the risk of web breaks comprises five steps as depicted in
Fig. 2.

Step 1: Variable and Data Selection

The variables selection procedure is based on a qualitative analysis of the production
process, firmly supported by the knowledge of the process practitioners. In the first
place, only the variables directly linked to the tissue machine are considered. Indus-
trial practitioners also provided useful knowledge to better understand the machine
functioning and, therefore, support the variables selection. As listed in the lower part
of Fig. 1, 23 independent variables are automatically captured from machine sensors
and included in the modeling procedure. In short, the selected data corresponds to
two months of machine functioning with a sample interval of 1.5 min. This corre-
sponds to approximately 60,000 observations and a total of 1342 web breaks, which
results to an average of 22 web breaks per day.

We note that our approach only uses real data directly taken from the shop floor,
meaning that we do not use ideal setups; thus, we consider all the variability that the
system is subject to.

Step 2: Data Processing and Segmentation

Data cleaning is performed first and refers to the elimination of contradictory data
that do not represent the way the process works. These cases might occur due to low-
reliable data measurements and data captured from non-operating periods of time.
In our case, some sensors keep falsely measuring and registering values even when
the machine is idle. Furthermore, data just after a web break occurs is removed since
it does not represent the typical operation of the machine. At last, we also remove
all the well-known breaks so as to analyze only the unknown web break trajectories
and to reduce the computational complexity.

Subsequently, since it is not possible to identify all failures in a reliableway,we use
data segmentation (see [4]) to divide the data per web break trajectory, considering a
minimum time interval of 3h of machine functioning until the web break occurrence.
With this approach, the proposed model will use a tidy dataset and clean web break
signals that significantly improve the quality of the data and help to avoid overfitting.

Like Ahola et al. [3], we defined the web break risk within each web break trajec-
tory as follows: high, medium, low and null risks—depending on the time to failure.
As shown in Fig. 3, we have considered one-hour intervals for high, medium, and low
risks and the remaining period is assumed to have a null risk. This concept of web
break risk provides valuable information to the machine’s operators for preventing
the occurrence of web breaks. In practice, the risk levels work as a warning system
in our prediction model. If the returned value is null or low, operators perceive that
the system is working well. If the risk is medium, they must be alert to what was
changed and adjust values accordingly. And when the risk is high, they know that
there may be an imminent break.
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Fig. 2 Flowchart of the proposed approach
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Fig. 3 Risk levels in a web break trajectory

Step 3: Exploratory Data Analysis and Multivariate Correlation

At this point, an exploratory data analysis is done to perceive some relations between
web breaks and variables. We use multivariate correlation analysis by risk class to
find if there are any changes in the relationships between variables depending on
the risk level. We used Pearson’s coefficient [10] for both these analyses, and we
resorted to the scikit-learn library in python programming language to do so [11].

Step 4: Dimensionality Reduction

Dimensionality reduction using a principal components analysis is suggested since
it can lead to more simple models. This method intends to transform the dataset into
a lower dimension without losing significant or valuable information, such as trends
and patterns.

Step 5: Model Development

Reliably improving the accuracy for web breaks’ risk prediction is achievable by
training distinct classification and regression trees (CART) models. To build a deci-
sion tree classifier, we divided the normalized dataset into training (70%) and testing
(30%) sets. Then, we applied a Decision Tree classifier with the Gini index metric as
the impurity metric to the train set. Finally, we evaluated the generalization ability
of the classifier on the test set. As performance metrics, we considered accuracy,
precision, and recall. Beyond that, we also resorted to the confusion matrix to verify
if there is a pattern of confusion while predicting specific risk levels.

4 Results and Discussion

In this section, we provide the implementation details of the proposed approach.

Step 1: Variable and Data Selection

The machine produces tissue paper following three main stages, starting from the
pulp to jumbo rolls of tissue paper. A total of 23 independent variables, 60,000 obser-
vations, and 1342web breaks were automatically captured frommachine sensors and
included in our methodological approach.
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Table 1 Pearson’s correlation coefficients

Variables Risk level

Null Low Medium High

Adhesive Release 0.8 0.9 0.9 0.9

YL flow HL flow 1 1 1 1

Adhesive Velocity −0.7 −0.6 −0.7 −0.7

Slush
conductivity

Slush pulp 0.6 0.5 0.5 0.5

Suction roll
vacuum

Velocity −0.5 −0.5 −0.6 −0.6

Grammage Velocity −0.2 −0.2 −0.2 −0.2

Step 2: Data Processing and Segmentation

After data cleaning, the total number of observations was reduced by 23% and the
number of web breaks decreased 26%.Moreover, due to data segmentation, we noted
a decrease of 58% of the observations and a decrease of 89% in the number of web
breaks signals.

Step 3: Exploratory Data Analysis and Multivariate Correlation

In the exploratory data analysis we observed that 2 out of the 23 variables are con-
stant over time. These variables have been discarded since they have no explanatory
power of web breaks. Henceforward, only 21 independent variables were considered.
We used a multivariate correlation analysis to look for changes in the relationships
between variables as a function of the risk level. Table1 presents the most relevant
results.

As expected, there is a strong positive correlation between the adhesive and release
chemicals, which is transversal to all risk levels. Having a higher adhesive chemical
usage means a higher adherence of the paper to the heated cylinder, and therefore it is
necessary to use a large amount of release chemical in order to launch the paper from
its surface. The same goes for the yankee and hood layer flows. There is also a strong
negative correlation between the adhesive chemical and themachine’s velocity across
all risk levels. On the other hand, a decrease in the correlation is perceived between
slush conductivity and slush pH as the risk level increases. Also note that there is
a strong negative correlation between suction roll vacuum and machine’s velocity,
which demonstrates the need for a lower pressure in the suction roll vacuum when
the machine’s velocity is higher.

Step 4: Dimensionality Reduction

Principal Components Analysis was used to reduce the dimensionality of the prob-
lem. Figure4 shows the percentage of variance explained by each principal compo-
nent and its accumulated variance, and Fig. 5 depicts the contributions of the variables
to each principal component.



The Break Point: A Machine Learning Approach to Web … 81

Fig. 4 Percentage of variance explained by each principal component

Table 2 Confusion matrix of the model with 4 risk levels (%)

Predicted risk Real risk

Null Low Medium High

Null 96 5 0 1

Low 2 85 12 8

Medium 1 7 78 10

High 1 3 10 81

We observed that grammage, humidity, short fiber refining, and the percentages of
short fiber and broke used on the yankee layer have a more significant contribution.
On the other hand, variables such as release and adhesive chemicals, yankee layer
flow, suction vacuum, and slush pH are less relevant. Note also that it is perceived a
prevalence of variables belonging to stage 1 over stage 2.

The first three components showed a prevalence of humidity and the percentages
of short fiber and broke used on the yankee layer. Figure5 also reveals that, even
though slush pH has a low contribution to the first component, it has a strong pres-
ence from the second to the sixth component. Something similar happens with the
suction roll vacuum, which presents high contributions in the second and fourth com-
ponents. In this paper, in order to decide how many principal components to keep, a
combination of three techniques is suggested: (i) eigenvalue greater than 1 (Kaiser–
Guttman criteria); (ii) cumulative variance greater than 90%; and (iii) observation
of the eigenvalues graph. According to these criteria, twelve principal components
should be selected to further use. However, we considered it is not beneficial to use
the principal components, as the overriding objective of this step was to significantly
reduce the dimensionality of the problem.

Step 5: Model Development

In the last step of our approach, we used classification and regression trees (CART)
to develop the prediction model. We analyzed the accuracy of the model using the



82 M. Dias et al.

Fig. 5 Contributions of the variables to each principal component

test dataset and varying the maximum depth of the decision tree. The aim was to find
the trade-off between accuracy gain and loss of interpretability, as more depth levels
lead to a more complex tree. Results shown in Fig. 6 demonstrate that using 21 depth
levels, the model achieves an accuracy of 86%.

The confusionmatrix presented inTable2 shows that themodel correctly predicted
the null risk 96% of the times, the low risk 85%, the medium risk 78%, and the
high risk 81%. We can conclude the model has difficulty discriminating between
medium and high risks. While predicting medium level risks, more than 20% of the
predictions are false low or high. Also, there is difficulty predicting high risk, as the
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Fig. 6 Prediction accuracy
according to the maximum
depth of the decision tree

Table 3 Precision and recall of the model with 4 risk levels and 21 variables (%)

Predicted risk Precision Recall

Null 97 96

Low 78 85

Medium 80 78

High 86 81

model wrongly returns medium risks 10% of the times. However, overall, we can
say that the model can discriminate between different risk levels.

In Table3, we present the model’s precision and recall. It can be seen that the
model successfully predicts the null risk, presenting a precision of 97% and recall of
96%. In our problem, precision plays an important role, as a false prediction of high
risk of a web break would not be prejudicial to the production process. However,
some importance should be given to recall, as it is also beneficial to predict every
high risk of a web break. Thus, even though the high-risk level has a precision of
86%, its recall goes down to 81%, meaning that almost 20% of the times the model
did not correctly alert to a high-risk web break.

5 Conclusions

In the pulp and paper industry, predicting and avoiding web breaks means significant
gains in productivity and efficiency. However, making a solid prediction is ham-
pered by the manufacturing complexity and the consequent difficulty in identifying
patterns. In this work, we develop a prediction model for the risk of web break occur-
rences. Even though modern tissue machines are highly technological, web breaks
are still the cause of relevant production losses in the paper industry. Classification
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and regression trees were the chosen method for addressing the case study, given its
easy interpretability and low computational cost.

The decision-tree model predicted the risk level of occurring a web break with an
accuracy greater than 86%, which means reducing production losses by up to 6000
tons of paper per year and a reduction of more than 100.000 liters of water per day.

Themodel only uses variables related to three parts of the process: pulp treatment,
wet-end, and drying stage of the tissue machine; and all of them are measured auto-
matically, preventing human-induced errors and making it easier to replicate to other
shop floors with equally complex systems. Using a decision tree model allowed us to
order the variables by their decision power. It is suggested special attention to white
water pH, cleaning blade usage, machine’s velocity, paper grammage, broke used in
the HL, slush pH, and suction roll vacuum when faced with a high risk of web break
occurrence. Furthermore, we emphasize that a regular usage of the cleaning blade is
a good option to prevent failures.

Lastly, the proposedmodel is suitable to be part of amore complex analysis, where
it addresses not only single machine failures but also factory interdependencies: i.e.,
it can be replicated to other process machines, which are then combined with each
other, offering a large-scale view of a given factory. Such results can be used to
prevent delivery delays and aid production planning decisions.

This work presents itself as a foundation for a more robust and complete model.
Thus, as future works, it is suggested to use variables that are considered relevant
but were not available for this analysis. Furthermore, it is also important to take into
consideration the time dependencies between the observations. This last suggestion
seeks to provide answers about the time that the machine may take before changing
the risk level.
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A Resectorization of Fire Brigades in the
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Abstract Sectorization consists of grouping the basic units of a large territory to
deal with a complex problem involving different criteria. Resectorization rearranges
a current sectorization avoiding substantial changes, given a set of conditions. The
paper considers the case of the distribution of geographic areas of fire brigades in
the north of Portugal so that they can protect and rescue the population surrounding
the fire stations. Starting from a current sectorization, assuming the geographic and
population characteristics of the areas and the fire brigades’ response capacity, we
provide an optimized resectorization considering two objectives: to reduce the rescue
time by maximizing the compactness criterion, and to avoid overload situations by
maximizing the equilibrium criterion. The solution method is based on the Non-
dominated Sorting Genetic Algorithm (NSGA-II). Finally, computational results are
presented and discussed.
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1 Introduction

In Portugal, fire brigades are the core of civil protection. They have several mis-
sions, such as extinguishing fires and pre-hospital emergencies. Prompt response to
emergency incidents is primordial since delays in the rescue can have tragic con-
sequences. However, increasing urban development presents an increase in demand
and a challenge to the emergency response mechanisms. Fire brigades must protect
and rescue the population in the areas surrounding their fire stations. This paper
intends to contribute, to this desideratum, by applying the concept of sectorization
to a real case.

Given a large territory or network composed of basic units or indivisible regions,
a sectorization consists of grouping the basic units into sectors considering one or
more objectives, intending to simplify a problem. Resectorization intends to change
a current sectorization by avoiding substantial changes, but responding to a set of
conditions. The term resectorization is also known as redistricting, as indicated in
the references [5, 11].

Resectorization will be applied to the current sectorization of a real situation in
northern Portugal. The goal is to create compact and balanced sectors of the fire
brigades’ operation to decrease rescue time and avoid work overload. For that, we
also propose new measures to calculate the compactness and equilibrium of the
sectorization. To solve the fire brigades problem, we will employ a popular multi-
objective optimization method named Non-dominated Sorting Genetic Algorithm
(NSGA-II) [6]. This algorithm has also been used to solve sectorization problems
[7, 8].

The remainder of the paper is organized as follows. Section2 presents a review
of the relevant literature. Section3 describes the case study and also the data used.
Section4 explains the solution method. Section5 presents the results and a brief
discussion. Finally, Sect. 6 puts forward the conclusions.

2 Relevant Literature

This section briefly summarizes some of the literature relevant to sectorization prob-
lems.

Fire brigades have been the subject of several studies over time. One of the topics
covered is to understand the characteristics and incidence of fires to improve the
rescue time and reduce their consequences [4, 12].

Sectorization problems have many real-world applications. Political districting is
one of the oldest, aiming to divide the territory neutrally and avoid gerrymandering.
Bozkaya et al. [3] propose a tabu search and adaptive memory heuristic to solve a
single multicriteria problem involving contiguity, population equality, compactness
and socio-economic homogeneity, using real data from Edmonton. Bação et al. [1]
use a genetic algorithm to solve the problem of electoral districting.
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Regarding resectorization, political redistricting is a common application [9]. It
intends to redesign the boundaries of existing legislative districts for electoral pur-
poses.Using a contiguity procedure, one of the used algorithms exchanges population
units between a district with a population smaller than the ideal and a district with a
larger population.

Moreover, Assis et al. [5] applied resectorization to meter reading in power dis-
tribution networks and proposed a Greedy Randomized Adaptive Search Procedure
(GRASP) to solve a case with real-world customers in Brazil. Vahdani et al. [11]
proposed a bi-objective optimization model to plan a humanitarian districted logis-
tics network, with several simultaneous decisions concerning emergency facility
location-allocation, redistricting and service sharing.

Another field studied is school redistricting,which consists of adjusting the bound-
aries of schools [2]. In this paper, the authors assign students to schools considering
a balance of the schools’ socioeconomic compositions and the total travel distance.

3 Case Study

This section describes the resectorization of fire brigades case study. It involves 6 fire
brigades and the 175 indivisible regions they serve, situated in the north of Portugal.

Let us define the following parameters:

R = {1, ..., n} the set of indivisible regions;
B = {1, ...,m} the set of fire brigades;
d ji , the euclidean distance between the center of region j ∈ R and the brigade

i ∈ B;
p j , the number of inhabitants in region j ∈ R;
q j , the area of the region j ∈ R;
Ai , the number of ambulances of the brigade i ∈ B;
Vi , the number of fighting vehicles of the brigade i ∈ B;
ei , the number of firefighters of the brigade i ∈ B;

XE
ji =

{
1, if region j is assigned to brigade i in the current sectorization

0, otherwise
The demand of region s j depends on its number of inhabitants and its area, taking

the form (Fig. 1)
s j = α1Pj + α2Q j , (1)

where α1 and α2 are constants,

Pj = p j∑
j∈R p j

(2)
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Fig. 1 The territory addressed in this study is represented in green, located in the north of Portugal

and
Q j = q j∑

j∈R q j
. (3)

As the regions have a large population diversity and areas, these values had to be
adimensionalized. The proportion of each region to the total was considered to join
both values in the same formula.

These two characteristics of the regions, Pj and Q j , are used to categorize the
data better. The constants α1 and α2 will be used as relative weights of these two
characteristics, adjusted according to specific needs. These values are related to the
probability of a rescue event which depends differently on the population and the area
of the region. It is assumed that the larger the population, the greater the probability
of being necessary ambulances and firefighters. Also, a region with a larger area will
probably have more incidents, requiring more vehicles and firefighters.
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The capacity of each fire brigade i derives from its number of ambulances, its
number of fighting vehicles and its number of firefighters, and is given by

ci = β1g1Ai + β2g2Vi + β3Ei , (4)

where
Ei = ei∑

i∈B ei
. (5)

Constant parameters g1 and g2 have been adjusted to reflect the current state of
the most overloaded fire brigade in set B. g1 is the ratio between the total population
currently served by this corporation and its number of ambulances. Similarly, g2 is
the ratio between the total area currently served by this corporation and its number
of fighting vehicles.

The constants β1, β2 and β3 represent the weights of each characteristic of the fire
brigades, which can be adjusted based on the population’s needs.

3.1 Objective Functions

The case study aims to create sectors where service centers are the fire stations and
the indivisible regions are the basic units. For this, two objective functions are cho-
sen, related to the criteria: Equilibrium and Compactness.

Let us define the following variables:

x ji =
{
1, if region j is assigned to fire brigade i in the resectorization

0, otherwise

Equilibrium:

The idea is to distribute the regions equitably among the fire brigades, being necessary
to assume the capacity of each fire brigade, ci , and the demand of each region, s j .

The objective is to minimize the standard deviation of the occupancy percentage
of fire brigades:

min f1 =
√∑

i∈B(ki − k̄)2

m
, (6)

where ki =
∑

j∈R s j x ji

ci
is the percentage of used capacity of fire brigade i and k̄ is the

average of ki .
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This objective functionwas created to obtain an equitable distribution of demands.
It is necessary to consider each corporation’s capacity to minimize the possibility of
overload.

Compactness:

The view is to distribute the regions among the fire brigades such that the rescue time
is minimal. For this, we attend to the distance between the fire departments and the
regions, d ji , and the regions’ needs, s j .

The objective is to minimize the distance between fire departments and regions,
weighted by the demand of each region:

min f2 =
∑
j∈R

∑
i∈B

d ji s j x ji . (7)

By minimizing the distance between regions and the assigned corporation, we
expect to minimize the rescue time. Additionally, the demand is regarded since a
region that needs to be visited more frequently will have greater weight because it
will take more time.

3.2 Similarity of the Solutions

The similarity is a measure to evaluate the resemblance, or coincidence, between
two solutions. In resectorization, it is important to measure how different is the new
solution from the original one. The importance of this measure arises clearly in
firefighters’ cases to facilitate the adaptation of firefighters to changes.

The similarity measure used in this work is the percentage of regions that stay
unchanged, which is given by:

∑
j∈R

∑
i∈B X E

ji x ji

|R| ≥ δ, δ ∈ [0, 1]. (8)

This measure is used as a constraint. The decision-maker will define the preferred
minimum similarity level, δ.
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4 Solution Method

The paper follows NSGA-II to resectorize the fire brigades. NSGA-II is one of the
most recognized and implementedmulti-objective optimization (MOO)methods. As
in all MOO methods, NSGA-II classifies all the solutions for each objective simul-
taneously and separately regarding their performance. These ranks are constructed
considering two parameters: (i) set of dominating members, and (ii) domination
count. The former counts how many other solutions a solution dominates. The lat-
ter counts by how many other solutions a solution is dominated. A solution (say x)
dominates another solution (say y) if solution x performs better than solution y for at
least one objective while it is not worse than y in any other objectives. This definition
helps to build the two sets for each solution. More precisely, the set of dominating
members of a solution includes the solutions dominated by that solution. Moreover,
the domination count of a solution sums up the number of solutions that dominate
that solution. These two sets are constructed for each solution. The solutions with
zero domination count are allocated in the first Pareto frontier and considered the
best. The solutions that are dominated by the solutions located in the first Pareto
frontier are allocated in the second Pareto frontier. This sequence continues until all
the solutions are allocated in the Pareto frontiers. The solutions in the same Pareto
frontier are regarded as equally good. This domination logic ultimately helps keep
the best solutions concerning their performances over generations in the objective
space.

As in all evolutionary algorithms, NSGA-II starts by initializing the population.
The population usually includes a set of solutions that are randomly generated. In
the case of resectorization, the solutions must follow a specific order based on the
existing solution (i.e. current sectorization)while still allowing for some randomness.

In this work, the “matrix form binary grouping” (MFBG) genetic encoding system
[10], suitable for sectorization problems, is used to compose the solutions. MFBG
is a binary matrix of size composed of (J × I), where J and I represent the total
number of basic units and sectors, respectively. Each row can be considered a binary
set representing the sector assignment of the corresponding basic unit.

It is possible to see its format below:

M = [x ji ]J×I

where

x ji =
{
1 if basic unit j is assigned to sectori

0 otherwise
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The solutions included in the population are evaluated according to their perfor-
mance on the twoobjectives specified inSect. 3.1 according to their Pareto dominance
in the objective space.

NSGA-II seeks the objective space over generations to find superior solutions. An
entire generation (i.e. iteration) consists of some steps, namely, selection, crossover,
and mutation, until the stopping criterion occurs.

Selection picks the parent solutions necessary for the crossover. We used tour-
nament selection. In this method, two solutions are randomly selected from the
population and evaluated according to their performances for each objective. If there
is domination between the solutions, we keep the dominant solution as a parent. If
the two solutions are in the same Pareto frontier, since they are not comparable, we
observed an NSGA-II specific concept, called Crowding Distance (CD), to select
the parent solution. CD represents the concentration of the solutions in the Pareto
frontier, such that a solution with a lower value of CD is more crowded with other
solutions. Therefore, solutions with higher CD are assumed to be better and more
representative of the population to increase diversity.

The selected parent solutions are mated to create off-spring solutions during the
crossover. In the current work, we used multi-point crossover, which selects random
rows from the parent solutions and switches them to form two off-spring solutions.
This crossover method does not require a crossover probability due to the design of
the MFBG genetic encoding system.

Finally, the mutation operator is just implemented on the off-springs in a given
probability to increase the diversity in the population. The mutation occurs with a
certain probability imposed on the population. The algorithm decides row by row if
a mutation happens, i.e., if a point will be assigned to another sector or not.

All the solutions are evaluated regarding their similarity to the existing solution
using the equation presented in Sect. 3.2 The solutions with a higher difference than
the desired similarity level are eliminated from the population. Then, new ones are
generated for each deleted solution to keep the population size constant over gener-
ations.

The process is described in the Algorithm.
The parameters, namely population size and mutation probability were 100 and

0.03, respectively. Finally, the number of generations was 500 and used as a stopping
criterion.
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Algorithm 1 Pseudocode of NSGA-II
1: Generate N feasible solutions and insert into Population (Popsize == N )
2: Evaluation of the solutions according to the selected objectives
3: Non-Dominated Sorting MinF(.)

4: Calculate Crowding Distance of each frontier
5: Generation := 0
6: while Generation < T do
7: while Popsize < N × 2 do
8: Select parents through tournament selection
9: Create two off-springs using multi-point crossover in each turn
10: Mutate off-springs (for selected Pmut )
11: Merge off-springs into the population
12: Popsize := Popsize + 2
13: end while
14: for each solution in the current population do
15: Evaluation of the solutions according to the selected objectives
16: Non-Dominated Sorting MinF(.)

17: Calculate Crowding Distance of each frontier
18: end for
19: while Popsize �= N do
20: if N ≥ Popsize - # solutions in the worst Pareto frontier then
21: Remove all solutions located in the worst Pareto frontier.
22: Popsize := Popsize - # solutions in the worst Pareto frontier
23: else
24: Remove the worst solution in the worst Pareto frontier regarding the Crowding Distance
25: Popsize := Popsize − 1
26: end if
27: end while
28: Generation := Generation + 1
29: for each solution in the population do
30: Evaluation of the solutions according to their similarity
31: Delete the solutions with higher differences than the desired similarity level
32: Generate feasible solutions and insert into Population to keep Popsize == N
33: end for
34: for each solution in the population do
35: Evaluation of the solutions according to the selected objectives
36: Non-Dominated Sorting MinF(.)

37: Calculate Crowding Distance of each frontier
38: end for
39: Output the results
40: end while

5 Results and Discussion

In this section, we will present the results and a brief discussion.
Based on experience, the constants presented in expressions (1) and (4) were

fixed.
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Fig. 2 Current sectorization (Equilibrium = 0.284; Compactness = 0.0035)

Population growthwill increase the need for pre-hospital emergencies and, growth
in the area of the region may increase the number of forest fires, accidents, etc. The
parameters α1 = 0.6 and α2 = 0.4 were respectively defined in expression (1).

It is reported that most of the services provided by firefighters are pre-hospital
emergencies. In expression (4), the relative importance of the number of ambulances,
the number of other vehicles and the number of firefighterswere defined, respectively,
β1 = 0.5, β2 = 0.3 and β3 = 0.2.

In Fig. 2, it is possible to see the current sectorization used by the fire brigades.
The crosses correspond to the fire brigades stations and the points represent the center
of the regions. A different color denotes each sector.

After solving the problem described in Sect. 3, we obtained several solutions,
using the similarity as a restriction, taking 70%.

Figure3 pictures the obtained Pareto Frontier. Equilibrium versus Compactness,
in all solutions, with different levels of similarity, are also represented.

We can see ten solutions for optimized solutions with a similarity between 70%
and 80%, five solutions with a similarity between 80% and 90% and five solutions
with a similarity between 90% and 100%.

Pareto Frontier permits verifying that the best solutions in terms of equilibrium
are presented with a similarity between 70% and 80%. On the other hand, better
solutions in compactness are obtained with a similarity between 90% and 100%. In
addition, it is possible to see that a small improvement in compactness leads to a
large deterioration of the equilibrium values.
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Fig. 3 Pareto Frontier for δ = 0.70

Fig. 4 Current sectorization and optimized solutions for δ = 0.70

It is also possible to see that the equilibrium decreases even for high similarity val-
ues (between 70% and 100%). Changing some points to a different sector reduced the
equilibrium value substantially. In practice, the regions will be distributed equitably
between the fire brigades, reducing the chance of overload.

In order to visualize the improvements, in Fig. 4, we present the equilibrium
and compactness values of the current sectorization and the solutions in the Pareto
frontier. The solutions in different colors represent the values of objective functions
in current sectorization and three optimized solutions with different similarity values
that could be suitable (Table1). All solutions were presented to a person responsible
for one of the fire brigades, and these three solutions were pointed out as the most
suitable for implementation in the field.

In Figs. 5, 6 and 7, the three proposed resectorizations are shown.
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Table 1 Objective functions of the proposed resectorization solutions

Sectorization Equilibrium Compactness Similarity

Current 0.284 0.035 –

Solution 1 0.067 0.036 74.3%

Solution 2 0.109 0.035 80.6%

Solution 3 0.184 0.034 90.3%

Fig. 5 Solution 1 (Equilibrium = 0.067; Compactness = 0.036; Similarity = 74.3%)

First of all, the solutions presented have better values in terms of equilibriumwhen
compared to the current sectorization, and the lowest equilibrium value is obtained
for similarity of 74.3%.

Furthermore, all solutions presented compactness very similar to the current sec-
torization. However, we can observe a trade-off between compactness and equilib-
rium, which means better compactness values imply the worst equilibrium values,
which follows directly from the concept of nondominated solutions.
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Fig. 6 Solution 2 (Equilibrium = 0.109; Compactness = 0.035; Similarity = 80.6%)

Fig. 7 Solution 3 (Equilibrium = 0.184; Compactness = 0.034; Similarity = 90.3%)
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6 Conclusions

This study focused on applying sectorization to a real case of fire brigades in the
north of Portugal. The purpose was to improve the existing sectorization of the fire
brigades, to minimize rescue time and the possibility of overload. For that, we found
a way to quantify the fire brigades’ response capacity and the needs of the regions.

In order tominimize the rescue time, it was assumed that the new sectors needed to
be compact. We proposed a new measure for compactness, which takes into account
the distance between regions and fire departments and how often the regions need
to be visited. Minimizing the distance between regions and the assigned fire brigade
will minimize the rescue time, but it is also important to contemplate the demand.We
assume that a region that needs to be visited more frequently would take longer to
save and therefore to this region was given a higher weight. The new sectors should
also be balanced to minimize the possibility of overload. Therefore, a new metric for
equilibrium was proposed, where the used capacity of fire brigades is regarded.

The solutions to the corresponding problems were obtained with NSGA-II.
We observed that the current sectorization of the fire brigades could be improved;

the sectors are compactedbut not balanced.Weverified an inequality in the occupancy
rates of the different fire brigades.Wehave shown thatmaintaining good compactness
can greatly improve the equilibrium between corporations, minimizing the risk of
overload. Besides, three optimized solutions were proposed to reduce rescue time
with better use of the available resources.

In conclusion, applying the concept of resectorization can contribute to decision-
making in the management of fire brigades and the resolution of related multi-
objective problems.
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A Holistic Framework for Increasing
Agility in a Production Process

Leonor Magalhães, João Sousa Guedes, and Jorge Freire de Sousa

Abstract Following globalization and technological development, markets become
progressively more volatile and dynamic, perceiving new competitive advantages
related to agility and flexibility. Thus, this study focuses on the development of an
agility framework. A project within a leader metal packaging industry worked as
the framework trigger. Agility increase was the main target, where production line
flexibility leverage and equipment efficiency optimization were also contemplated.
However, different barriers to agility were unveiled. Four concepts seem to have an
impact on solving the agility problem: Equipment Efficiency, Product Complexity,
Portfolio Management, and Production Planning. This paper focuses on how these
four forces interact to influence agile manufacturing and understand the methodolo-
gies to overcome the problem. The literature presents a gap within this topic that the
suggested framework looks to fulfill.

Keywords Agility · Overall equipment efficiency · Production planning · Product
complexity · Portfolio variety

1 Introduction

Market volatility demands not only sustainability concerns but also shorter lead times
for an offer with a wide variety and level of customization. The agile paradigm is
related to market sensitiveness and confers the ability to read and respond to actual
demand [8]. The emerging new concepts of agility for companies serving the 21st-
century marketplace require the development of a new methodology that focuses not
only on machine efficiency but also on broader strategic and disruptive concepts.
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Four different areas can separately influence an agility problem, which are Equip-
ment Efficiency, Portfolio Management, Product Complexity, and Production Plan-
ning; however, in real world applications, they converge, ascending the need for an
integrated end-to-end process. Voice of the Customer (VOC) is the center of the
framework since it will define the destination of the road to agility.

Therefore,motivated by the interactions of four areaswithin a practical experience
in the metal packaging industry, the greatest challenge of this paper is developing a
holistic model for maximizing agility, enabling a quicker response to market demand
without compromising total costs and profit margins.

For this to be possible, it is intended to address the following research questions:

(1) How can each concept impact the agility of a production process?
(2) What are the main interactions between the four concepts?
(3) What is the sequence of the action plan to include in the agility framework?
(4) What are the principal metrics to evaluate the agility target achievement?

The rest of the paper is organized as follows: in the next section, we present
the literature review that supports the research carried on. In Sect. 3, we detail the
proposed framework on the sequence and methodologies that can improve the agility
of a production process. Lastly, we discuss the main conclusions and the future of
the research.

2 Literature Review

Driven by different factors, dramatic changes have been occurring in the global
market. Many manufacturing companies assist in a tradeoff between efficiency and
consumer choice. On one side, customers increasingly want to see their needs met
more quickly and cheaply. On the other side, they favor highly customized products
with a wide variety of options [15]. Thus, becoming more responsive to the needs of
the market is not just about speed; it also requires a high level of agility. In literature,
agility is defined as the ability of an organization to respond rapidly to changes in
demand, both in terms of volume and variety [6].

Voice of the Customer Voice of the Customer (VOC) is a critical analysis procedure
that provides precise information regarding customer input requirements for a prod-
uct or service output [1]. The main objective of companies is to create products that
can represent value for individual customers and attract and convince them to pur-
chase these products. Thus, VOC assumes a fundamental role in driving the product
development process [5].

Traditional VOC data collection approaches use questionnaires, telephone sur-
veys, and interviews, which can be time-consuming and costly. Trappey et al. [20]
explore processes of collecting VOC from e-commerce platforms, where customers
are global. Their comments are reasonably trustworthy since they can only be
accessed by customers who have a user experience. Improving the methods of cap-
turing VOC through Research and Development (R& D) leverages the capability to
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effectively identify changes in customer expectations, which is essential for a com-
pany offering short life cycle products in competitive markets. VOC is considered
the center of an agility process since customer requirements are the leader factor
and must be satisfied for a business to succeed. In a dynamic market, VOC is con-
stantly changing and demanding innovation; thus, it needs to be effectively explored,
understood, and examined to overcome uncertainties and fierce market competition.

Portfolio Management Cantamessa [4] defends that product portfolio management
is pressured from three main areas: marketing, which involves meeting customer
needs; product development, including the complexity of managingmultiple product
projects; and manufacturing, which is focused on product variety reduction.

To find a good balance between customer satisfaction and portfolio manage-
ment, it is imperative to understand each distinct customer segment and then develop
a concrete offer adapted to individual customer situations and needs [14]. Thus,
understanding the VOC should be one of the focuses while building a portfolio.

When multiple product development projects happen simultaneously, the lack of
needed resources is one of the fundamental reasons why the products take so long
to get to the market. Good product development involves rigorous data—estimates
of sales, pricing, manufacturing costs, and development costs—to prioritize which
products should enter the portfolio and balance the available resources [9].

Regarding the multiplicity of products within a portfolio, variety can leverage
product differentiation; however, it implies higher costs. Production costs get higher
since more references make economies of scale difficult. Market analysis costs, too,
since managing the supply chain to match fragmented demand is more expensive [4].
The rationalization of Stock Keeping Units (SKUs) is an effective way of reducing
product portfolio complexity. However, SKUs influence on firm revenues can limit
the impact of this practice [12]. Thus, like Zhu, Shah, and Sarkis [25] defend, product
deletion should be well planned to avoid the loss of market segments and revenues
associated with the deleted products.

Gregori and Marcone [13], who studied the variety excess within the fashion
industry, found that applying a Variety Reduction Program (VRP) with the ratio-
nalization of the use of production capacity raises the improved performance of
operations, including flexibility of planning and production increase. VRP can also
be implemented due to the Bill of Materials (BoM) study, as Cinelli et al. [7] sug-
gest. As a consequence of calculating parts and module numbers within a product
portfolio, BoM permits evaluating the similarity between references, accelerating
the process of standardization and rationalization of products.

Product ComplexityOneof themost significant barriers to agility is howcomplexity
tends to increase as companies grow and extend their marketing reach. Often, this
complexity comes through product and brand proliferation, being the reduction of
product complexity a major priority. Product complexity includes not only design
issues (e.g., the number of nonstandard components in a product) but also an excessive
variety that does not contribute to more considerable consumer value [6].

According to Orfi, Terpenny, and Sahin-Sariisik [17], manufacturing complex
products entails less efficiency, higher setup costs, and the need for more raw mate-
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rial, work-in-process, and finished goods inventory. Thus, the challenges facing the
industries today are characterized by design complexity that must be matched with
a flexible and complex manufacturing system as well as advanced agile business
processes [11]. Varl, Duhovnik, and Tavčar [21] describe the application of agile
methods in the re-engineering of a mass customization product. The focus was on
reducing complexity and increasing the agility of the design process by introduc-
ing modularity in product components. Thus, the same standard design, including
common parts and assemblies, process plans, production setups, supply networks,
and expertise, could be used in several production scenarios. The result was cost and
development time reduction and increased efficiency.

Equipment Efficiency The machine shop floor is the area where a set of sequen-
tial processes are carried out to make real what customers want. Efficiency on the
machine shop floor is crucial for improved production and effective utilization of
all available resources [2]. Overall Equipment Efficiency (OEE) is a quantitative
metric that endeavors to identify indirect and ‘hidden’ productivity and quality costs
in the form of production losses [3]. These losses are formulated as a function of
availability, performance, and quality.

Availability measures the percentage of time the equipment or operation was
running compared to the available time. Performance evaluates the operation speed
compared to its maximum capability, and the quality term refers to the number of
good parts produced compared to the total number made [16]. Besides being used as
a performance measure, OEE is also used as an indicator of manufacturing issues,
such as excessive breakdowns, lack of preventive actions, and an effective corrective
approach [10]. Finding the right ways to improve equipment efficiency is one of
the tools to achieve greater manufacturing flexibility for smaller series traduced in
quicker market response.

Production Planning Production planning can interact with agility through three
main metrics: lead time, Every Part Every Interval (EPEI), and Minimum Order
Quantity (MOQ).

Mukherjee, Sarkar, and Bhattacharjya [19] reveal that, inMTO systems, a product
is prepared from the component as per the specification of the customer’s order;
in MTS, lead time is shorter as the customer’s order is fulfilled from stock. The
authors also notice that finished product inventory in MTS increases with product
variety, based on the anticipation of customer demand. Every production system
should be MTO with a pull strategy in an ideal status. Production is pulled from
the customer’s request and the lead time is so short that inventory is not necessary,
building a zero-waste value stream. This process should be lean due to the total
percentage of value within the process and agile since the production keeps up with a
volatilemarket. Production planning affects agility through lead time. InMTOmode,
althoughproduction activity could only start after the orderswere received, customers
do not want to wait for a long time; hence, a short lead time is a must. The concept
of EPEI describes the overall time in which all product variants can be produced
on one defined resource [18]. EPEI metric is especially important for production
processes with a wide variety of products in a repetitive production environment,
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reflecting the flexibility of the value chain. A low value of EPEI means there is
a high rotation of production within a manufacturing line, and consequently, an
increased agility level is associated.EPEI is the ratio between the number of product
references to produce and the number of setups available within the production line
in a determined interval. If the EPEI is higher than delivering the lead time promised
to the customer, inventory of product references will be necessary to satisfy customer
demand, which is considered waste within lean production. Thus, the MOQ required
per production order will be higher since there is a need to stock.

Interactions Analysis In summary, the agility of a process is related to responding
with high velocity to fluctuations in demand, which tend to be unstable and demand
great variety. Thus, industries’ manufacturing processes must be efficient to keep up
with the increasing market requirements they face nowadays. A product portfolio
full of variety implies faster setups and a high production line efficiency to allow a
more significant rotation within product references and guarantee a low volume of
stock, which is the key to lean production.

With the alignment between product portfolio and equipment efficiency, flows a
well-planned production, characterized by satisfying the demanded short lead times
and producing theminimum inventory levels.When possible, complexity in the value
chainmust be eliminated to achieve this flexible status. Formerly, product complexity
was addressed as a barrier to agility because it hinders all related processes, with
alternatives like modularity.

Based on the literature review, conclusions about the relationships between the
covered topics can be taken. The four different areas are all connected. However,
for example, as the reduction of portfolio complexity positively impacts equipment
efficiency, the reverse does not occur. In the case of several references abundance, the
higher manufacturing efficiency will not affect the portfolio optimization, leading
to a slow achievement of the agile purpose. In this sense, Table1 exposes all the
one-to-one dependencies of each relationship and how they impact each other.

A model capable of including all these interactions has not been presented yet
and could be useful in managerial practice. However, the literature already includes
methodologies for achieving agility inmanufacturing organizations. Zhang and Shar-
ifi [24] developed a conceptual approach for implementing agility in the industrial
context based on tools to help strategic decision-making within the agile manufac-
turing scope. The first step arises with the need to define the environmental pressures
that influence the competitive advantage of a business. Then, it is necessary to find
the companies’ mandatory capabilities for positively responding to those pressures.
After realizing the critical influence factors and the aspired capabilities, the last step
concerns the means for achieving them.

Vásquez-Bustelo, Avella, and Fernández [22] consider the presence of a turbulent
business environment as a trigger to develop an agile manufacturing process. The
dynamic environment is essentially related to four areas: the unpredictable changes
in the environment, the high market competition, the close links between firms and
all the stakeholders in the supply chain, and the high diversity of products, lines,
and customers within businesses. Vázquez-Bustelo, Avella, and Fernández [22] then
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Table 1 Cause-effect relationships review

Por f olioManagement Equipment E f f iciency

Por f olioManagement ProductionPlanning

Por f olioManagement ProductComplexi ty

ProductComplexi ty Equipment E f f iciency

ProductComplexi ty ProductionPlanning

Equipment E f f iciency ProductionPlanning

Impact

Noimpact

Impact

Noimpact

Noimpact

Impact

Impact

Noimpact

Impact

Noimpact

Impact

Impact

created a model and tested it in a sample of the largest manufacturers in Spain
with a structural equation model application to check determined hypotheses. The
multidimensional nature of agile manufacturing was confirmed by drawing up a
measurement scale based on the integration of both structural and infrastructural
manufacturing practices.

The present study identifies the four listed factors as the major pressures that can
influence a production process and be critical in the pursuit of agile manufacturing.
These pressures were considered urgent when presenting a lack of optimization for
achieving an agile process.

3 Agility Framework

Based on the relationships of impact between each of the four concepts, both the
sequence and the methodologies for leveraging the agility of a production process
were built, being systematized in Table2.

The approach is firstly based on complexity analysis, in which product complexity
and portfolio management arise. VOC is an input of the whole framework since it is
fundamental to understand customers’ requirements concerning the offered product.

Product complexity evaluation is suggested in an earlier stage than the portfo-
lio itself since reducing difficulties within product scope can influence reference
elimination and highlight some hidden portfolio problems. Only after cutting the
non-value-added complexity from the value stream, does the process become ready
for an equipment efficiency improvement. Production planning is represented as
embracing all the model sequences since the impact within lead time, the minimum
production quantities, and the leverage of the production sequence is progressive
during framework implementation.
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Table 2 Agility framework: proposed sequence and methodologies

1.V OC 2.ProductComplexi t y 3.Port f olioManagement 4.Equipment E f f iciency

5.ProductionPlanning

Methodologies Metrics

Product complexity VAVE Number of components

Portfolio management VRP Number of references

Equipment efficiency SMED, Kobetsu OEE, Setup time

Production planning Pull planning EPEI, Lead time, MOQ

Since the present study is based on one of Kaizen’s consulting projects, the
methodologies proposed by the Agility Framework are the most used by the com-
pany and, therefore, with a high success rate over time. However, diverse methods
and metrics can also be used, being the sequence of the different focus areas the most
significant constraint for achieving the results.

Product Focus Different methodologies can be used to analyze product scope and
create actions to reduce its complexity. The proposed framework is centered on
VAVE.

Value Analysis Value Engineer (VAVE)
VAVE focuses on value improvement through an ongoing critical examination of
current product features, reducing product cost, andmaximizing product value. Thus,
deep VOC knowledge is crucial for its success before applying this method, since
the decisions will be based on what adds true value to the consumer.

Understanding VOC in an iterative way, i.e., with constantly updated market
information related to customers’ preferences and expectations, will help identify
critical decision-making characteristics. VOC can be collected in different ways, like
surveys andmarket research, one-on-one questionnaires, customer feedback through
social media, or other marketing activities. Therefore, it is critical to understand the
VOC requirement when agility is the focus.

VAVE workshop is divided into Value Analysis (VA) and Value Engineer (VE)
scopes. VA is based on evaluating the existing product specifications and finding
opportunities to reduce complexity without compromising value delivery. The VE
topic stands out when it is possible to reduce costs within the current features. VE is
about disruptive innovations, and process creativity to leverage product development
and lead it to a higher value level.

Modularity is a topic that is gaining expression through literature and can perfectly
fit into the VAVE methodology. Modularity, described as involving cost reduction
by including coupling features and reducing the number of parts, leverages the value
of the process without interfering with the customer experience. Standardization of
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Table 3 Variety reduction program steps adapted from Kaizen Institute, [23]

Value stream design Cost model Reference elimination Team organisation

Identify where the
complexity is created

TDABC- Time-driven
activity based costing

Define the list of SKUs
to keep or eliminate

Aligned production
and commercial
departments

Step 1 Step 2 Step 3 Step 4

parts between products, for example, through common parts or sub-assemblies, can
reduce product complexity and costs.

VAVE should involve a multidisciplinary team to be effective, where procurement
engineers should assumean active role, including product estimating tasks, andwhere
development and purchasingmembers should also participate. Concrete ideas should
arise as an output of the method, with a first estimate of the associated potential
benefits. These must be driven by clear actions and responsible teams or individuals
for each task, as well as planned timings. To succeed, generated ideas must be put
into practice as soon as possible to confirm the gains.

Portfolio Focus After attacking the constraints within the product dimension, it
is necessary to consider the group of the product offered next. Product portfolio
rationalization can significantly impact agility increase, being one of the causes
of lower values of process efficiency and difficulties within production planning.
However, references should be eliminated through a careful process, which must
consider the tradeoff between revenues eachproduct brings versus its total complexity
costs. One of the tools used in this sense is the Variety Reduction Program (VRP),
developed to reduce complexity without compromising total margins and customer
offer satisfaction and value delivered.

Variety Reduction Program (VRP)
VRP is a methodology with the scope of optimizing the number of SKUs to increase
a firm’s margin and sales, leverage its service level, and promote a better align-
ment between production and commercial portfolio. Greater simplicity and flexibil-
ity increase the odds of higher performance; thus, VRP helps leverage the harmony
within the portfolio through the four steps described in Table3.

VRP output should be a sustainable portfolio in which both production and com-
mercial departments connect, and product development is done wisely. Excluding
references that skewed production processes and did not add superior value to the cus-
tomer opens doors for agilemanufacturing. However, manufacturing activitymust be
prepared and optimized in that way, corresponding to the next step of the framework.

The total number of references within a portfolio can work as a metric for the
VRP process. However, it is also essential to constantly evaluate if process capacity
adapts to the current list of references and if there are enough resources to achieve
greater agility.

Efficiency Focus Problems related to machine efficiency in a production process
can connect to any OEE component: availability, performance, and quality. An agile
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Table 4 Five steps of SMED adapted from Kaizen, [23]

Work study Separate internal
from external
work

Convert internal
work into
external work

Reduce internal
work

Reduce external
work

Step 1 Step 2 Step 3 Step 4 Step 5

process premises an efficient machine or line changeover when manufacturing a
different reference is required. In that sense, availability losses through setups can be
solved by applying the SMED methodology. Regarding specific machine problems,
due to higher breakdown occurrences or quality issues, the Kobetsu method is the
most indicated.

Single Minute Exchange of Die (SMED)
SMED is a methodology focused on reducing unproductive change over time, mak-
ing setups flexible to enable manufacturing agility. After VRP, products left in the
portfolio are the most valuable ones to the business, being essential to grant the
minimum time loss within setups.

As shown in Table4, the first step of the method is to register the setup through
video and define each operator’s tasks and their respective duration. After analyzing
theAs-Is status, it is crucial to distinguishwork that needs to be donewith themachine
stopped, internal work, from work that can be done with the machine working,
external work. Thus, every task, like cleaning and finding or grabbing necessary
tools, is reorganized before or after machine stoppage. In the third step, the main
gains correspond to converting what is currently internal to external work, such as
introducing pre-assemblies, pre-adjustments, or pre-heating processes, which can
save setup time.

Reducing internal work consists of finding solutions to facilitate operators’ tasks
during the setup, like simplifying fixations and tightening, introducing parallel work
by reorganizing participant tasks, or even creating standards. Finally, after applying
the previous steps, quick wins can be already notable andmaybe evenmore evident if
the external work is optimized. The fifth step consists of improving support logistics
and serviceability so that tasks like the operator’s movements, which do not bring
value, could be eliminated. SMED output can be measured through OEE and setup
duration, which will leverage process availability.

Kobetsu Kaizen
Kobetsu is a machine-focused method typically applied to the critical machines with
a lower OEE. Kobetsu’s approach begins with mapping the current process and,
after defining the desired status, studying the root causes for the efficiency issue.
Having a clear map of the process, solutions that emerge through brainstorming with
the participants need to be implemented. Results are then tested, and solutions can
iterate if necessary.

An important tool used in a Kobetsu event is the Failure Modes and Effects
Analysis (FMEA), to be included in the initial evaluation of the As-Is situation.
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When the detected problems are related to high breakdown losses, evaluating the
machine components, their probability of failure, and respective impact is valuable
to define concrete actions to implement. From an FMEA, for every failure mode
and corresponding effect, its severity, frequency, and the propensity of detection are
determined, resulting in a risk priority classification. The failureswith the highest risk
levels must have superior attention, and recommended actions for those problems
must be conducted.

Kobetsu action plan can reach preventive and autonomous maintenance topics
since the lack of these regular measures can be the root cause for poor machine
efficiency. Maintenance should be planned in the most critical machine components
to increase equipment reliability and its lifetime. Moreover, practices of autonomous
maintenance, which are the responsibility of the operators, should be included in
their regular tasks. Not only basic cleaning and machine lubrification are included
in autonomous maintenance, but also utilization of checklists and verification plans,
whichwill leveragemachine efficiencywhile reducing their probability of breakdown
failure.

Equipment efficiency focus will then result in the OEE increase, which reduces
setup time and leveragesOEE’s components.After implementing the previous frame-
workmethodologies, it is expected that the achievement of an agility increase through
the process will be reflected in the production planning scope.

Production Planning Focus Within the agility framework, production planning is
continuously represented along the three other stages due to its consequent improve-
ment facing the implemented methodologies. Production planning is related to lead
time, MOQ, and EPEI metrics, which will constantly be improved throughout the
road to agility.

After the first stage, the production process is free of product complexity, resulting
in an optimized product cost that delivers the whole required value to the customer.
By reducing material costs, introducing modularity concepts, and reducing the num-
ber of product components, processes get more straightforward, which can already
impact lead time. Following portfolio management focus, as the less valuable and
more complex references are eliminated, manufacturing becomes more agile due to
the reduction of SKUs and the number of needed changeovers. Thus, having fewer
setups required, the production process gains efficiency and reduces EPEI, leverag-
ing production rotation. Therefore, by the end of the second stage, manufacturing
experiences a flexibility improvement due to the shorter interval in which the same
products are produced, allowing a MOQ reduction.

As explored before, EPEI can be improved not only by reducing the number of
portfolio references but also by increasing OEE and reducing setup time. By being
centered on machines with a critical impact on OEE and working on solutions for
the actual root causes, Kobetsu can contribute to optimizing equipment efficiency.
Moreover, the SMED methodology, which has the primary goal of reducing setup
time between production references, allows a significant reduction of stoppage time
during changeovers. By the end of the third framework stage, EPEI is minimized.
The production process achieves a flexible and agile status, where the manufacturing
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Table 5 Pull planning implementation sequence adapted from Kaizen, [23]

Strategic planning Capacity planning Execution planning

–Make to order –Equipment efficiency –Customers’ orders

–Make to stock –Logistics –Replenishment orders

Step 1 Step 2 Step3

interval between the portfolio references is the shortest. Thus, it is now viable to
produce smaller orders due to the flexibility of the process, which is associated with
a shorter lead time.

During framework implementation, production management gets less compli-
cated in what concerns the production sequence since SKU selection is optimized
and efficiency constraints are overpassed. Even if production planning improvement
is a consequence of the previous methodologies, a pull planning strategy is a way to
reach a superior state of agility.

Pull Planning
Pull planning strategy is based on creating flow within logistics and production,
having a lean systemwhere thematerial replenishment is pulled by customer demand,
so less stock is needed. This strategy can be applied both in MTS and MTO systems.
MTO is associated with higher lead times than MTS due to the nonexistence of
stock, but the idea of agility is better traduced in anMTO system. MTO value stream
combined with the agility road is characterized by low inventory and shorter lead
times due to lowEPEI levels and highmanufacturing efficiency. Thus, even a product
with high demand variability, which typically implies the existence of stock, can be
provided by anMTO system, pulled by customer’s orders, if the agility of the process
is optimized.

The idea of pull planning is a management strategy based on actual demand
and not on forecasts. As represented in Table5, the first step to implementing pull
planning is defining product strategy: the strategy of each reference depends on its
demand and the cost of holding the final product in inventory. Products with a low
level of sales and a low cost of stock may be worth assuming an MTS strategy.

Then, the supply chain must be dimensioned according to production capacity
to satisfy customers’ needs.Logistics must guarantee the replenishment of materials
required at the exact time and place and in the right quantity. On the other hand, pro-
duction must ensure enough capacity and space for intermediate stock or materials.
An alignment between production and logistics is a requirement for flow efficiency.
Execution planning arises as a consequence of the defined strategy and capacity
planning. For MTO products, the execution plan is based on customer orders, yet for
MTS products, the plan is based on replenishment orders. Stock volume per SKU
must be constantly updated based on lead time and EPEI since the inventory corre-
sponds to the average quantity needed in the interval between producing the same
reference plus the production lead time; this leads to a service level of excellence.
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A flexible process can now harmoniously plan its production with a volatile
demand as an input and the challenge of responding quickly to smaller quantities
and shorter lead times.

4 Conclusions and Future Research Directions

Ageneric frameworkwas built to describe the road to agilitywhen process difficulties
belong to the interaction of Portfolio Management, Product Complexity, Equipment
Efficiency, and Production Planning. Table6 represents the generic issues that char-
acterize an agility problem and fit in the agility framework. It both systematizes
the specific dimension issue, as well as the generic characteristics that concern the
relation between the two dimensions.

A holistic sequence is suggested in which the first step is studying the VOC to
eliminate complexity, both on product and portfolio dimensions. The idea is to deliver
the same value to the customer. Then, after removing any product characteristic with
no value and evaluating which references to cut from the product portfolio, a large
number of product components with no value-added and an abundant number of
products stop being an issue.

Even though the portfolio simplicity requires a low number of production setups,
those line interruptions need to be optimized in order to achieve a higher OEE and
lower stock values. Consequently, the next focus is on equipment efficiency.

Following the implementation sequence as suggested in the previous section,
improvements at the production level will arise, and the interactions between each

Table 6 Generic matrix of characteristics that fit into the agility problem

Portfolio
management

Product
complexity

Equipment
efficiency

Production
planning

Portfolio
management

Great number of
references

Product
complexity

Redundancy of
products

Great number of
components with
no value–added

Equipment
efficiency

Great number of
setups

Product features
that bring
complexity to
production
process

–High Setup
times
–Low OEE

Production
planning

–High levels of
stock
–Complexity in
production
sequence

Early point of
differentiation in
the production
process

High EPEI –High lead times
–High MOQ
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factor will be solved. As complexity is eliminated and OEE increases, with a perfect
adequation of available resources to customer demand, the lead time will decrease,
as well as minimum order quantities allowed. After the framework implementation,
the process will be more agile and flexible, ready to respond quickly to market
fluctuations.

The developed framework should be implemented from scratch in an industrial
context in future research. The success of the prospective case study should be mea-
sured both in terms of equipment efficiency and of all the active topics. Product
complexity reduction must be evaluated through the number of product components
and product costs. The number of product references must track the optimization of
the product portfolio.OEE and setup time evolutionmustmeasure the equipment effi-
ciency. Production planning must be evaluated through EPEI, lead time, and MOQ.
Production Planning KPIs are critical to analyzing the agility achievement status
since the target is traduced in short lead times, low MOQ, and low EPEI. Thus, the
future project will focus on the whole value stream.

Generically, all the research questions outlined in the beginning were responded
to through the article. It is clear how each addressed concept can impact the agility
of a value stream and how they can interact with each other. The principal issues of
a generic agility problem were traduced as well as the suggested action sequence to
overcome the flagged difficulties. The developed road to agility can support compa-
nies in understanding the dynamic of agility and how to achieve it by applying the
proposed methodologies.
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Nesting and Scheduling for Additive
Manufacturing: An Approach
Considering Order Due Dates

Paulo Nascimento, Cristóvão Silva, Stefanie Mueller, and Samuel Moniz

Abstract This paper proposes a new Constraint Programming (CP) formulation to
solve the problem of nesting and scheduling parallel additive manufacturing (AM)
machines while minimizing operating and tardy deliveries costs. To the best of our
knowledge, this is the first model of its type that integrates nesting and scheduling
decisions while considering irregular-shaped parts. Considering tardy deliveries, and
consequently due dates, allows balancing the fulfillment of order due dates with
machines’ capacity utilization, opposed to similar studies that tend only to consider
the minimization of makespan, not guaranteeing the fulfillment of due dates. The CP
model can be solved efficiently, allowing the study of different degrees of flexibility
in terms of job allocation and sequencing. Different instances are used to demonstrate
the applicability and performance of the proposed formulation.

Keywords Additive manufacturing · Scheduling · Nesting · Bin-packing ·
Constraint programming

1 Introduction

Additive manufacturing (AM) processes are suitable to deliver high-variety, low-
volume products on-demand, and AM factories are typically composed of multiple
parallel printers [1]. Hence, to achieve high production efficiency, adequate AM
scheduling methodologies are crucial [2]. This paper addresses this problem by
proposing a new constraint programming (CP) approach. Opposed to the few studies
in this field that intend to minimize makespan, our goal is to minimize the total
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Fig. 1 Examples demonstrating the need for a packing procedure

costs resulting from machines’ utilization and tardy deliveries. To the best of the
authors’ knowledge, this is the first exact approach that adequately addresses the
AM scheduling problem by considering the packing of irregular-shaped parts in the
machines’ building platforms.

On the problem structure, considering that multiple parts (different or not) may
be produced in one run, the scheduling of AM machines is a variant of the Batch
Processing Machine (BPM) scheduling problem [3]. However, most of the works
addressing this setting consider the machine’s capacity as an one-dimensional knap-
sack constraints [4]. This means that the capacity is simplified to a value correspond-
ing to the maximum weight, volume, or area the machine can support in one batch.
AM, in turn, brings another degree of complexity because the machine’s capacity is
represented at least by a two-dimensional rectangle, where each part will occupy a
specific zone of its inner area without overlapping with other parts.

Three different examples are presented in Fig. 1, where the outer rectangles rep-
resent the AM’s machine building platform, and the inner objects represent the parts
to be produced. In Fig. 1a, although the total area of the two parts respects the area of
the outer rectangle, the shape of part 2 makes it unfeasible to place both parts without
overlapping. In Fig. 1b and Fig. 1c, the two parts whose total area respects the area of
the outer rectanglesmay ormay not fit depending on the packing configuration. In this
sense, only considering the area for constraining the machine capacity, disregarding
how parts are positioned and their shape, may lead to infeasible solutions.

The capacity in AM needs then to be modeled as a nesting problem (2D bin-
packing problem). The problem consists of packingmultiple parts in a certain number
of rectangles that correspond to batches constrained by the capacity of the AM
machines building platforms. In this sense, the AM scheduling problem tackled in
this paper combines the BPM scheduling problem with the nesting problem. Both
problems are proven to be NP-hard, and thus, it is possible to conclude that the AM
scheduling problem is strongly NP-hard [5]. Our work proposes to tackle nesting
and scheduling decisions from an integrated perspective while considering irregular-
shaped parts. Solving these two problems simultaneously is very important since
nesting decisions can change the solution space of the scheduling problem and vice
versa.
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For simplicity, we will adopt the terminology suggested by Oh et al. [2] in the
rest of this work. Part refers to an object that needs to be produced (similar to job in
the scheduling literature). Build consists of a group of parts that are simultaneously
produced in the same building platform (similar to batch in the scheduling literature).
Nesting consists of grouping parts into builds while determining their location within
the build (similar to 2D bin-packing).

The rest of the paper is structured as follows. Section2 presents a brief literature
review on AM technologies and approaches for BPM scheduling, nesting, and AM
scheduling problems. Section3 describes the problem statement. Section4 presents
in detail the developed model. Then, the results obtained by the model are analyzed
in Sect. 5. Lastly, conclusions and future studies are presented in Sect. 6.

2 Literature Review

This section discusses the AM technological context relevant to the present problem
and critically reviews the most relevant model-based approaches.

2.1 AM Characteristics Relevant for Scheduling and Nesting
Decisions

A possible setting of the AMmachines is the ability to stack parts up. In these cases,
the machine’s capacity must be represented as a three-dimensional cuboid, resulting
in a 3D bin-packing problem. In this work, we focus on an integrated analytic model
considering 2D bin-packing decisions as, in practice, many printers work in a two-
dimensional plane without stacking.

Another essential characteristic is related to the processing time of each build.
In AM, the processing time of a build is the sum of the processing times of each
layer. However, while for some technologies the processing time of a layer can be
independent of the number and shape of parts, in other technologies this dependency
exists. Although our model can be extended to the second case, we focus on the first
case.

2.2 Nesting and Scheduling Integration

AM technology is suitable for customized production environments, therefore the
structure of the scheduling problem can be defined as a BPM scheduling problem
with non-identical jobs. This problem was first introduced by Uzsoy [6]. Later on,
Arroyo & Leung [7] developed a mixed-integer programming (MIP) model to the
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same problem but assumed non-identical parallel machines, while Ham et al. [8]
studied the identical parallel machines version and demonstrated that a CP approach
can be very efficient.

Regarding the nesting problem, and contrasting to the high number of available
heuristics and metaheuristics, few exact methods exist to solve this problem. Toledo
et al. [9] proposed a MIP approach where the placement area is represented by a
mesh of dots. Considering concepts of no-fit polygon (NFP) and inner-fit polygon
(IFP), parts are placed in those dots without overlapping. Cherri et al. [10] extended
this work by proposing three new approaches based on CP where parts can be placed
in multiple placement areas. The work of Cherri et al. [10] seems then to be the
most advanced work within exact approaches for nesting irregular-shaped parts. Our
model is partially based on the ideas of their work.

Next, we provide a relatively small body of literature specific to AM schedul-
ing. Kucukkoc et al. [11] was the first work to address AM scheduling for paral-
lel machines, developing a MIP model, and several heuristic procedures. Later on,
the same authors presented an improved model by making it more efficient [12].
The main limitation of these works is that the process of grouping parts together
into builds is done considering the total area of the AM building platform while
ignoring placement issues. More recently, Che et al. [3] proposed a mixed-integer
linear programming (MILP) model and a simulated annealing algorithm to tackle
this problem. In this work, although nesting is considered, parts are reduced to their
rectangular bounding box. Zhang et al. [4] presented an evolutionary algorithm for
AM scheduling, and this is the only work found that adequately addresses the nesting
of irregular-shaped parts without significant simplifications. Something common to
all previously mentioned studies is that due dates are ignored.

Since no exact approaches were found that adequately addressed AM scheduling
without relevant simplifications in the process of grouping parts into builds and due
dates are typically ignored, we focus on developing amodel-based approach to tackle
these gaps.

3 Problem Description

We consider multiple parts nesting and scheduling in AM parallel machines, taking
into account parts’ delivery times to fulfill customers’ due dates. Those parts, indexed
by i = 1, 2, . . . , ni , will be scheduled in multiple identical parallel AM machines,
indexed by m = 1, 2, . . . , nm . Parts, whose individual demand is considered to be
one, are grouped into builds, indexed by b = 1, 2, . . . , nb, and allocated to one of
the available machines. Each build will then be produced according to the schedule
of the respective AM machine. Thus, our problem is to group the different parts
into builds and allocate them to one of the available machines while respecting the
capacity of the building platform.



Nesting and Scheduling for Additive Manufacturing … 121

Fig. 2 Illustration of the
AM scheduling problem

According to the taxonomy presented by Oh et al. [2], the problem tackled here
belongs to the class [M/M/iM]—Multi-part, multi-build, identical multi-machine.
Figure2 provides a visual representation of our problem.

Important assumptions are that the processing time of each build is assumed to be
dependent on the tallest part produced, i.e., the part with the longest processing time,
all parts are considered to fit in the building platform of the AM machines, and this
study focuses on a 2D placement, which means that parts are not allowed to stack
up.

4 The Constraint Programming Model

CP is an attractive approach as it can obtain good quality solutions fast. CP is very
well known in the field of artificial intelligence and is a prominent modeling tech-
nique with proven success in efficiently solving nesting [10] and scheduling [8]
problems. We developed our model in the CP optimizer provided by IBM ILOG
CPLEX Optimization Studio that offers built-in functions and constraints for mod-
eling scheduling problems. The model notation presented next follows the CPLEX
syntax.

4.1 Notation

The rest of this subsection describes and explains the sets, subsets, parameters, and
variables that compose the CP model.
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Sets
i ∈ I—set of parts, indexed by i = 1, . . . , ni
m ∈ M—set of AM machines, indexed by m = 1, . . . , nm
b ∈ B—set of builds, indexed by b = 1, . . . , nb
d ∈ D—set of dots, indexed by d = 1, . . . , nd

Each build b can contain various parts i and will be assigned to a specific machine
m. A build is characterized by a mesh of dots, and each part has a positioning point
which is then placed in a specific dot of the build. Considering that the builds are
rectangles of the same dimensions, the total number of dots nd is dependent on the
total number of builds nb and the total number of dots per build. The value of nb refers
to the number of builds and will be discussed in Sect. 5.2. For a better understanding
of how nesting is done see the work of Cherri et al. [10].

Subsets
I FPi—set of dots of the inner-fit polygon between part i and the builds
NFPd

i i ′—set of dots of the no-fit polygon between part i and i ′ if part i is placed on
dot d

These subsets are crucial as themodel uses them to determinewhere and howparts
can be positioned, and this is how the model can deal with different parts regardless
of their shape. Since this is a time-consuming process, these subsets are calculated
in advance. For details about the subsets I FPi and NFPd

i i ′ see the work of Toledo
et al. [9].

Parameters
hd—build to which dot d belongs
pi—processing time of part i
ri—release time of part i
di—due date of part i
NB—fixed cost of each build used
PC—processing cost of an AM machine per unit time
TD—cost of delivering a part after its due date
MD—maximum delay of a part

Binary Variables
Xid—equals to 1 if the positioning point of part i is assigned to dot d, 0 otherwise
Ti—equals to 1 if part i is delivered after its due date, 0 otherwise

Interval Variables
Interval variables are intrinsic variables of the CP optimizer dedicated to scheduling,
and represent an interval of time during which an activity occurs. These variables
are defined by a start time, a processing time, and an end time, where the start time
plus the processing time equals the end time. Thus, in the case of Yb, it provides the
start, processing, and end time of build b. A key feature is that interval variables can
be optional, which is why Yb only exists if build b is used, and Nbm only exists if
build b is used and assigned to machine m.
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Yb—optional interval variable that represents the interval of time during which build
b is processed (Yb optional in [min

i∈I ri , max
i∈I di + MD])

Nbm—optional interval variable that represents the interval of time during which
build b is processed in machine m (Nbm optional size [min

i∈I pi ,max
i∈I pi ])

Sequence Variables
Sequence variables are also inherent variables of the CP optimizer dedicated to
scheduling, and their function is to determine the order of a set of interval variables,
which in this case are the variables Nbm of each machine m. Intrinsically, variables
Nbm that do not exist, either because build b is not used or is not assigned to machine
m, will not be considered in the ordering.

Sm—order of the builds (intervals of time) assigned to machine m (Sm in
all(b in B) Nbm)

4.2 Model Formulation

4.2.1 Objective Function

min

(
N B ×

∑
b∈ B

presenceO f (Yb) + PC ×
∑
b∈ B

si zeO f (Yb) + T D ×
∑
i ∈ I

Ti

)

(1)
The objective is to minimize a total cost function consisting of fixed and vari-

able operating costs and the cost associated with late deliveries. In short, the first
term accounts for the fixed build costs. This is done by checking if build b is used
through the built-in function of the CP optimizer presenceO f (Yb), which returns 1
or 0 depending if build b is used or not, respectively. The second term computes the
variable utilization costs, and the third term enforces the minimization of the costs
related to the tardy deliveries. Considering a cost penalty for late deliveries is inter-
esting since AM processes aim to run in a just-in-time fashion. Therefore, we can
assume that measuring the number of tardy jobs is relatively more important than
accounting for the jobs lateness. Nonetheless, to avoid having too late deliveries,
constraints (8) are used.

4.2.2 Constraints

To simplify the interpretation of the model, nesting constraints and scheduling con-
straints are presented separately. Still, it is crucial to adequately link these two sub-
problems to tackle them from an integrated perspective, and thus, relationship con-
straints are also presented. Additionally, to break symmetries and obtain a more
efficient model, symmetry-breaking constraints (SBC) were developed.
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Nesting Constraints

Xid = 1 ⇒
∑

d ′ ∈ NFPd
i i ′

Xi ′d ′ = 0,∀i, i ′ ∈ I, i �= i ′, d ∈ I FPi (2)

∑
d ∈ I FPi

Xid = 1,∀i ∈ I (3)

Nesting is done based on the dotted-board model with binary variables of Cherri
et al. [10], which allows modeling irregular-shaped parts. Constraints (2) guarantees
that if the positioning point of part i is placed in dot d, then the positioning point of
part i ′ cannot be placed in the dots d ′ that belong to the subset NFPd

i i ′ , otherwise
the two parts overlap. By placing the positioning point of part i in a certain dot d,
the part will belong to the build to which the dot belongs, i.e., i ∈ hd . Constraints (3)
ensures that the positioning point of each part i is placed in one dot d to guarantee
that the part is produced. Note that d ′ ∈ NFPd

i i ′ only if d ′ ∈ I FPi ′ .

Scheduling Constraints

alternative (Yb, {Nbm}) ,∀b ∈ B,m ∈ M (4)

noOverlap (Sm) ,∀m ∈ M (5)

The scheduling constraints involve the built-in functions of the CP optimizer
alternative() and noOverlap(). In constraints (4) a machine m from the set of
available machines is chosen to process build b. Then, constraints (5) are respon-
sible for defining the sequence of the different builds b assigned to machine m,
guaranteeing that only one build is produced at a time.

Relationship Constraints

si zeO f
(
Yhd

) ≥ pi × Xid ,∀i ∈ I, d ∈ I FPi (6)

startO f
(
Yhd

) ≥ ri × Xid ,∀i ∈ I, d ∈ I FPi (7)

Xid = 1 ⇒ MD × Ti ≥ (
endO f

(
Yhd

) − di
)
,∀i ∈ I, d ∈ I FPi (8)

Constraints (6) and (7) guarantee that if the positioning point of a certain part
i is assigned to dot d, i.e., Xid = 1, then the build to which dot d belongs, has a
processing time at least as long as the processing time of part i , and never starts
before the release date of part i . The build to which dot d belongs is obtained by the
parameter hd . Constraints (8) are used to guarantee that if a certain part i assigned to
build hd finishes after its due date di , it is late, and thus Ti = 1. However, it guarantees
that such delay is not superior to the maximum delay allowed, MD.
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Symmetry-Breaking Constraints

presenceO f (Yb−1) ≥ presenceO f (Yb),∀b ∈ B, b ≥ 2 (9)

max
b∈B endO f

(
Nb,m−1

) ≥ max
b∈B endO f

(
Nb,m

)
,∀m ∈ M,m ≥ 2 (10)

endO f
(
Nb,m

) ≥ max
b′∈B,b′<b

endO f
(
Nb′,m

) × presenceO f
(
Nb,m

)
,

∀b ∈ B, b ≥ 2,m ∈ M
(11)

Three different SBC were introduced. Since builds are sequentially numerated,
constraints (9) intend to guarantee that a specific build is only used if the previous one
is already used. Constraints (10) are used because machines are identical, making it
possible to swap the schedule of one machine with the schedule of the other without
changing the global solution. Lastly, constraints (11) intend to do something similar
to constraints (9); however, it is done on a machine level. As an example, processing
build 2 (containing part 3 and 4) and then build 4 (containing part 1 and 6) on a certain
machine, is the same as processing build 4 (containing part 3 and 4) and then build
2 (containing part 1 and 6) on that same machine. Thus, constraints (11) guarantee
that only the first solution is available.

5 Experimental Study

In the previous section, we proposed a CP model that integrates nesting and schedul-
ing decisions to minimize the total costs involved in machines’ utilization and
tardy deliveries. To further understand this model, we study different instances. The
instances generation and results obtained are shown in the following subsections.

5.1 Instance Generation

Parts’ data were generated randomly, guaranteeing that parts’ dimensions were
smaller than the building platform. Both irregular and regular parts were taken into
account, and the corresponding subsets I FPi and NFPd

i i ′ were constructed in a
pre-processing step.

Each building platform is considered to be a square of 60× 60cm, divided into 25
dots equally distributed according to the dotted-board model. The model was coded
in IBM ILOG CPLEX Optimization Studio 20.1.0.0 using CP Optimizer, and all
runs were done on a workstation with an Intel®Core i7-6800K 3.40GHz, and 64GB
of RAM. No time limit was defined. Additionally, all problem instances considered
two AM machines.
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5.2 Results Analysis

We now examine the main results of the model. The first insight is related to the
definition of the total number of builds nb. Figure3 shows the results obtained to
produce 15 parts depending on the number of builds nb, demonstrating the impact of
this parameter in the model resolution. The instances are equal, except for the total
number of builds nb. As can be seen, a value of nb too small can lead to infeasible
solutions (nb = 3), since there are not enough builds to nest all parts. However, a
value of nb too high can lead to a much higher computational time. This happens
because more builds means more dots, which in turn increases the number of binary
variables Xid . For nb = 5 and nb = 6, the solution remains the same as for nb = 4,
i.e., the optimal solution for nb = 5 and for nb = 6 uses 4 builds, leaving 1 and 2
builds free, respectively, but the computational time required is much higher.

In instances for producing 5 parts, results indicated that choosing a number of
builds nb too small can also lead to suboptimal solutions, since considering nb = 3 to
produce 5 parts leads to a better solution than the one obtained for nb = 2. Thismeans
that the smaller number of builds required for a feasible solution is not necessarily
the optimal solution, as happens in the case where 15 parts are produced.

Another conclusion is that SBC are efficient, particularly for the cases where the
total number of builds nb is defined higher than necessary. This effect can be seen
in Fig. 4. The lower line demonstrates that as SBCs are added to the same instance,
the necessary computational time decreases, with a difference between no SBCs and
all SBCs of 25%. Here, the value of nb is equal to the number of builds used by
the optimal solution to produce 15 parts. However, looking at the upper line, where
the instance considered has a value of nb higher than the number of builds used by
the optimal solution, it is clear that SBCs have a more significant effect. In these
instances, SBCs led to a reduction of the computational time of approximately 55%.

After understanding the impact caused by the definition of nb , aswell as the impact
of SBCs, it is essential to understand how the model reacts to the dimension of the
instances. To do that, different instances were analyzed. The results indicated that the
model can quickly obtain the optimal solution for a number of parts up to around 15.
However, with the increase of the number of parts, the computational time required
to obtain the optimal solution grows significantly. Nonetheless, the increase in the

Fig. 3 Results of producing
15 parts with different
number of builds
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Fig. 4 Results of producing
15 parts with different
number of builds

computational time is more related to proving optimality than finding the optimal
solution. The model can find the optimal solution relatively fast once it reads and
processes all the input data, but requires a significant amount of time to prove the
optimality of the solution. As an example, when producing 20 parts with 5 builds, the
model only requires approximately 3min to find the optimal solution once it reads
all the input data, but it requires an additional 384min to prove optimality.

6 Conclusions and Future Research

We consider the simultaneous nesting and scheduling problem of identical paral-
lel AM machines. The optimal allocation of parts into machines aims to minimize
the total costs related to operating costs and tardy deliveries. Since the process of
grouping parts into builds is typically simplified in the scarce literature about AM
scheduling, one of the objectives was to use a nesting method as close to reality as
possible able deal with irregular-shaped parts. To do that, the dotted-board model
with binary variables for the irregular bin-packing problem of Cherri et al. [10] was
adapted.

According to the results obtained, the definition of the parameter number of builds
nb is critical. Defining a value of nb too low can lead to infeasible solutions, while a
value of nb too high can lead to much higher computational times without improving
the solution. The addition of SBCs to the model, though, can efficiently reduce the
negative effects of a wrong definition of this parameter. Additionally, the model has
the potential to be used for AM scheduling, particularly for short-term planning,
since to schedule the production of more than around 15 parts, computational times
significantly increase. Nonetheless, such an increase is essentially related to proving
optimality and not to finding the optimal solution.

This work is the first contribution to the literature regarding AM scheduling that
uses CP as a modeling approach, as well as the first that integrates the dotted-board
model in a scheduling problem, since up until now the dotted-board model has been
exclusively used in nesting problems. Additionally, it is the first that considers an
exact approach to the AM scheduling problem without simplifying nesting.
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In future studies, two main paths will be followed. The first one is related to the
implementation of a more efficient model for nesting, also proposed by Cherri et al.
[10]. The second path is related to the possible hybridization of the CP model with
a MIP model to reduce the time to prove optimality.
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Developing a System for Sectorization:
An Overview

Elif Göksu Öztürk, Filipe Soares de Sousa, Maria Margarida Lima,
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Abstract Sectorization is the partition of a set or region into smaller parts, taking
into account certain objectives. Sectorization problems appear in real-life situations,
such as school or health districting, logistic planning, maintenance operations or
transportation. The diversity of applications, the complexity of the problems and the
difficulty in finding good solutions warrant sectorization as a relevant research area.
Decision Support Systems (DSS) are computerised information systems that may
provide quick solutions to decision-makers and researchers and allow for observing
differences between various scenarios. The paper is an overview of the development
of aDSS for Sectorization, its extent, architecture, implementation steps and benefits.
It constitutes a quite general system, for it handles various types of problems, which
the authors grouped as (i) basic sectorization problems; (ii) sectorization problems
with service centres; (iii) re-sectorization problems; and (iv) dynamic sectorization
problems. The new DSS is expected to facilitate the resolution of various practition-
ers’ problems and support researchers, academics and students in sectorization.
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1 Introduction

Sectorization is a division of a large area, territory or network into smaller parts con-
sidering one or more objectives. Sectorization problems are diverse given the vast
fields of application. Different applications arise due to the need for several real-life
dilemmas. Examples include designing political districts, sales territories, schools,
health and policing zones, forest planning, municipal waste collection or street clean-
ing zones andmaintenance operations. Solution procedures are challenging given the
wide range of applications and problem complexities.

A good sectorization creates economic, social, and financial benefits. However,
the definition of a good sectorization can be very subjective and can change from
one Decision Maker (DM) to another depending on different ‘what if’ scenarios
(i.e. restrictions and objectives). A Decision Support System (DSS) designed for
Sectorization can support analysing and resolving different problems under diverse
conditions.

In general terms, DSS refers to an information system that provides computer
help to DMs or its users to solve their specific problems. DSS are strong tools
since they allow multiple users, supply data and provide analytics. Moreover, DSS
are useful for policy-making. DSS users can easily prove their ‘what if’ scenarios
using these tools to observe the differences in the solutions, compare, and decide.
Thus, DSS play a vital role in increasing time and cost efficiency, providing better
performance management, and empowering users’ decisions even if the problem is
not well-defined or immature [26].

The paper’s main contribution is the brief description of a new DSS dedicated to
Sectorization (D3S) problems. D3S deals with different multiple criteria problems
grouped as (i) basic sectorization problems; (ii) sectorization problems with service
centres; (iii) re-sectorization problems; and (iv) dynamic sectorization problems.
This platform is designed in the format of a website with a user-friendly outline.
The authors are not aware of any DSS for sectorization, which is so comprehensive.
Thus, it is expected that the new D3S will help researchers in the sectorization field
and contribute to dealing with real cases involving different criteria and scenarios.

The remainder of the paper is structured as follows. Section2 provides a literature
review on application fields of sectorization problems and DSS that aim to assist
the solution procedure of these problems. Section3 includes detailed information
about D3S and the four steps that the user should follow to use the system. Solution
methods used in D3S to solve sectorization problems are briefly presented in Sect. 4.
Finally, Sect. 5 concludes with a discussion on future work.

2 Literature Review

The current section is a short review of the literature concerning Sectorization and
DSS.
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Asmentioned, Sectorization problems appear in various real-world settings under
different configurations. For instance, political districting is one of the oldest appli-
cation fields. Political districting problems aim to divide the territory neutrally and
avoid gerrymandering. It is possible to see several applications of political districting
considering various criteria such as equilibrium, compactness, contiguity, or commu-
nity interest in the literature [3, 18]. Most of the time, political districting is subject
to resectorization problems to adapt the current solution regarding the updates in the
territory. Bozkaya et al. [4] built a spatial DSS as a built-in within ArcGIS called
“DistrictBuilder”. They used a tabu search algorithm and designed the system prop-
erly for several objectives. The authors tested their DSS to resectorize the political
districts of Edmonton City in Canada.

Moreover, the design of sales and service territories is another field of sector-
ization. These problems include strategic logistic planning such as determining the
locations of factory depots, distribution centres or sale facilities and designing service
territories in terms of customer and/or technical facilities and maintenance opera-
tions [16, 17, 20]. Routing is usually a critical stage when the sectorization process
is completed. Designing compact sectors for the salespersons or customer service
workers to travel between clients most efficiently requires good sectorization first.
Thus,most of the time, the solutions should guarantee aspects like connectivitywithin
the sectors, balance in work hours, travel time or distance. It is common to consider
predefined service centres or plans to determine some during the solution procedure
in these problems. Moynihan et al. [22] developed a micro-computer-based DSS for
logistic/distribution network planning. They provided test alternatives for the DMs to
observe the possible solutions under different scenarios and objectives. The solution
methods implemented in the system are based on simulation and heuristics. Another
effort was taken place by Noorian and Murphy [24] on territory design problems.
The authors aimed to create optimally balanced sectors by simultaneously respecting
region restrictions and multiple objectives. The solution method implemented was
a Genetic Algorithm (GA) based on graph theory. This web-based DSS was shared
with the user through the intermediate platform SaaS.

Furthermore, the distribution of energy and microcells are also relevant fields of
sectorization. It is important to distribute the mobile network, internet and electricity
in the most similar and fast way since they are limited and essential resources for
human life [5, 7, 27]. In the solution procedure of these problems, microcell and
energy towers can be viewed as service centres/facilities. Bergey et al. [1] built
a DSS to support electric power districting (EPD). They create an EPD problem
solver as a Microsoft Excel built-in. They implemented GA with a configuration
that automatically guarantees the contiguity in the distribution network. This system
allowed the DMs to visualise the frontier solutions and pick the most convenient one.

Other common fields to be studied are related to the problems of waste collec-
tion and water distribution. These applications play a fundamental role in improving
cities’ infrastructure and increasing living standards [21, 28]. Pan et al. [25] devel-
oped a DSS to operate Milan, Italy’s daily and long-term water distribution network.
The authors aim to use this DSS for both pump scheduling and the sectorization
of the system to make benefits in the daily and eventually long term operations
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in Milan city. They developed a web-based DSS with two metaheuristic methods
as a solver, namely, the Non-dominated Sorting Genetic Algorithm (NSGA-II) and
Archive-based Micro Genetic Algorithm (AMGA2).

Additionally, sectorization applications on forest planning aim to improve the
ecological (by protecting the wildlife), economic (by reinforcing sustainability) and
social (by promoting leisure and tourism) aspects of forest management [23, 27, 36].
Wilksröm et al. [11] built a DSS on forest planning. The system supported the stand,
forest and regional analysis and planning. The platform was built in the format of a
desktop app. They followed Analytical Hierarchy Process (AHP) to scale multiple
criteria when it is the case.

A narrower field of sectorization necessary during winter in many cities is snow
removal or disposal. Heavy snow shall negatively affect living standards by block-
ing traffic and diminishing mobility from one place to another. This situation may
have social and economic consequences [19]. Thus, designing the cities and leading
the municipal service to the necessary points in the most balanced and fastest way
are the goals of this type of problem. Depending on the weather conditions or the
countries’ infrastructure, these problems may be considered dynamic or subject to
resectorization. Labelle et al. [19] developed a DSS to sectorize the cities for snow
removal quickly and efficiently. They usedMapInfo GIS software to build their DSS,
which was beneficial due to the possibility of instant interaction of the DM with the
provided solution. This way, they aimed to give the most convenient solution to the
DMs. They implemented the DSS in Montreal to observe the performance of their
system.

Additionally, problems on schooling, police, health districting and transportation
are common problems beneath sectorization [2, 6, 12, 38]. School districting carries
dynamic attributes. It is important to assign the same pupil to the same school from
one year to another while distributing the new pupils to the most convenient schools
by considering the transportation costs and the institution capacity [2]. Health dis-
tricting mostly provides caregiving services to the patients in a most balanced way.
These problems can be considered dynamic since the potential changes in the unmet
health needs of the patients.

Given the need to update school districting every year, it is possible to observe
various efforts to build DSS on this specific sectorization field to make the deci-
sions as quickly as possible. For instance, Ferland and Guenette [14] designed
a microcomputer-based DSS. They used heuristic methods and offered solutions
regarding contiguity while considering school capacity, population and number of
students in different schools. The platform allowed modification of the solution if
needed, besides the user integration.

Camacho-Collados and Liberatore [6] built a DSS, called Predictive Police
Patrolling DSS (P3-DSS) to construct powerful and balanced police patrolling sec-
torization to distribute police officers efficiently and decrease criminal actions.

Moreover, air-traffic services can be efficiently designed using sectorizationmeth-
ods. Essentially, airspace sectorization is one of the major application fields given
its international and international importance in the line of transportation [9, 34].
Weigang et al. [37] built a distributed DSS for air traffic flow management. The
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meta-level control approach and reinforcement-learning algorithms aim to decrease
the possible risks in air traffic flow to the minimum. Stamatopoulos et al. [33] devel-
oped aDSS for strategic airport planning. They distinguished the drivers of the airport
as dynamic and stochastic. This way, they created a structural model which could
interact with the different areas of the airfield by considering the specific need of that
area.

Finally, we refer to two classical books, which can still contribute to developing
model-driven DSS, especially if supplemented with new computerised and commu-
nication means [32, 35].

As is seen, there are various efforts to build DSS to solve different sectorization
problems. Most DSS use Evolutionary Algorithms as solution methods. It is possible
to use some of these systems for problems not intended for. However, the authors are
unaware of any DSS dedicated to dealing with diversified sectorization problems.
D3S was genuinely designed to represent such a generic system for sectorization
practice and field literature.

3 System Design

As mentioned, the Decision System, which will be called D3S, is designed as a
web-based DSS using Python base Web-framework Django since any device with a
web browser can access it. It is a straightforward and user-friendly platform. Figure1
shows the system architecture. The interaction with the system starts with the User
Interface, through which the user’s problems are proposed.

The model management module keeps the inputs, namely, user preferences, prob-
lem information, problem instance (i.e. data) in the database. It then processes this
information and sends it to the adequate problem solver. The model management
module includes several problem-solvers for different scenarios. The final solutions
obtained are stored in the database and can be accessed again through the user inter-
face. This process can be seen in the flow diagram in Fig. 2.

The remainder of this section provides detailed information about the four steps
a user should follow to benefit from D3S.

Step 1: Select the Service

D3S has been developed to deal with sectorization. Figure3 shows the services that
D3S provides within four groups, introduced by the authors when considering the
general attributes of different sectorization problems, as articulated in Sect. 2. These
groups are: (i) basic sectorization problems that do not consider any predetermined
service centres nor plan to determine service centres; (ii) sectorization problems
with service centres that consider predetermined or fixed service centres or plans to
determine one; (iii) redistricting problems for redesigning a solution that is already
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Fig. 1 System architecture

Fig. 2 Input-output diagram

Fig. 3 Services provided by D3S

valid; (iv) dynamic sectorization problems that represent more than one point in time
and allow changes on the instances over time.

As the initial step of D3S, the users are expected to select one of these services
proper for their problem.
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Step 2: Fill in the Survey

After users select the related service, they are required to respond to a more detailed
survey to input the specific attributes of the problem. This survey is structured to
understand the nature of the problem, the basic characterisation of the problem, the
type of solution wanted, and the criteria and objectives considered. Through the
questions in these categories, D3S identifies the problem in specific.

For instance, the nature of the problem includes questions regarding the distance
considered and the characterisation of the basic units. More precisely, users may
prefer different distance types between the basic units, such as Euclidean or other.
Basic Units can be defined as points or geographic areas. Furthermore, whether
the basic units are subject to a weighting scheme (e.g. valorisation, demand, or the
number of customers) is also beneath the nature of the problem.

Moreover, the basic characterisation of the problem includes questions that aim
to understand the features in more detail. This category contains questions regarding
the number of sectors and their capacity or whether the user wants to receive rout-
ing within each sector. When the problem consists of service centres/facilities, the
questions aim to understand whether there are predefined service centres or whether
the users plan to define them. If there are predefined service centres, whether all will
be used or whether a service centre will serve only one sector or more. Furthermore,
when resectorization is in question, whether the user looks for a completely new
solution or asks for a solution similar to the one that already exists. At last, in the
case of dynamic problems, the questionnaire also collects information regarding how
many time horizons the user considers and the percentage changes in the instances
that could occur from one moment to another.

The solution type aims to understand whether the user expects to obtain single or
multiple solutions. The answer to this question directly affects the solution method
that D3S uses.

Finally, the category called criteria and objectives collects the information regard-
ing the user’s objectives, such as balance, connectivity, density, and time distance
minimisation. Moreover, users can give information about if there are natural bound-
aries to be respected or, on the contrary, if some basic units need to be in the same
sector.

As is seen, only the category regarding the basic characterisation of the problem
changes from service to service. The rest of the questionnaire remains the same.

These surveys are essential since the answers of the users have a direct effect
on the optimisation process. Every service has its specific query set for problem
identification.
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Step 3: Upload Data

The data uploading phase starts following the survey submission. The users are
expected to present their instances according to a given structure of the system.
The data expected by the system require some specific information to execute the
optimisation. The required information shows some diversity from one service to
another given the different nature of the services.

The information, which constitutes latitude, longitude, weights (i.e. quantity or
demand), links, boundaries, and neighbours, is fixed in the data for all services.
Besides, service centres and their capacities are also necessary when sectorization
with service centres are considered. Furthermore, information regarding the old solu-
tion is expected in resectorization problems.

To avoid complications in this phase, given the distinctions in the expected data
structures, the system first provides a downloadable template with detailed explana-
tions about the data structure. The template can be downloaded and filled with the
instances in the proper format.

Moreover, the system provides instances to test the D3S for valued objectives if
the users do not have data. These instances can be found through the following link:
https://drive.inesctec.pt/s/NS47qnZEmYPwEQP.

Submission of the data activates themodelmanagementmodule. The optimisation
is executed according to the answers to the survey using the uploaded data.

Step 4: Get the Results and Visualise

After data submission, D3S takes the users to a ’Results’ page to see all their sub-
missions. Each submission is a link to a page that contains a detailed summary of
that specific submission. In these summaries, users can observe the type of service
they benefited from, their answers to each survey question, their data, computation
time, and the result(s) provided by the D3S.

The users can observe the fitness scores of each solution before selecting. This
score is a single value containing the overall performance (case of single solution)
or multiple values that show the solution’s fitness for different objectives separately
(case ofmultiple solutions).Besides that, it is also possible to visualise the solution(s),
which will facilitate any final user decision phase. Figure4 shows a small print screen
from D3S that represents the process explained in this section.

The user can see all the submissions with the dates. Each submission links and
leads the user to the submission summary page with detailed information and the
results provided. In the example presented in Fig. 4, we observe multiple solutions
with three objectives: equilibrium, compactness, and contiguity. By clicking on the
“Solution N”, one can visualise a map of the results provided by D3S.

https://drive.inesctec.pt/s/NS47qnZEmYPwEQP
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Fig. 4 Results provided by D3S

4 Solution Methods

D3S is a platform that provides solutions according to different preferences. The
solution methods that the D3S uses are based on Evolutionary Algorithms. As men-
tioned in Sect. 3, choosing the preferred solution method (i.e. single or multiple) is
possible.

D3S follows a GA when the user asks for a single solution. GA, a well-known
algorithm proposed by Goldberg and Holland [15], evaluates the solutions according
to their performance on the fitness function through generations. The fitness of a
solution represents the adequacy of a solution to the problem. It is also a commonly
used and powerful algorithm to solve sectorization problems [5, 10, 24].

If more than one objective is in question, the fitness function must be built as
a weighted composite single objective function in GA. Establishing this composite
equation requires normalisation of the objectives with different measurement units
and weighing processes. In D3S, AHP, presented by Saaty [29–31], is followed
to build the weighting scheme based on the preferences of the DMs among the
objectives. These preferences are detected by ordering them within the pairwise
comparison scale, which contains elements from 1 to 9, and higher values show
stronger importance of one objective over another. The DMs are expected to compare
each objective unilaterally with any other.

On the other hand, theNSGA-II is used to solve the optimisation problemwhen the
user demands multiple solutions. In that case, D3S provides Pareto frontier solutions
to the user’s decision.

NSGA-II is one of the most used multi-objective optimisation methods presented
by Deb et al. [8]. In this method, Pareto frontier solutions are selected according
to their performance in the solution space. A solution is superior if and only if that
solution is better than the other solution in at least one objective while not being
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Fig. 5 Schematic of the solution procedures

worse in the other objectives. Moreover, NSGA-II is selected to be implemented in
the D3S as an adequate approach since several authors use it in sectorization and
similar problems [13, 39, 40]. Furthermore, Pan et al. [25] applied NSGA-II as one
of the solution methods in their web-based DSS on the water distribution network
of Milan.

The necessary steps to complete a generation (i.e. iteration) are similar in GA and
NSGA-II. This situation is visible in Fig. 5. As is seen, the main difference between
these methods is the evaluation process of the solutions. Thus, besides the selected
solution type, objectives and user preferences are vital inputs for the solutionmethods
used in D3S.

Finally, the D3S platform uses a Greedy Algorithm for routing if the user asks
for it. The routing moves to the closest basic unit in this algorithm. The Euclidean
distances are considered unless the user presents data regarding the type of distances
that s/he would like to take into account.
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5 Conclusion and Future Work

Sectorization refers to dissolving a whole into subsets by respecting some objectives.
Diversity in the application areas in real-life problems makes sectorization a very
relevant field of study. For instance, design of sales or service territories, maintenance
operations, health and school districting, police patrolling or transportation are some
of the applications that may directly affect countries, economies, or human life itself.

Sectorization solution procedures can be difficult due to uncertainties in their
characterisation, objectives’ choice, and the frequent combinatorial nature of the
associated problems. DSS are computer-based information systems that can provide
solutions rapidly to test, adjust, and decide.

The current work presented D3S, a newweb-based DSS designed to solve various
sectorization problems, organised in the four revealed groups. D3S was developed to
solve sectorization problems arranged within four main groups: basic sectorization,
sectorization with service centres, resectorization and dynamic sectorization. Solu-
tionmethods integrated into the system are NSGA-II or GAwithAHP to build fitness
functions. They will be used depending on the type of solution desired by users. One
of the D3S advantages is its flexibility in terms of objectives and restrictions and the
applicability to various sectorization problems.

D3S will evolve by improving existing algorithms, integrating new optimisation
algorithms and dealing with more objectives. The systemwill soon be publicly avail-
able at www.sectorization.pt We hope that the D3S will contribute to the resolution
of various practitioners’ sectorization problems and assist researchers, academics
and students.

A short videoofD3Scanbe found at https://www.researchgate.net/project/StoSS-
Sectorization-to-Simplify-and-Solve/update/61c375edf5675b211b18c582.
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New Models for Finding K Short
and Dissimilar Paths
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Abstract We address the problem of finding sets of K paths, K ∈ N, which simul-
taneously considers two criteria: the minimization of the total paths’ cost and the
maximization of their dissimilarity. The purpose of these objectives is to find cheap
solutions fairly different fromone another, which are relevant considerations in appli-
cations that range from hazardous materials transportation to cash collection, where
aspects like the safety or the reliability of the solutions are concerns.Two approaches
are used to measure the dissimilarity of a set of paths: the extent of the overlap of
the paths, in terms of the number of times that each arc appears in more than one
of them; and the number of times that the arcs shared by two or more paths appear
in that solution. The bi-objective problems resulting from each of these approaches
are modeled in terms of integer linear programs, and an ε-constraint method is then
designed to solve them. Computational results are presented for the two approaches
in terms of the time efficiency, the quality of the sets of solutions obtained, and the
dissimilarity of the efficient solutions.
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1 Introduction

The problem of finding K paths in a network is of interest in many applications. In
most cases, it is convenient to impose, or to value, that the number of resources they
share is minimized, as the K paths often work as alternatives/backups to one another
in case of a failure in the network. When looking for paths with those characteristics,
we say that we aim at finding dissimilar paths. Figure1 illustrates the concept of
dissimilarity: the solid and the dotted paths share less resources, and thus are more
dissimilar, than the dashed and dotted ones. Likewise, it is important that the alterna-
tive paths fulfill other requirements of the problem in consideration, namely keeping
the solutions at a low cost. Therefore, a bi-objective version of the K paths problem,
in which it is intended the minimization of the total cost of the K paths and the
maximization of its dissimilarity arises in many practical applications—hazardous
materials routing, money collection or telecommunications are examples of such
applications. In the following, we designate the aforementioned problem as the K
short and dissimilar paths problem.

The problem of finding sets of paths simultaneously short and dissimilar is
approached by Dell’Olmo et al. [5] in the context of an application to hazardous
material transportation. In this work, a large set of non-dominated paths with respect
to a number of parameters that characterize the risk of the paths is generated by
means of a multi-objective shortest path algorithm, followed by the resolution of a
p-dispersion problem for selecting the paths according to their dissimilarity. Instead,
Martí et al. [11] tackle directly the biobjective problem where the average cost is
minimized and the dissimilarity of paths is maximized, while introducing a greedy
randomized adaptive search procedure. The authors first review other works that
maximize the paths dissimilarity, and then extend them to also take into consider-
ation the paths cost [1, 3, 9, 10]. An application involving both spatial and time
dissimilarities is presented in [15].

The K short and dissimilar paths problem was recently addressed in [14]. In this
study, two versions of this bi-objective problem that differ in the approach used to
model the dissimilarity of the paths are formulated: one of the versions focuses the
minimization of the number of repeated arcs; the other one focuses the minimization
of the total number of arc reuses. Then, the addition of a given extra constraint to
the two models is considered. The resulting models are tested in two frameworks,
corresponding to different variants of the ε-constraint method, according to how
the parameter ε is updated. Recently, the same authors introduced complementary
approaches to find dissimilar paths by means of single-commodity flow integer lin-
ear programming (ILP) formulations [12]. The results indicate that the use of two
of the new models may lead to improvements to the bi-objective approach intro-

Fig. 1 Paths between a pair
of nodes

i j
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duced in [14]. Thus, the present work addresses the K short and dissimilar problem
incorporating the new models in the best frameworks identified in [14].

The rest of the text is organized as follows. In Sect. 2 the two ILP formulations
are reviewed and the K short and dissimilar paths problem is defined. Section3
is dedicated to extending the previous ILP formulations and to presenting an ε-
constraint method to find non-dominated points for the resulting problems. Finally,
Sect. 4 presents computational results and Sect. 5 concludes the text.

2 The K Short and Dissimilar Paths Problem

Let (N , A) be a directed graph with |N | = n nodes and |A| = m arcs, and let s and
t denote given source and terminal graph nodes, respectively. The goal of the K
dissimilar paths problem in (N , A) is to find a set of K paths from node s to node t ,
such that the paths in the set are “diverse” enough. This notion permits a wide range
of interpretations and, thus, a number of dissimilarity measures have been proposed
in the literature. Moghanni et al. [12] introduced three ILP formulations for the K
dissimilar paths problem, which enhance previous models for the problem, proposed
in [13]. In the following we extend our study to the two models in the first of these
works that stood out, in terms of both times and dissimilarities, in order to test their
behaviour in the bi-objective context. Next, we revisit these models, based on the
strategy used:

• Minimizing the number of arc reuses in the K paths, called MAR. An arc is said
to be reused when it appears in more than one path. Therefore, the number of arc
reuses is the total number of times that an arc is used in more than one path.

• Minimizing the number of arc overlaps (counted pairwise) in the K paths, called
MAO.

Figure1 illustrates the difference between the two approaches. In the set of three
paths depicted in the plot, arc (i, j) appears in all three of them, therefore it is reused
twice. Moreover, there are three path overlaps, due to the overlap of the arc (i, j) for
the paths with the solid and the dashed lines, the paths with the solid and the dotted
lines, as well as the paths with the dashed and the dotted lines. The two formulations
are shown next and are later extended to the bi-objective case.

Consider the usual single commodity flow variables, fi j , accounting for the
amount of flow (or the number of paths) traversing arc (i, j). Consider also vari-
ables ui j , which correspond to the number of times that the arc (i, j) ∈ A is reused
in different paths, and variables wi j , such that wi j = 1 if and only if the arc (i, j) is
used in at least one path, or wi j = 0 otherwise, for any (i, j) ∈ A. Then the model
MAR, to find K paths between nodes s and t with the minimum number of arc reuses,
is as follows:
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min M1 =
∑

(i, j)∈A

ui j (1a)

subject to
∑

j∈N :(i, j)∈A

fi j −
∑

j∈N :( j,i)∈A

f ji =
⎧
⎨

⎩

K i = s
0 i �= s, t

−K i = t
(1b)

fi j ≤ Kwi j , (i, j) ∈ A (1c)

wi j ≤ fi j , (i, j) ∈ A (1d)

ui j = fi j − wi j , (i, j) ∈ A (1e)

fi j ∈ N0, wi j ∈ {0, 1}, ui j ≥ 0, (i, j) ∈ A (1f)

The constraints (1b) are flow conservation constraints that define sets of K paths
from node s to node t . The constraints (1c) and (1d) relate the w and the f variables,
ensuring that, for any (i, j) ∈ A,wi j = 1 if and only if (i, j) is used in some path, that
is, if and only if fi j > 0. In turn, constraints (1e) ensure that variables ui j correspond
to the number of times that arc (i, j) ∈ A is reused in different paths. Therefore, the
objective function counts the number of arc reuses in the K paths. This formulation
is an aggregated version of the model used in [14]. Tests presented in [12] indicate
that this model is faster than the one used [14], while maintaining the quality of the
solutions regarding its dissimilarity.

The next formulation uses a set of discretized flow variables proposed in [7].
Consider the binary variables, gp

i j , equal to 1 if arc (i, j) appears in exactly p paths,
or to 0 otherwise, for any (i, j) ∈ A and p = 1, . . . , K . Then, the MAO formulation
is the following:

min M2 =
∑

(i, j)∈A

K∑

p=1

(
p

2

)
gp
i j (2a)

subject to
∑

j∈N :(i, j)∈A

K∑

p=1

p gp
i j −

∑

j∈N :( j,i)∈A

K∑

p=1

p gp
ji =

⎧
⎨

⎩

K i = s
0 i �= s, t

−K i = t
(2b)

K∑

p=1

gp
i j ≤ 1, (i, j) ∈ A (2c)

gp
i j ∈ {0, 1}, (i, j) ∈ A, p = 1, . . . , K (2d)

The constraints (2b) define sets of K paths between the nodes s and t , and the
constraints (2c) ensure that at most one of the gp

i j variables associated to that arc is
equal to 1, for any (i, j) ∈ A. The number of overlaps of an arc that appears in p
paths corresponds to the number of times that it is shared by a pair of paths, for all
possible pairs. This value is given by

(p
2

)
, and therefore the objective function M2

counts the number of arc overlaps for all the K paths (see [12]).
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Formulation (2) is new to the bi-objective framework. However, results presented
in [12] indicate that it outputs more dissimilar solutions, in spite of being slower than
MAR in the single objective context.

Consider now that each arc in the network is associated with a cost ci j ∈ R
+, for

any (i, j) ∈ A. The cost of a set of K paths defined as a solution of model MAR using
the variables f ∈ N

m
0 is given as the sum of their arc costs, that is

Mr
3 =

∑

(i, j)∈A

ci j fi j .

Similarly, given K solution vectors formodelMAO, gp ∈ {0, 1}m , with p = 1, . . . , K ,
the cost of the solution it represents is given by

Mo
3 =

∑

(i, j)∈A

ci j

K∑

p=1

p gp
i j .

The version of model (1) considering the simultaneous minimization of the paths
cost and superposition can be formulated as:

min Mr
3 =

∑

(i, j)∈A

ci j fi j

min M1 =
∑

(i, j)∈A

ui j

subject to (1b) − (1f)

(3)

where the decision variables have the samemeaning as before. Hereinafter thismodel
will be designated as BMAR.

Considering now the decision variables used in formulation (2), the corresponding
bi-objective version of that model, aiming at minimizing the cost and the number of
arc overlaps, can be formulated as:

min Mo
3 =

∑

(i, j)∈A

ci j

K∑

p=1

p gp
i j

min M2 =
∑

(i, j)∈A

K∑

p=1

(
p

2

)
gp
i j

subject to (2b) − (2d)

(4)

This model will be designated as BMAO.
In general, the objective functions in formulation (3) and those in formulation

(4) are conflicting. Therefore, rather than searching for optimal solutions, the goal
of these problems is to search for efficient solutions, solutions for which there is no
other that improves one of the objective functions without worsening the other. An
ε-constraint method for finding solutions for these problems is described next.
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3 Algorithm for Finding Non-dominated Sets of K Short
and Dissimilar Paths

Considering two objective functions f1, f2 : Rn → R, a bi-objective optimization
problem can be defined as

min f (x) = ( f1(x), f2(x))
subject to x ∈ X

(5)

where X ⊆ R
n is a set of feasible solutions. In the approaches that we consider to

the K short and dissimilar paths problem, BMAR and BMAO, the functions f1 and
f2 correspond to a superposition function (either M1 or M2, respectively) and a cost
function (Mr

3 or Mo
3 , respectively, both based on different expressions but with the

same meaning).
A feasible solution of (5), x1 ∈ X , is said to dominate another, x2 ∈ X , if

1. fi (x1) ≤ fi (x2), for i = 1, 2, and
2. fi (x1) < fi (x2), for at least one index i ∈ {1, 2}.
Additionally, a feasible solution x̄ ∈ X , is efficient, or Pareto optimal, if there is
no other feasible solution, x ∈ X , which dominates x̄ . If the solution x̄ is efficient,
then its outcome vector f (x̄) is called a non-dominated point. The set of all efficient
solutions, denoted by XE , is called the efficient set. The non-dominated set is the set
of all non-dominated points, YN = { f (x) : x ∈ XE }.

The ε-constraint method [8] is a well-known method able of finding the set of
all non-dominated points for a bi-objective problem. The method consists of solving
a sequence of single-objective problems, which optimize only one of the objective
functions while satisfying a constraint where the remaining function is bounded by
a variable parameter ε > 0.

The ε-constraint algorithm is particularly suited for the problem we are handling,
given that the two objective functions are of different natures and thismethod does not
imply an aggregation of the objectives. Without loss of generality, we consider that
the objective function f1 is minimized and the objective function f2 is included in the
constraints, which means that problem (5) is replaced by a sequence of ε-constraint
problems

minimize f1(x)
subject to x ∈ X

f2(x) ≤ ε

, ε ∈ R. (6)

Furthermore, updating ε as f2(x̄) − �, with x̄ a known feasible solution and� > 0 a
small number, guarantees an improvement of the second objective. With appropriate
choices of ε all the non-dominated points of problem (5) can be found. The choice
of the function to optimize and the one to include in the constraints, as well as of the
strategy for updating the bound ε, may depend on the particular model.
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The set of efficient solutions includes solutions that are minimal with respect to
f1 and with respect to f2. However, there may be alternative optima for each of
these objective functions which are weakly dominated by other solutions. In order
to ensure that the first and the last solutions stored by Algorithm 1 are efficient, a
lexicographic optimal solution for minX ( f2, f1) is computed. Such a solution can be
found by minimizing function f1, over the set of feasible solutions with a minimal
value of f2. A similar procedure can be followed for computing a lexicographic
optimal solution for minX ( f1, f2). An outline of a generic ε-constraint method is
given in Algorithm 1.

Algorithm 1: The ε-constraint method
1 x̄ ← lexicographic optimal solution for minX ( f2, f1)
2 y I2 ← f2(x̄)
3 x̄ ← lexicographic optimal solution for minX ( f1, f2)
4 YE ← { f (x̄)}
5 ε ← f2(x̄) − �

6 while ε ≥ y I2 do
7 x∗ ← optimal solution of problem (6)
8 if f1(x∗) > f1(x̄) then YE ← YE ∪ { f (x̄)}
9 x̄ ← x∗

10 ε ← f2(x∗) − � // Update ε

11 YE ← YE ∪ { f (x̄)}

The variableYE is a set that stores the non-dominated points of the problem as they
are computed. For each value of ε, a new solution is found, x∗, and the parameter ε

is updated according with its objective function value. The variable x̄ is an auxiliary
variable that stores the latest solution found until it is concluded whether it is efficient
or it is just weakly efficient, and, therefore, dominated. The line 8 in the pseudo-code
is a dominance test for solution x̄ . As a result, in case x̄ is efficient, its image is
included in the set YE .

The variable x∗ is used to store potentially efficient solutions which are the opti-
mal solutions of the ε-problems computed along Algorithm 1. The first point to be
inserted in set YE is certainly non-dominated, because it corresponds to one of the
lexicographic optimals for the objective functions. In the rest of the algorithm, the
values of ε are strictly decreasing and, thus, so is the sequence { f2(x∗)}. Therefore,
if x̄ temporarily stores an optimal solution of problem (6) and x∗ is the next one, that
is, obtained after updating ε, then f2(x∗) < f2(x̄) and two situations may occur:

• f1(x∗) > f1(x̄). This means that x∗ does not dominate x̄ and also that no forth-
coming solution does. Therefore, f x̄) is inserted in the set of efficient points,
YE .

• f1(x∗) = f1(x̄). This means that x∗ dominates x̄ . Therefore, x̄ is discarded and
replaced by x∗.
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Next we discuss the parameterization of Algorithm 1 when applied to models
BMAR and BMAO. We first analyze the ranges of the objective functions M1, Mr

3 . In
this case we have:

0 ≤ M1 ≤ Kn,

because each path has at most n − 1 arcs and each one can be reused up to K − 1
times. Moreover,

1 ≤ Mr
3 ≤ Kn max

(i, j)∈A
{ci j },

because at most K (n − 1) arcs can be used in total. As a consequence, the range of
M1 is considerably tighter than the range of Mr

3 , which results in fewer iterations
of the while loop on line 6 of Algorithm 1 if we let f2 be the first and f1 be the
second.

In the second model the cost objective is similar to the previous, thus 1 ≤ Mo
3 ≤

Knmax(i, j)∈A{ci j } holds, whereas, for the superposition objective,

0 ≤ M2 ≤
(
K

2

)
m = 1

2
K (K − 1)m,

because each arc appears in at most K paths, thus producing up to
(K
2

)
overlaps. For

this second problem the difference between the functions M2 and Mo
3 is not as sharp

as for the former. Nevertheless, the upper bound on the number of arc overlaps is
rarely met, and therefore in general the range of M2 is still tighter than that of Mo

3
leading to a similar conclusion as before.

If fixing Mr
3 , M

o
3 to optimize, the ε-constraint subproblems to solve are

min Mr
3 =

∑

(i, j)∈A

ci j fi j

subject to (1b) − (1f)∑

(i, j)∈A

ui j ≤ ε

(7)

and

min Mo
3 =

∑

(i, j)∈A

ci j

K∑

p=1

p gp
i j

subject to (2b) − (2d)
∑

(i, j)∈A

K∑

p=1

(
p

2

)
gp
i j ≤ ε

(8)

with ε > 0. Then, the next result holds.

Proposition 1 Any optimal solution of Problems (7) and (8) is formed by loopless
paths.
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Problems (7) and (8) are close to an extension of K shortest path problems. Con-
trarily, the problems resulting from switching the roles of f1 and f2 are closer to
the formulations (1) and (2) and may admit optimal solutions containing paths with
loops. These loops can be discarded by applying an algorithm of O(Km) time,
without compromising the optimal value [12]. Nevertheless, it is simpler and more
efficient to optimize the cost function than the superposition function. Additionally,
both objective functionsM1, M2 are intrinsically integer, whereas the same only hap-
pens for Mr

3 , M
o
3 if the arc costs are integer as well. Taking these considerations into

account, the ε-algorithm for problems (3) and (4) is implemented by optimizing the
cost function, Mr

3 or Mo
3 , respectively, and constraining the superposition function,

M1 or M2, respectively. Moreover, the value � = 1 is considered for updating the
bound ε.

4 Empirical Study

In this section experiments to assess the empirical performance of the new formula-
tions are presented. The purpose of these tests is trifold: i. to assess the efficiency of
the ε-constraint algorithm; ii. to compare the performance of the formulations BMAR
and BMAO for finding sets of K short and dissimilar paths; iii. to compare the results
obtained by BMAR and BMAO with those obtained in [14].

The index used to assess dissimilarity, introduced in [6],measures the dissimilarity
between paths pi and p j as:

D(pi , p j ) = 1 − 1

2

(
L(pi ∩ p j )

L(pi )
+ L(pi ∩ p j )

L(p j )

)
(9)

where L(p) denotes the number of arcs in sequence p. The dissimilarities vary from
0 to 1, the first for coincident paths and the latter for arc disjoint paths.

4.1 Tests Setup

Algorithm 1 was implemented for formulations BMAR and BMAO. The two mod-
els were coded in C, calling CPLEX 20.1 to solve the intermediate mixed-integer
programs. The codes ran for two sets of instances, namely:

• Random graphs, Rn,m , with n = 100, 500 nodes, obtained generating randomly
m = dn arcs, with d = 5, 10, 15.

• Grid graphs,Gp,q , comprising the following sizes: p × q = 4 × 36, 12 × 12, 5 ×
45, 15 × 15. It is worth noting that in a grid topology there are always overlaps
on sets of K ≥ 3 paths. In addition, for these instances, the objective function M2
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Table 1 Description of the column headings

Heading Description

T̄ Average total run time, in seconds
¯|YE | Average number of computed non-dominated points

N̄ Average number of solved subproblems

f̄ j
min ( f̄

j
max) Average minimum (maximum) f j in each set of paths, j = 1, 2

D̄min (D̄max) Average minimum (maximum) AvDi in each set of paths

measures paths dissimilarity exactly, given that all paths from the source to the
destination nodes have the same length [12, 13].

In both cases each arc (i, j) ∈ A was associated with a cost value, ci j ∈ {1, 2, . . . ,
100}, uniformly obtained. The results in the following are averages obtained for find-
ing sets of K = 10, 20 paths over 20 different instances generated for each dimension
of these data sets. The tests ran on a 64-bit PC with an Intel® Core™ i9-10900K
Quad Core at 3.7GHz with 128GB of RAM. A time limit of 300s was imposed
for each subproblem solved along the generation of the non-dominated set. The test
statistics are summarized in Table1. Here AvDi is the average pairwise dissimilarity
of each set of K paths.

4.2 Test Results

In the following we discuss the results of the application of Algorithm 1 to formula-
tions (3) and (4) for the instances described above. We first consider the results for
the formulation that minimizes the number of arc reuses.

The average results obtained by the code BMAR are shown on Tables2 and 3. For
the random instances, the number of non-dominated points seems to depend on n,
while being quite resilient to the variation on m for the same value of n. For grids,
the effect of the topology of the network overshadows the effect of the increase in
size, as this number of non-dominated points is smaller in rectangles than in squares.
This seems to be related with the number of arc reuses, and, thus, with the values
f̄ 2min and f̄ 2max. A path from 1 to n in a p × q grid contains p + q − 2 arcs and this
number is minimized when p = q. For instance, such paths are shorter for 12 × 12
grids, with 22 arcs, and longer for 4 × 36 grids, with 38 arcs, even if both grids have
the same number of nodes. This translates in a smaller number of arc reuses and,
therefore, in higher average dissimilarity values, D̄max, as will be seen later.

The number of iterations needed to find each non-dominated point measures the
efficiency of the ε-constraint algorithm. The ratio N̄/ ¯|YE | is either 1, if both values
coincide, or greater otherwise, the latter situation corresponding to a less efficient
behavior of the algorithm. In both tables, for randomand grid networks, the parameter
N̄/|ȲE | is close to 1.
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The average time for solving each subproblem increases with the size, both in
random and grid networks. The results are different in square and in rectangular
grids with the same number of nodes, the latter being harder to solve. This fact,
together with the increase in the number of solutions that need to be found, results
also in an increase of the total run time.

As expected, the range of the cost, f1, is larger than the range of the number
of arc reuses, f2. Also, the values of both objective functions increase with n, and
decrease as m increases in networks with the same number of nodes. Results for
rectangular grids, show higher cost and arc reuse values, when compared to the
square instances, and this effect overcomes the effect of the size of the network. The
average minimum dissimilarity was always nearly 0. This is explained by the fact
that most of the determined sets contains at least one solution formed by paths that
coincide with the shortest. The average maximum dissimilarity, on the other hand,
lies between 0.825 and 0.977 (0.678 and 0.957) in random networks and between
0.675 and 0.937 (0.588 and 0.886) in grid networks, when K = 10 (K = 20). As a
general trend, and as expected, the dissimilarities increase with m and are bigger in
the square networks.

Tables4 and 5 summarize the results of the code BMAO. First, it should be pointed
out that not all the subproblems associated to the grid instances were solved to
optimality within the imposed time limit. For random networks, the average number
of non-dominated points computed when using BMAO depended mainly on n. For
grids, usingBMAO led to a higher number of non-dominated points for the rectangular
grids. As before, the ratio N̄/ ¯|YE | is very close to 1, confirming the efficiency of the
proposed method.

For the random instances, the run times of the subproblems associated to using
Algorithm 1 with BMAO increase with size. These values are also greatly affected by
the number of paths to find, K . On the other hand, for the grid instances, the values
of T̄ /N̄ indicate that the problem is significantly harder to solve on rectangular grids
than on square grids.

The range of the average number of arc overlaps of the non-dominated solutions
obtained by usingBMAO in the above algorithm is tighter than the range of the average
cost of the same solutions. Also as expected, the values of both f̄ 2min and f̄ 2max increase
with n and decrease with m for the random instances, and are significantly higher
for rectangular grids than for square grids. The average dissimilarities registered for
BMAO vary as predicted: for random networks the average dissimilarities decrease
with n, while they increase with m for the same n; the average dissimilarities are
bigger for the square grids than for the rectangular grids. Also as predicted, the
average maximum dissimilarity decreases with K for all the instances. Again, D̄min

is nearly zero. In addition, the values of D̄max lie between 0.869 and 0.985 (0.847
and 0.975) in random networks, and between 0.815 and 0.943 (0.782 and 0.915) in
grid networks, when K = 10 (K = 20).

Thedifferences betweenBMAR andBMAO are summarized inFig. 2.When K = 10
the latter model produces around the double of the solutions of BMAR (more in grid
instances), with a cost range that is 1.05 times wider than that obtained by BMAR,
corresponding to an improvement of the maximum dissimilarity of the solutions of
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Fig. 2 Comparison between the results of BMAO and BMAR (BMAO/BMAR)

1.3 times that obtained by BMAO. In terms of the run time, BMAO is always slower
than BMAR: from 10 to 21 times slower for random instances and from 7 to 26
times slower for grids. The same general trend is observed for K = 20, with steeper
differences in the run times of the two codes.

The application of the codesBMAR and BMAO results in two lists of sets of K paths,
which are efficient in terms of the cost and of the number of arc reuses/overlaps,
respectively. These lists are associated with approximations to the Pareto front for
the cost and the dissimilarity of the K paths, therefore in the following we assess
their quality. Let Pa = {( f 11 , D1), ( f 21 , D2), . . . , ( f ma

1 , Dma )} be a list of cost and
dissimilarity pairs obtained by the previous approaches.We consider different aspects
for assessing the quality of this set. Namely:

• Average distance between the set Pa and a point, (z∗
c , z

∗
d):

d̄a =
ma∑

i=1

‖( f i1 , Di ) − (z∗
c , z

∗
d)‖

ma
,

where ‖.‖ stands for the Euclidean norm. The ideal point is chosen as the reference
point. Two variants of this metric are used: total distance, considering all the points
in Pa , d̄T

a , and partial distance, restricting the points generated by the approach to
the intersection of the regions covered by both approaches, d̄ P

a .
• Purity of the set Pa [2], defined by ra = |Pa ∩ P|/|Pa|, where P is a set of non-
dominated points. This metric aims at evaluating the extent to which the set of
points obtained with one of the models is dominated by the other with respect to
cost and dissimilarity. We consider that P is given by all the points obtained by
BMAR and BMAO that are not dominated amongst them.
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Fig. 3 Comparison of the sets of non/dominated cost-dissimilarity pairs obtained by BMAO and
BMAR (BMAO/BMAR)

• Spread of the set Pa [4], given by �a = max
i=1,...,ma

{
max{ f i+1

1 − f i1 , Di+1 − Di }
}
,

measuring how well the non-dominated points are distributed, namely, measuring
the maximum distance between consecutive points. Cost and dissimilarity are nor-
malized when calculating this parameter, in order to consider values with similar
ranges.

Smaller average distances correspond to sets of solutions that are closer to the refer-
ence point, and smaller spreads correspond to sets of points that are closer from one
another. Greater purity values correspond to sets of solutions with more points that
are not dominated by any of the those that are known. A comparison of these values
is shown in Fig. 3 and a more detailed summary is shown in Table6.

The number of cost/dissimilarity pairs that are not dominated is considerably
smaller than the number of solutions output, from 60 to 77%with BMAR, and around

Table 6 Comparison of the fronts for K = 20
BMAR BMAO

Instance dTBMAR dPBMAR rBMAR
(%)

mBMAR �BMAR dTBMAO dPBMAO rBMAO
(%)

mBMAO �BMAO

R100,500 490.0 31.9 26.09 25.0 155.9 801.3 34.4 99.88 117.5 173.2

R100,1000 465.8 14.9 14.42 35.3 136.9 534.4 15.9 99.93 131.6 102.4

R100,1500 419.6 10.4 11.01 39.7 86.5 435.0 11.6 99.96 147.3 89.2

R500,2500 628.4 17.5 13.51 46.0 136.2 689.6 18.3 100.00 160.0 112.4

R500,5000 456.0 10.0 10.52 47.9 96.8 449.6 10.6 99.77 153.6 101.6

R500,7500 402.6 8.2 23.13 47.2 80.4 396.4 9.0 99.81 96.9 991.7

G∗
12,12 2137.2 8.6 3.08 140.0 274.9 2014.3 8.7 100.00 1352.1 132.4

G∗
4,36 1461.3 15.4 6.77 84.8 325.6 3117.3 16.0 100.00 1690.6 97.6

G∗
15,15 3053.0 9.0 2.18 198.2 325.8 2584.8 9.5 100.00 1824.8 136.8

G∗
5,45 1868.3 14.6 4.21 123.4 355.3 3878.0 15.2 100.00 2182.7 123.0
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50% on random instances and around 90% in grids with BMAO. Like for the output of
Algorithm 1, the lists of points obtained byBMARwere shorter than those obtained by
BMAO. In random networks BMAO obtained 2 to 5 times more solutions than BMAR.
The difference was bigger in grids, especially rectangular, with ratios between 9 and
21.

The percentage of non-dominated pairs found by BMAR if the lists of points
obtained by the two approaches ismerged is between 13 and 29% in random instances
and even smaller on grids, from 2 to 7%. The purity rate is much better for BMAO,
even if it provided more solutions, with values always above 98%. The reason is
that BMAR finds solutions with worse dissimilarity than BMAO and their costs are not
smaller than with the other approach.

The average distance to the ideal point varies and is sometimes bigger for BMAR,
while for others the opposite happens. These results are not fully conclusive because
the lists produced by both codes have different ranges. The partial distance constrains
the points to those with common range. In this case the values are always 3 to 11%
bigger for BMAO than for BMAR, except for 12 × 12 grids. These results are due to
the fact that more points are considered when using BMAO, even when restricting the
range. Finally, the spread/distance between consecutive points is consistently smaller
for BMAO than for BMAR, except for random instances with n = 50 and m = 7500,
therefore we can conclude that those frontiers of points are more complete and
uniform than the latter.

5 Final Remarks

This work addressed the problem of finding sets of K paths that are as dissimilar
as possible, while also minimizing the total cost. A bi-objective approach for find-
ing non-dominated points to this problem was described. The approach consists of
an ε-constraint method, which is parameterized according to the problem, and then
empirically tested for random and grid instances artificially generated. The compu-
tational results were discussed.

The code BMAR, based on minimizing the number of arc reuses, was faster than
BMAO, based on minimizing the number of arc overlaps, because it required com-
puting fewer non-dominated points and it solved easier subproblems. However, code
BMAO producedmore solutions,with better dissimilarities, and often dominated those
output by BMAR in terms of their cost and dissimilarity.

Finally, comparing the new results to those presented in [14], it can be seen that
BMAR speeds up its disaggregated version by an average factor of 22% for random
networks and 32% for grids (bigger for networks with fewer nodes). On the other
hand, BMAO produces solutions with higher average dissimilarities than the best
model introduced in [14], although being slower to solve the same instances.
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6 Test Results

See Tables2, 3, 4, 5 and 6.
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Time Windows Vehicle Routing Problem
to On-Time Transportation of Biological
Products on Healthcare Centres

Maria Teresa Pereira, Marisa Oliveira, Fernanda Amélia Ferreira,
Alcinda Barreiras, and Liliana Carneiro

Abstract This paper addresses aVehicleRouting Problem (VRP) applied to the field
of healthcare. Biological products are collected from patients at the local healthcare
centers and transported to hospital laboratories for further processing and analysis.
This paper analyses and determines a set of vehicle routes to perform on-time trans-
portation of biological products from local healthcare centers to the main hospital,
considering all technical issues. We sought to develop a solution to the Vehicle Rout-
ing Problem with Pickups and Deliveries (VRPPD) to effectively collect biological
products, and parallelly deliver medical supplies to local healthcare units—gloves,
masks, sanitation accessories, and disposable tools. We also aimed to implement a
solution suitable for a larger cluster of healthcare centers. The mathematical model
allowed for an efficient route design, considering distances, service times, travel
times, total route time, and vehicle availability for other tasks. The mathematical
model (VRPPDW) presents a feasible improvement to the solution currently used by
the healthcare units. It allows for pickup and delivery of other items as required, and
can be adapted if other collection points are to be added, providing a strong route and
service times optimization. We were able to achieve a 95-min reduction, thus saving
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e2,222.64 per year. This solution required no further investment thus avoiding any
reallocation available resources.

Keywords Vehicle routing problem · Time windows · Biological products
transportation · Healthcare centres · Decision support

1 Introduction

In this work aVehicle Routing Problem (VRP) is presented to design an optimal route
for a vehicle fleet to perform requests at minimum cost, [1]. There are several papers
demonstrating the employment of VRP to healthcare services, e.g. patient transporta-
tion for surgery and other medical procedures, applied to short lifespan items such as
blood/plasma, or medication. These have critical delivery time windows, and hence
require maximum route optimization. In the case of a route made for the collection
of blood, this means covering all possible health units, taking into consideration the
time-limit for keeping blood without centrifugation, ensuring the shortest possible
time with the available resources. This study introduces a solution of the Vehicle
Routing Problem with Pickups and Time Windows (VRPPTW) for a Portuguese
Local Health Unit (LHU). A set of vehicle routes to perform on-time transportation
of biological products from the healthcare centers had to be determined—from the
collection points to the hospital laboratory for further processing and analysis. Thus,
we sought to improve the existing solution to the Vehicle Routing Problem with
Pickups and Deliveries (VRPPD) to effectively collect biological products, and par-
allelly delivermedical supplies to local healthcare centers—gloves,masks, sanitation
accessories, and disposable tools. We also aimed to implement a solution suitable
for larger clusters of healthcare centers. Expectations were to validate the model
(VRPPTW) developed for the LHU and to generate optimized routes to allow both
transportation of biological products to the laboratory, within specified time win-
dows, and supply local healthcare centers. This entailed increasing the complexity
of the existing management model by considering vehicle capacities, management
of same time pickups and deliveries as well as enlarged network of LHU.

2 Literature Review

The VRP purpose is to define a set of vehicles, the routes and the clients to visit in
well-defined locations, [2]. It is one of the most studied problems in the literature
because of its wide applicability and importance in determining efficient strategies
to reduce operational costs in distribution networks, [3]. This problem is comprised
of several variants, namely the transportation of goods, which can contemplate the
situation of delivery and collection of goods, Pickup and Delivery Problems (PDP),
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that is, objects have to be transported between an origin and a destination. These can
be classified into three groups according to Oliveira et al. [4]:

• n origins to m destinations, where any vertex can serve as a source or as a desti-
nation for any commodity;

• 1 origin to n destinations and 1 final destination;
• 1 origin to 1 destination.

Since the original introduction of the concept, researchers have experimented with
many models and solution methods which made VRP evolve to more complex vari-
ants, with a greater number of constraints.

• VRPPD—Vehicle Routing Problem with Pickups and Deliveries.
The idea is to find a set of optimal routes, for a fleet of vehicles, to serve a set of
transportation requests. Each vehicle from the fleet has a given capacity, a start
location, and an end location. Each transportation request is specified by a load
to be transported, an origin, and a destination. In other words, the problem deals
with the design of optimal routes in order to visit all pickup and delivery locations,
and satisfy precedence (each pickup location has to be visited prior to visiting the
corresponding delivery location) and pairing constraints (one vehicle has to do
both the pickup and the delivery of the load of one transportation request) [5].

• VRPTW—Vehicle Routing Problem with Time Windows.
With this type of problem, capacity constraint remains an issue to be considered,
and each customer is associated with a time interval [ai , bi ], called the time win-
dow, and with a time duration, si , the service time. These constraints restrict the
times at which a customer is available to receive a delivery. This problem is often
common in real-world applications, since the assumption of complete availability
over time of the customers made in CVRP is often unrealistic, [6, 7].

• VRPSD—Vehicle Routing Problem with Split Deliveries.
This type of problem suggests that the customer can be served by more than one
vehicle. In this way, it is possible to control deliveries from customers that exceed
the capacity of the distribution vehicle, [8].
Considering the main characteristics of the types of problems described, this
project work retained mainly VRPPTW and VRPPD.

• CVRP—The Capacitated Vehicle Routing Problem.
This problem is a Vehicle Routing Problem (VRP) as it includes capacity
constraints—the limited space of each vehicle and a depot. The objective of solv-
ing this problem is to find the shortest route, while every customer with a certain
demand must be visited exactly once, [9].

Four main components constitute a Vehicle Routing Problem:

• the network which is generally described by the graph;
• the sites to be visited represented as customers which have a specific request often
called a demand;

• the fleet of vehicles represented by the mobiles performing a task;
• the depot(s) usually from where the vehicles start and come back, [10].
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Mathematically there is a directed graph G = (V, A)where V = {0, 1, ..., n} is a
set of n + 1 nodes and A is a set of arcs.Node 0 represents a depotwhile the remaining
node set corresponds to customers. To each arc (i, j) ∈ A is assigned a distance or
cost ci j . Binary decision variable xi j is set to one if and only arc (i, j) is used in
the solution. The problem can be formulated as: the aim of basic version also called
capacitated VRP (CVRP) is to determine the optimal set of routes to be performed
by a fleet of capacitated vehicles to serve the demand of a given customer set [10]. A
set of homogeneous vehicles each with a capacity of Q, located at a central depot and
a set of customers with known locations and demands to be satisfied by deliveries
from the central depot, each vehicle route must start and end at the central depot,
and the total customer demand satisfied by deliveries on each route must not exceed
the vehicle capacity, Q. The total cost is usually proportional to the total distance
travelled if the number of vehicles is fixed and may also include an additional term
proportional to the number of vehicles used if the number of routes may vary, [6].

The routing of blood collection vehicles has been studied by Özener [11], that
applied a VRP model for improving the platelet supply in the blood supply chain.
They analyze the routing decisions in such a setting and propose an integrated cluster-
ing and routing framework to collect and process the maximum number of donations
for platelet production. Other related works using VRP concern bio-medical waste
collection and home healthcare. Faizal [12] applied a VRP using Particle Swarm
Optimization Algorithm (PSO) to optimize collection times. Cissé [13] presented a
review of the relevant routing scheduling problems related with home healthcare.

3 Problem Description

A Local Health Unit (LHU) in greater Oporto is comprised of a central hospital and
seven associated local healthcare centers (LHC), referred to here by HA, HB,..., HG.
The LHU applies a certain procedure to conduct clinical analysis. The collection
of samples is carried out in healthcare centers, and after such biological products
are sent to the Clinical Pathology services in the Hospital (H), which has a central
laboratory for their examination, but only works in the morning. The idea is to
distribute patients for clinical analysis by geographic area, instead of concentrating
them at a single point. Local residents can currently do their clinical analysis at
the geographically assigned LHC. 70% of collected samples correspond to blood
which need to strictly comply to government regulation (internal ordinance, no. 8,
Official Gazette 166/2014 of August 21st 2014). Hence, after collecting blood and
before transporting it to the laboratory, the sample elements (red blood cells, platelets,
plasma) have to be separated - the centrifugation process. At the time, this process
was only available at the hospital. The blood collected in the collection points (LHC)
which do not have centrifuges had to be processed within two hours after collection,
with a 30-minute tolerance. The use of centrifuges allows the samples to keep a
sufficient quality for clinical analysis up to 4h after undergoing the centrifugation
process. The problem is that the initially established route for transporting non-
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Fig. 1 Material flow of the LHU

centrifugated samples (fromHD-HG) does not satisfy the required delivery time limit
of 2.5h. Considering LHU network, transportation restrictions and blood collection
time frames of the LHC , we intended to develop a mathematical model to generate
an optimal route for transporting biological products within specified time limits. In
the route, along the biological products pickup, pickup and delivery of all kinds of
programmed or urgently needed materials, such as sterilization material, cleaning
material, disposables, and son on, is also required Fig. 1.

4 The Mathematical Model

The model is based on the vehicle routing with time windows formulation for the
VRPTW, [14] which is based on a directed graph G = (NHU ∪ {0, nHU + 1}, A),
where the depot is represented by the two nodes 0 and nHU + 1. The routes start
from node 0 and end at node nHU + 1. In these nodes the service time is zero,
this means that ts0 = tsnHU+1 = 0. NHU = {1, 2, ..., nHU } is the set of LHC, and
A = {(i, j) : i ∈ NHU ∪ {0}, j ∈ NHU ∪ {nHU + 1}, i �= j} are the arcs.

The parameters are:

NHU Health Units {1, 2, . . . , nHU },
ai lower limit of time window of i , i ∈ NHU ,
bi lower upper of time window of i , i ∈ NHU ,
t ti j travel time from i to j , i ∈ NHU ∪ {0}, j ∈ NHU ∪ {nHU + 1}
tsi service time, corresponds to the time the driver spends collecting
samples from each i , i ∈ NHU .
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The decision variables are:

xi j =
{
1 if the vehicle travels from i to j
0 otherwise

i ∈ NHU ∪ {0}, j ∈ NHU ∪ {nHU + 1}

si = instant when the vehicle starts service at i , i ∈ NHU ∪ {nHU + 1}

The objective function (1) aims to minimize the completion time of the tour.

min snHU+1 (1)

subject to:
si − t t0i · x0i ≥ 0 ∀i ∈ NHU (2)

si ≥ ai ∀i ∈ NHU (3)

si + tsi − s j + (bi − a j + t ti j ) · xi j ≤ bi − a j ∀i ∈ NHU, j ∈ {NHU, i �= j}
(4)∑

i �= j,i∈NHU∪{0}
xi j = 1 ∀ j ∈ NHU (5)

∑
j �=i, j∈NHU∪{nHU+1}

xi j = 1 ∀i ∈ NHU (6)

si + tsi ≤ bi ∀i ∈ NHU (7)

si + tsi + t ti0 ≤ snHU+1 ∀i ∈ NHU (8)

The first constraint (2) initiates from the arrival time of the vehicle at the first
LHC. Constraints (3) and (7) define a time window for each LHC within which the
vehicle may arrive and collect samples. The constraint (4), when the vehicle travels
between two LHC i and j , becomes tsi + t ti j ≤ s j − si which ensures the difference
between the arrival times at i and j is at least the travel time between these locations
and the service time at i . The constraint (4) is also used to avoid sub tours. Constraints
(5) and (6) ensure that the vehicle visits each LHC only once. The tour duration is
determined by the constraint (8).
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5 Results

The model was implemented with software IBM ILOGCPLEXOptimization Studio
21.1.0.0. After formulating the problem, and based on the existing routes, we realized
that two loops are needed to meet the collection requirement of biological products.
The routes were only defined for a single vehicle.

The LHC in HG, HD, HE and HF do not have a centrifuge. Table1 provides
information regarding health units’ timeframes for biological products harvest.

As these clinics do not have centrifuges installed, there is a time limit of 2 h
(+30 min tolerance) for samples delivery from the moment of blood harvest to the
laboratory. Due to this constraint, collecting all the samples in one cycle results in
having a part of them unusable for analysis. For the sake of efficiency, and to ensure
that all samples were usable, we decided to introduce to 2 loops per route. The LHC
which had the earliest time windows were included in the 1st loop to ensure the
2-h time limit (+ 30 min tolerance). The remainder LHC, with later blood collection
timeframes, i.e., 10 to 11 pm, were in included in the 2nd loop, to ensure the legal
time limit is respected and samples are delivered to the hospital before the closing
of the laboratory which, as previously referred, only operates in the morning. It was
noted that since the first LHC unit opens at 07:30, the time limit for arrival at the
laboratory is, at the latest, at 10:00. However, to free the vehicle for the second loop,
it should arrive as close as possible to 10:00 am. For the first simulation, we decided
to use mid time in the harvesting period as the lower limit of the time window ai and
closing time of the units as the upper limit bi . Table2 represents the boundaries for
the first loop, scenario 1. Note that LHU is the depot.

Table 1 Harvesting period in Health Units w/o centrifuges

LHC Opening hour (h) Closing hour (h)

HG 08:00 11:00

HD 07:30 11:00

HE 08:00 11:00

HF 08:00 10:30

Table 2 Boundaries for time windows

i Health unit ai (hh:mm) bi (hh:mm) tsi (hh:mm)

0 LHU 0:00

1 HG 09:30 11:00 0:10

2 HD 09:15 11:00 0:06

3 HE 09:30 11:00 0:05

4 HF 09:15 10:30 0:10
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Fig. 2 Generated route

Table 3 Van schedules

i LH Travel time
(hh:mm)

Sevice time
(hh:mm)

Time of
arrival
(hh:mm)

Time of
leave
(hh:mm)

Duration of
the trip
(hh:mm)

0 LHU 00:00 00:00 09:03 00:00

4 HF 00:12 00:10 09:15 09:25 00:22

3 HE 00:17 00:05 09:30 09:35 00:32

1 HG 00:22 00:10 09:40 09:50 00:47

2 HD 00:24 00:06 09:52 09:58 00:55

5 LHU 00:29 10:03 01:01

Table 4 New boundaries for time windows

i health unit ai (hh:mm) bi (hh:mm) tsi (hh:mm)

0 LHU 0:00

1 HG 09:15 11:00 0:10

2 HD 09:00 11:00 0:06

3 HE 09:15 11:00 0:05

4 HF 09:00 10:30 0:10

With the definition of the Table 2, the following results were obtained. Figure2
shows the generated route and Table 3 the van schedules.

The 1st solution obtained does not satisfy time limit requirement since the arrival
time of samples exceeds 10:00 am. Thus a decrease in the lower limits of time
windows by 15 min was decided, as presented in Table 4.

With the changed time windows, the route itself did not change. However, the
total duration of the trip lessened (total of 1h) and arrival time at HPH fitted the
delivery constraints, Table 5.

Taking into account the opening hours of the LHC named HD—7:30 am—the
difference in time between the first blood harvest and the delivery of samples to the
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Table 5 New van schedules

i LH Travel time
(hh:mm)

Sevice time
(hh:mm)

Time of
arrival
(hh:mm)

Time of
leave

Duration of
the trip
(hh:mm)

0 LHU 00:00 00:00 08:48 00:00

4 HF 00:12 00:10 09:00 09:10 00:22

3 HE 00:17 00:05 09:15 09:25 00:32

1 HG 00:22 00:10 09:30 09:40 00:47

2 HD 00:24 00:06 09:42 09:48 00:55

5 LHU 00:29 9:53 01:00

Table 6 Boundaries for time windows for second loop

i Health unit ai (hh:mm) bi (hh:mm) tsi (hh:mm)

0 LHU 0:00

1 HG 11:00 12:00 0:10

2 HD 11:00 12:00 0:06

3 HE 11:00 12:00 0:05

4 HF 10:30 11:30 0:10

Table 7 New van schedules with waiting time

i LH Travel
time
(hh:mm)

Sevice
time
(hh:mm)

Time of
arrival
(hh:mm)

Time of
leave
(hh:mm)

Duration
of the trip
(hh:mm)

Waiting
time

0 LHU 00:00 00:00 10:27 00:00 00:00

4 HF 00:12 00:10 10:39 10:49 00:22 00:00

3 HE 00:17 00:05 11:00 11:05 00:38 00:06

1 HG 00:22 00:10 11:10 11:20 00:53 00:00

2 HD 00:24 00:06 11:22 11:28 01:01 00:00

5 LHU 00:29 11:33 01:06

laboratory is 2h 23 min—higher than the 2h (+30 min of tolerance) time window.
For the second loop, in Table 6 the closing time for biological products harvesting of
the health units is considered as the lower limit of the time window ai and one hour
later as the upper limit bi .

In this case, waiting time occurs at HE since the van arrives at the point 6 min
before the harvest period is over, which adds extra time to the total duration of the trip
even though arrival at LHU satisfies the defined time frames (Table7). It is possible
to avoid it by increasing the lower limit of the time window for HF to 10:45 am,
Table 8.
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Table 8 Boundaries for time windows by increasing the lower limit of time window for HF

i LH Travel
time
(hh:mm)

Sevice
time
(hh:mm)

Time of
arrival
(hh:mm)

Time of
leave
(hh:mm)

Duration
of the trip
(hh:mm)

Waiting
time

0 LHU 00:00 00:00 10:33 00:00 00:00

4 HF 00:12 00:10 10:45 10:55 00:22 00:00

3 HE 00:17 00:05 11:00 11:05 00:32 00:06

1 HG 00:22 00:10 11:10 11:20 00:53 00:00

2 HD 00:24 00:06 11:22 11:28 01:01 00:00

5 LHU 00:29 11:33 01:06

The model implemented, with the time windows changed, shows that all the
requirements are met and was able to provide a feasible solution taking into account
the constraints of biological products handling and transportation standards.

6 Conclusion

The model was based on the existing operational requirements, which at the present
require a single vehicle allocated to this biological products harvest which can only
be ensured if in two loops. The solution generated by our model presents a time
saving of one hour and 10 min for the 1st loop and 25 min for the second one, i.e., a
total of 95 min saved for other transportation needs, which can be used for transport
other products. The distribution process used by LHUwas difficult to define because
it was not standardized, both routes used to make the same type of deliveries and
collections, regardless of the type ofmaterials or circuit. By segregating the collection
of biological products fromother types of deliveries/collections, the team’s awareness
of the importance of the biological products arriving at the laboratories on time was
raised, an issue the Service did not perceive. With regard to the indicators, the times
involved in the whole route were considered, which allowed for characterization the
current situation and obtaining solutions for the problem. In formulating the problem,
the difficulty arose in defining the time windows, as well as the relationship between
the 1st and the 2nd loop, and for this reason the problem was divided into two parts.
In the first, the time windows for the 2nd loop were defined and, the gaps obtained
allowed for the definition of time windows for the 1st loop. If there is to be a further
collection point, the model can be adapted to ensure a suitable reduction in the route
and service times. In the present case, a 95-min reduction was obtained, in a first
phase, achieving savings of e2,222.64 per year. It represents a solution without any
further investment or any further resources (one driver and one vehicle were kept).
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As future work the problem can be improved by considering the installation of a
centrifuge at a defined LHC. Considering the need to comply to all legal requirements
regarding biological materials, an analysis of the financial impact of installing a new
centrifuge and having an optimized 1 loop route should be done, instead of keeping
the current 2 loops solution.This problem is aPickup andDeliveryproblem.Although
the vehicle prioritizes the collection of blood and other organic samples, as per the
norm that limits their time without centrifugation, it can also pick up and deliver
other programmed and urgently needed materials as it goes to the healthcare unit.
The model can be improved to include parallel pickup and delivery of other items,
scheduled to be collected from and delivered to other previously identified healthcare
units or the hospital, as there is a capacity to do so. Despite our model having been
developed to address blood collection especially, it can be improved to address other
constraints in the pickup and delivery of other materials and thus address a larger
scope VRP.
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The Role of Communication on the
Spread of Dengue: An Optimal Control
Simulation

Artur M. C. Brito da Cruz and Helena Sofia Rodrigues

Abstract Dengue disease is a well-known disease, especially in tropical and sub-
tropical areas.However, the communication byHealth andGovernmental authorities,
related to personal protection and peaks of the outbreak not always is the most effec-
tive. With reliable and on-time information, people and medical staff could prepare
the best response to the arrival of a new outbreak. Through a compartmental model
related to vector-borne disease, with differential equations and control functional,
simulations were carried out, using distinct levels of communication by authorities.
The results showed that an efficient channel of communication could save money to
the Health System and could considerably decrease the number of infected individ-
uals.

Keywords Dengue · Personal protection measure · Optimal control · Skin
repellent · Bed net · Insecticide-treated clothes; Communication authorities

1 Introduction

Dengue is a vector-borne disease transmitted between human hosts and usually the
Aedes aegypti mosquito. The incidence rate of dengue fever has increased sharply
worldwide, and according to Brady et al. [1] an estimated 300 million infections can
occur each year. Disease symptoms range from a mild febrile illness to more severe
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symptoms such as hemorrhagic fever or even death. At this moment, patients are
being treated by managing the symptoms instead of carrying out a specific treatment
for the disease [9, 17, 21].

The best way to prevent infection is to avoid being bitten by mosquitoes. This
way, both government and individuals could take action to diminish the mosquito
population or its bites [22, 24]. From a global strategy, authorities could promote
entomological surveillance to identify changes in the geographical distribution of
the mosquito; in addiction, could implement vector control programs to keep vector
populations at levels below a certain threshold rather than to eliminate them [15].
From an individual perspective, there are a set of personal protectivemeasures (PPM)
to reduce/eliminate mosquito bites, such as insecticide repellent, treated clothes, or
treated bed nets. These measures not only help to avoid mosquito bites but also
help to reduce the mosquito population by denying the blood meal essential for the
nourishment of the mosquito eggs [2, 3, 11].

The information or awareness created by public health policy-makers could play
a pivotal role in the decrease of a disease such as dengue. The Covid-19 pandemic
shown that the implementation of any strategy should have public adherence. To raise
awareness of the control measure against the mosquito, authorities should provide
accurate information anddisseminate it throughmedia platforms and social networks,
in order to reach distinct audience and to deflect misinformation [13].

In a global network, public health effective communication could impact the
incidence of the disease, leading to new habits for the population, and at the same
time, to improve the awareness of health centers’ staff to prepare it logistically for
an outbreak [23]. The novelty of this paper is to simulate the impact of the efficiency
of policy-makers’ communication on the disease development.

This way, a compartmental mathematical model was performed on Sect. 2, rep-
resenting the dengue transmission. The state and control variables, as well as the
parameters associated, are described. A functional used to minimize the cost of per-
sonal protective measures is added in Sect. 3. Besides, the Pontryagin maximum
principle is explored to prove the existence of the optimal control solution. Section 4
is devoted to the numerical simulations, and the paper ends with the conclusion
section (Sect. 5), where it summarizes the main results and carries out some future
perspectives.

2 Mathematical Model

In 2012, happened the first and, at this moment, the only dengue outbreak inMadeira
Island [19]. Based on the epidemiological model designed by Rodrigues et al. [19],
it is proposed a new one adding a novel compartment for humans: the persons who
choose to use PPM.

This model considers four state variables related to the human population and two
state variables related to mosquitoes, namely:
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Fig. 1 Dengue epidemiological model diagram

• s − susceptible, individuals who can contract the disease,
• p − protected, individuals that use correctly protective measures,
• i − in f ected, individuals who can transmit the disease,
• r − recovered, individuals who have been infected and have recovered,
• sm − susceptible, mosquitoes that can contract the disease,
• im − in f ected, mosquitoes that can transmit the disease.

In order to make a trade-off between simplicity and reality of the epidemiological
model, it was considered that both humans and mosquitoes born susceptible, and
there is homogeneity between host and vector populations, as well as individuals
from each compartment.

Additionally, three control variables, u1, u2 and u3 were added, related to the
personal protection measures: skin repellent, treated bed net and insecticide-treated
clothes, respectively.

An epidemiological diagram of the model is presented in Fig. 1.
The diagram depicts the mathematical model defined by a system of ordinary

differential equations where it is considered that all variables are normalized:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ds(t)

dt
= μh − (6Bβmhim(t) + ζ (u1(t) + u2(t) + u3(t)) + μh) s(t)

+((1 − ρ1) + (1 − ρ2) + (1 − ρ3))p(t)
dp(t)

dt
= ζ (u1(t) + u2(t) + u3(t)) s(t)

− ((1 − ρ1) + (1 − ρ2) + ((1 − ρ3) + μh) p(t)
di(t)

dt
= 6Bβmhim(t)s(t) − (ηh + μh) i(t)

dr(t)

dt
= ηhi(t) − μhr(t)

(1)

and
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⎧
⎪⎨

⎪⎩

dsm(t)

dt
= μm − (Bβhmi(t) + μm) sm(t)

dim(t)

dt
= Bβhmi(t)sm(t) − μmim(t)

(2)

These differential equations are subject to the initial conditions ([19]):

⎧
⎪⎨

⎪⎩

s(0) = 111991

Nh
, p(0) = 0, i(0) = 9

Nh
, r(0) = 0

sm(0) = 671000

Nm
, im(0) = 1000

Nm
.

(3)

Due to its importance in the paper, the ζ parameter deserves to be highlighted.
The use of controls is dependent on population knowledge of the emergence of the
outbreak and the existence of protective measures to prevent/reduce the disease.
Therefore, the parameter ζ describes how effectively the Health Authorities inform
and persuade the population to use PPM.

The other parameters of the model, as well as their description, can be found in
Table 1. Note that we have considered only the population of Funchal since the first
outbreak was mainly circumscribed to this area. Some parameters were estimated or
found out in other research literature, namely the ones related to mosquitoes.

In the next section is presented the functional that will be used for an optimal
control approach, to simultaneously, reduce the cost associated to PPM and the
number of recovered persons.

3 Optimal Control Problem

The main goal of this study is to analyze the dynamics of human state variables
when using PPM, depending on the efficiency of the advertising campaigns from the
Health Authorities. Moreover, those dynamics are studied when the population uses
those protections accordingly with optimal control solutions. For that purpose, it is
considered the control functions u1, u2 and u3 that minimize the following functional

J (u(·)) =
∫ T

0

(
γ1u

2
1(t) + γ2u

2
2(t) + γ3u

2
3(t)

)
dt + R(T ). (4)

The parameters γ1, γ2, and γ3 are the costs of taking personal preventionmeasures
per day and person and the controls u1, u2 and u3 represent the effort of the population
of using skin repellent, bed net and insecticide-treated clothes, respectively . At the
same time, the term R(T ), linked to the number of humans recovered by disease at
the final time, T = 365 days, is also minimized. Note that this value represents the
cumulative number of persons infected during the year. The idea of this functional
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Table 1 Parameters of the epidemiological model

Parameter Description Range Used values Source

Nh Human
population

112000 [18, 19]

1

μh
Average lifespan
of humans (in
days)

79 × 365 [10]

B Average number
of bites on an
unprotected
person (per day)

1

3

βmh Transmission
probability from
Im (per bite)

[0.25, 0.33] 0.25 [6]

1

ηh
Average infection
period on humans
(per day)

[4, 15] [5]

1

μm
Average lifespan
of adult
mosquitoes (in
days)

[8, 45] 15 [7, 8, 14]

Nm Mosquito
population

6 × Nh [20]

βhm Transmission
probability from
Ih (per bite)

[0.25, 0.33] 0.25 [6]

ρ1 Insect repellent
protection (per
day)

1

6
[3]

γ1 Insect repellent
cost (per person
and day)

10 × 12

365 × 112000
[3]

ρ2 Bed net
protection (per
day)

1

3
[3]

γ2 Bed net cost (per
person and day)

20

365 × 112000
[3]

ρ3 Insecticide-
treated clothes
protection (per
day)

1

2
[3]

γ3 Insecticide-
treated clothes
cost (per person
and day)

30 × 6

365 × 112000
[3]



180 A. M. C. Brito da Cruz and H. S. Rodrigues

is twofold: reduce the individual costs to prevent infection, and minimize the total
number of recovered persons at the final time.

Rigorously, the aim is to find the optimal control values u∗
1, u

∗
2 and u∗

3 that mini-
mizes the objective functional and such that the state trajectories s∗, p∗, i∗, r∗, s∗

m, i∗m
are solutions of the Eqs. (1) and (2) with the following initial conditions:

s(0) � 0, p(0) � 0, i(0) � 0, r(0) � 0, sm(0) � 0, im(0) � 0 (5)

and within the set of admissible controls

� = {ui (·) ∈ L∞ [0, T ] : 0 � ui (·) < 1,∀t ∈ [0, 365] , i = 1, 2, 3}.

The cost function J is L2 since the integrand function is convex with respect to the
controls u1, u2 and u3. Furthermore, systems (1) and (2) are Lipschitz with respect
to the state variables and, therefore, exists an optimal control [4].

The Hamiltonian function is defined by

H = H (s(t), p(t), i(t), r(t), sm(t), im(t),�, u(t)) = γ1u
2
1(t) + γ2u

2
2(t) + γ3u

2
3(t)

+ λ1 (μh − (6Bβmhim(t) + ζ (u1(t) + u2(t) + u3(t)) + μh) s(t))

+ λ1 ((1 − ρ1) + (1 − ρ2) + (1 − ρ3)) p(t)

+ λ2(ζ (u1(t) + u2(t) + u3(t)))s(t) − ((1 − ρ1) + (1 − ρ2)

+ (1 − ρ3) + μh p(t))

+ λ3 (6Bβmhim(t)s(t) − (ηh + μh) i(t))

+ λ4 (ηhi(t) − μhr(t))

+ λ5 (μm − (Bβhmi(t) + μm) sm(t))

+ λ6 (Bβhmi(t)sm(t) − μmim(t))

Pontryagin’s Maximum Principle [16] states that there exists a nontrivial abso-
lutely continuous mapping, the adjoint vector:

� : [0, 365] → R
6, �(t) = (λ1(t), λ2(t), λ3(t), λ4(t), λ5(t), λ6(t))

such that

s ′ = ∂H

∂λ1
, p′ = ∂H

∂λ2
, i ′ = ∂H

∂λ3
, r ′ = ∂H

∂λ4
, s ′

m = ∂H

∂λ5
and i ′m = ∂H

∂λ6
,

where the optimality condition

H
(
s∗(t), p∗(t), i∗(t), r∗(t), s∗

m(t), i∗m(t),�(t), u∗(t)
) =

= min
0�u1,u2,u3�1

H
(
s∗(t), p∗(t), i∗(t), r∗(t), s∗

m(t), i∗m(t),�(t), u(t)
)
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and the transversality conditions

λi (365) = 0, i = 1, 2, 3, 5, 6 and λ4(365) = 1 (6)

hold almost everywhere in [0, 365] .
Applying Pontryagin’s maximum principle, we obtain the following result.

Theorem 1 The optimal control problem with fixed final time T = 365 defined by
the Eqs. (1)–(4) has a unique solution (s∗(t), p∗(t), i∗(t), r∗(t), s∗

m(t),i∗m(t))with the
adjoint function satisfying

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

λ′
1(t) = λ1

(
6Bβmhi

∗
m(t) + ζ

(
u∗
1(t) + u∗

2(t) + u∗
3(t)

) + μh
) −

−λ2ζ
(
u∗
1(t) + u∗

2(t) + u∗
3(t)

) − λ36Bβmhi∗m(t)

λ′
2(t) = −λ1 ((1 − ρ1) + (1 − ρ2) + (1 − ρ3)) + λ2((1 − ρ1) + (1 − ρ2)

+(1 − ρ3))

λ′
3(t) = λ3 (ηh + μh) − λ4ηh + (λ5 − λ6) Bβhms

∗
m(t)

λ′
4(t) = λ4μh

λ′
5(t) = λ5

(
Bβhmi

∗(t) + μm
) − λ6Bβhmi

∗(t)
λ′
6(t) = (λ1 − λ3) 6Bβmhs

∗(t) + λ6μm

(7)

and with the optimal controls u∗
1 (· · · ) , u∗

2 (· · · ) and u∗
3 (· · · ) on [0, T ] given by

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

u∗
1(t) = max

{

0,min

{
ζ (λ1(t) − λ2(t)) s∗(t)

2γ1
, 1

}}

u∗
2(t) = max

{

0,min

{
ζ (λ1(t) − λ2(t)) s∗(t)

2γ2
, 1

}}

u∗
3(t) = max

{

0,min

{
ζ (λ1(t) − λ2(t)) s∗(t)

2γ3
, 1

}}
.

4 Numerical Results

The results were obtained by implementing the problem on MATLAB version
R2017b and it was used a forward-backward fourth-order Runge-Kutta method with
a variable time step for efficient computation (see [12] for more details).

Four different scenarios were designed to simulate the efficiency of the communi-
cation of the Health Authorities. Parameter ζ measures that efficiency and the values
25%, 50%, 75%, and 100% are considered and reflect the amount of population
informed and, at the same time, strictly follows the prescribed individual protective
measures. To make a fair comparison, a naive scenario where the population is not
informed and does not take any kind of protection is also reproduced.

The different types of protection used (insect repellent, bed nets, and insecticide-
treated clothing) have a different time of protection, due to their characteristics. For



182 A. M. C. Brito da Cruz and H. S. Rodrigues

example, while each application of insect repellent lasts 4 hours, the bed net is con-
sidered to protect 8 hours a day. Table 1 displays the price of each protection/control
(parameter γ ) and also the corresponding time of application/duration (parameter ρ).
Furthermore, for distinct ζ , various simulations were carried out: no control, optimal
control using only one control per time, and optimal control approach using the three
controls simultaneously.

4.1 25% of the Population Willing to Take Protective
Measures

Informing only a quarter of the population that an outbreak is occurring can make
a big difference in the dynamics of human state variables related to the disease (see
Fig. 2). In this scenario, the predictions showed a reduction of 15%, when using
insect repellent, up to 73%, when using all controls combined, of the total number
of infected persons.

When a single control is used, regardless of which one, the results obtained are
similar and not particularly effective. However, the use of all controls combined
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Fig. 2 25% population informed—Human state variables
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Table 2 25% population informed—Summary of the simulations

Strategy Peak of infected
persons

Peak’s day R(T ) Money spent

No control 2843 168 68393 0

Only insect
repellent control

2024 192 57818 119.7

Only bed net
control

1979 195 57087 20

Only insecticide-
treated
clothes

1927 194 56249 179.5

Combined control 447 263 18321 319.4

drops the total number of infected people to less than 16% of the population.
Table 2 lists the maximum number of infected people in one day, and on what
day that happened (peak day). Also on the table, we have the number of recovered
persons at the final time, and the cost, on average, that each protected individual will
spend for buying personal equipment during the whole year. The amount of money
that each protected person spend per year is given by

∫ T

0
γ1u1(t) + γ2u2(t) + γ3u3(t)dt.

With an effective communication reaching out 25% of the population, and using
a single control, the human state dynamics do not significantly differentiate from
the no control scenario. However, the combined control approach not only have a
significant impact on the number of infected persons, but also the peak’s day of
infection is much later than the other cases.

4.2 50% of the Population Willing to Take Protective
Measures

Half the population taking protective measures insures that almost three quarters of
them will not be infected when is used a single control and more than 97% will be
protected when in use of the three controls. In Fig. 3 it can be seen that the infected
persons’ curve is being flatten compared to the 25% curve. This means that the peak
day of infection is happening sooner, but with fewer infected persons, and the end
of the epidemic is happening later proved by simulations done over a large period of
time.

Naturally, on Table 3 and due to the fact that more people is using PPM, the peak
of infected persons is lower in each situation that is used protection. Although the
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Fig. 3 50% population informed—Human state variables

Table 3 50% population informed—Summary of the simulations

Strategy Peak of infected
persons

Peak’s day R(T ) Money spent

No control 2843 168 68393 0

Only Insect
repellent control

1375 219 45235 119.9

Only Bed net
control

1305 222 43563 20

Only insecticide-
treated
clothes

1229 229 41660 179.8

Combined control 132 16 3285 310.4

outbreak is not finished after a year, this reveals that the control measures take effect
in the fight against the disease.

As expected, all the combined controls cost decreases due to the fact that the
outbreak is less severe.
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4.3 75% of the Population Willing to Take Protective
Measures

With most of the population taking protective measures, it would be expected to have
a small number of infected persons. While this is true when all the controls are used,
when is used a single control the results are marginally better in comparison with the
50% of people informed and have the willingness to protect themself (see Fig. 4).

Surely, this is a better solution because the total number infected people drops
(slightly) but also because flattens the infected curve helping health organizations to
better manage the crisis.

The information observed in the graphics meets the expectation of the results in
Table 4.
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Fig. 4 75% population informed—Human state variables
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Table 4 75% population informed—Summary of the simulations

Strategy Peak of infected
persons

Peak’s day R(T ) Money spent

No control 2843 168 68393 0

Only Insect
repellent control

878 248 31936 119.9

Only Bed net
control

800 251 29584 20

Only insecticide-
treated
clothes

718 258 27030 179.8

Optimal control 103 12 1388 261.1

4.4 100% of the Population Willing to Take Protective
Measures

The utopian scenario because not all people are willing to take protective measures,
has the better results. Less infected persons during the outbreak and in one single day
and less than 1% of the population will be infected when using all the PPM (Fig. 5).

In Table 5, is possible to understand that the outbreak has a small impact on the
population.

The costs related to PPM, are the same when it is used only one strategy/control,
but when the combined controls are carried out, the cost decreases; this can be
explained by the fact that the outbreak finishes sooner, and therefore, there is no
need to use the PPM.

4.5 Optimal Control Variables’ Analysis

The core of this study it is to see the impact of optimal control on a possible Dengue’s
outbreak inMadeira Island. Two scenarioswere carried out, when it is used one single
control or when it used jointly all the three controls.

4.5.1 Single Control

In the previous tables, it was shown that if the communication of the outbreak
reaches more people, costs associated with using only one PPM keep getting higher.
Figure 6 shows that the use of a single control is not effective, reason why each con-
trol has the needs to be used all the year, even with different levels of the population
being minded to use protection. This could leave to a fatigue situation from using
protective measures, similar to what has been seen with Covid-19.
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Fig. 5 100% population informed—Human state variables

Table 5 100% population informed—Summary of the simulations

Strategy Peak of infected
persons

Peak’s day R(T ) Money spent

No control 2843 168 68393 0

Only insect
repellent control

191 42 20590 119.9

Only bed net
control

184 38 18300 20

Only insecticide-
treated
clothes

177 34 15986 179.8

Optimal control 86 12 865 213.9
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Fig. 6 Optimal control using only one protection

4.5.2 Combined Control

Using three controls at the same timegives better protection to eachperson throughout
the day. Moreover, if more people use them, then fewer people get infected and
the outbreak ends sooner. Again, while bed net should be used most of the year,
other controls drop from maximum control value much sooner due to its costs.
Figure 7 shows that when more people take immediate protective measures, due to
efficient communication from Health Authorities, the sooner those restrictions can
be lightened and, therefore, costs associated decrease.

5 Conclusions

This research has analyzed the importance of effective communication by health and
government authorities during an outbreak of dengue. Accurate information related
to protective measures and the level of incidence could contribute to the flattening
of the curve disease. In a situation of no control, meaning that no one takes any
PPM, the total of infected individuals reaches R(T ) = 68393. As the effectiveness
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Fig. 7 Optimal control using combined protections

of communication increases (ζ ), the curve of infected individuals decreases sharply.
In addition, analyzing the recovered curve in the combined control of PPM, it passes
from 18321 individuals recovered when ζ = 0.25, to 865 persons affected by the
disease when ζ = 1.

Regardless the effectiveness of the communication, the behavior of the state curves
(susceptibles, protected, infected, and recovered) using controls separately are sim-
ilar (Sects. 4.1 to 4.4). The notorious change happens when the combined controls
are adopted, leading to the rise of people that decide to protect themselves and,
consequently, decline dramatically the number of infected persons.

Analyzing each control separately (Sect. 4.5), it is observed the need to use all
time the control because is not efficient to fight the disease. However, when the
same control is combined with others, the time of its application reduces, since the
outbreak tends to end earlier.

In future work, the cost of the official communication also should be taken in
consideration in the optimal control problem, to understand the burden of disease.
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Towards an Optimized and
Socio-Economic Blood Supply Chain
Network

Ana Torrado and Ana Paula Barbosa-Póvoa

Abstract In this work, a two-stage allocation model involving healthcare facilities
with blood services is developed to design the Blood Supply Chain (BSC), where
economic and social aspects were considered. In the first stage, the design of a BSC
network is considered to support blood supply and demand, and the geographical
distribution for donors/patients according to the location of the healthcare facilities.
Based on the first stage results, the product flow among blood centers (BC) and
hospitals, as well as the minimization of costs are studied in the second stage. Eco-
nomic aspectswere considered through costminimizationwhile the social aspectwas
explored by allocating donors/patients to the closest facilities. Exploratory experi-
ments are conducted using Portuguese National Health Services data to test the
model’s applicability. From this, it was concluded that there is a need for additional
blood services for the collection phase, and a large number of healthcare facilities
with non-licensed blood services should be licensed in the considered SC network.
Regarding donors, the allocation costs represent 90% of the total costs, meaning that
more types of collection facilities are needed in the context of our study. For patients,
adding healthcare facilities with licensed blood services represents the higher costs
(78%). Concerning the product flow optimization, the production costs correspond
to 82%. Additionally, the model allows the improvement of the distribution of the
hospitals according to the existing BCs at reduced costs.
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1 Introduction

Blood is scarce and has a prominent role in human life. As the availability of blood
products through healthcare services is often a matter of life or death to the patient,
blood shortages or outdated blood products should not occur when managing the
Blood Supply Chain (BSC). As a result, managing the Supply Chain (SC) decisions
to deal with minimum unmet demand levels is crucial [1]. The BSC network plays an
important role in the healthcare systems all over the world [2], presenting different
activities and services, such as blood collection, testing, processing, inventory, dis-
tribution, and transfusion in hospitals [3, 4]. As a service-oriented SC, BSC includes
critical features—perishability, the freshness of transfused blood, multiplicity and
respective lifetimes of blood products, fluctuations in blood supply and demand,
and blood compatibility among donors and patients—involving several cooperating
stakeholders [5]. These features increase the complexity of such systems and conse-
quently, it is important to design and plan accordingly to them [6, 7]. During the last
years, Blood Supply Chain Network Design (BSCND) and planning assumed a sig-
nificant role in promoting the increased performance of these SCswhile capturing the
researcher’s attention [6, 8, 9]. BSCND focuses on designing the SC’s network con-
cerning the system’s entities (e.g., number of collection facilities, storage facilities,
transportation vehicles) and the respective improvement of the processes involved.
Additionally, reaching an efficient BSCND is a strategy to follow, that should con-
tribute to refining the SC performance through the coordination of the different pro-
cesses to guarantee the optimal match between blood supply and demand [10, 11].
Any improvement in the management of these SCs will positively impact the sup-
ply of blood as a life-saving product [2]. The location-allocation decisions involved
(e.g., related to the number of infrastructures and respective allocation of donors
to the collection infrastructures) are one example of possible improvement which
can contribute to the achievement of an optimal BSCND. An optimal BSCND solu-
tion must guarantee collection strategies, production factors, social and geographical
considerations [6, 12] that support high quality at the lowest cost and in the short-
est time. This is challenging and implies accurate management and a sustainable
mindset (while considering economic, environmental, and social dimensions) [13].
First, the economic dimension involves the trade-off of minimizing total costs and
maximizing social benefits [14]. Second, the concept of going green corresponds to
a necessity nowadays [15]. Third, concerning the social dimension, according to the
WorldHealthOrganization (WHO), improving the health of populations, responsive-
ness, and fairness/equity are defined as three main purposes for health systems [7].
Based on the combination of BSCND and sustainability, this work aims to contribute
to improvements in the BSC. However, this is a first step of our research that explores
the social and economic dimensions of sustainability and aims to easily support the
decision-makers when designing and planning the BSC. Thus, this work does not
consider perishability and uncertainty, important aspects of the problem in study,
but considers assumptions related to the minimum demand and supply that should
be taken into account allowing a buffer to deal with uncertainty in these critical
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variables. It takes into consideration: (1) the estimated percentage of the population
that will provide or receive blood, (2) the lowest distances that contribute to better
geographical accessibility and equity, and (3) the respective related transportation
and production costs, as well as (4) the analysis of the product flow optimization
that contributes to understanding the best distribution of hospitals about the avail-
able blood centers (BC). To reach that aim, a simple two-stage network model for
the design and plan of the BSC is developed and proposed. It considers the strategic
design of the BSC, simultaneously with the tactical planning. This model incor-
porates the collection, production in the BCs, and transfusion in the hospitals. It
defines (i) the design of a BSC network that regulates the fluctuations in supplies
and demands while considering the geographical distribution for donors/patients,
and (ii) the optimal product flow among the BCs and hospitals. The developed work
is validated in an exploratory case study to show the respective applicability.

The remainder of thiswork is structured as follows. Section 2 presents an overview
of the existing literature related to this work. In Sect. 3, a comprehensive description
of the problem is given, as well as, in Sect. 4, the characterization of the model
formulation is explained. Section 5 presents some input data used in the case study.
Section 6 demonstrates the applicability of themodel. Finally, conclusions and future
research directions are drawn in Sect. 7.

2 Literature Review

Generally, the BSC location-allocation decisions follow a strategic/tactical planning
nature, involving not only the SC entities but also the donors that donate blood at
the collection infrastructures and the patients that will receive that donated blood at
the demand nodes. In this section, the location-allocation studies related to the BSC,
and connected with social and economic sustainability dimensions, are analyzed.

2.1 Social Dimension

Concerning the social pillar, Ramezanian and Behboodi [8] concentrated on the
increase of blood donors’ utility to reduce shortages, but also on strategies tomotivate
donors to donate blood (such as distance of blood donors from blood facilities, the
experience of donors, and advertising budget). Focusing on the SC strategies, in par-
ticular on theminimization of the distances, Karadağ [5] analyses the re-organization
of aBSC to generate improvements, presenting a novelmulti-objectivemixed-integer
location-allocation model for a BSC design problem, consisting of mobile and per-
manent units. There are other aspects to take into consideration that influence the
performance of the BSC, such as uncertainty of demand, geographical accessibility,
prioritizing patients based on urgency levels, and hierarchical structure of networks.
Zarrinpoor [16] proposed a novel reliable hierarchical location-allocation model,
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addressing a real-world health service network design problem, which considers
the previous key issues. Additionally, also Gilani Larimi and Yaghoubi [17] reported
main issues that affect the quantity of blood for donation, in particular different types
of donors (first-time, regular), the number of booked/non-booked donors within and
after working hours, the submission of social announcements, and the allocation of
blood extraction technologies to the demand nodes. However, the technology alloca-
tion in hospitals is expensive, but technologies can support the hospitals’ efficiency.

2.2 Economic Dimension

Concentrating on the economic pillar, Nagurney and Masoumi [18] developed a net-
work design model for a BSC to determine the optimal network capacities under
demand uncertainty of perishable products, considering costs (discarding, short-
ages/surpluses at the demand points), and quantifying the supply-side risk associ-
atedwith procurement. Nagurney [19] developed a generalized network optimization
model for regional blood banking systems handling demand uncertainty, including
collection sites, testing, processing facilities, storage facilities, distribution centers,
and demand points. Zahiri [2] presented amixed-integer linear programming (MILP)
model to make strategic-tactical decisions in a blood collection system over a multi-
period planning horizon. Zahiri and Pishvaee [20] addressed the design of the BSC
network, adding the blood group compatibility. A bi-objective mathematical pro-
gramming model is developed to minimize costs and unsatisfied demand. Attari and
Jami [21] concentrated in expand a regionalized BC system with just one blood
product, aiming to minimize the total costs (of establishing and relocating facilities,
operational and delivering blood) and to minimize the average delivery time among
facilities. Osorio [12, 22, 29] presented different models which support the decision-
makers to redesign the SC network, by considering the blood products at different
levels of centralization intending the determination of the ideal collection and pro-
duction strategies to minimize the total costs. Hamdan and Diabat [23] presented a
two-stage stochastic programming problem, considering eight distinct blood types,
to achieve the optimal BSC network able to minimize the outdated blood units apply-
ing First In First Out (FIFO) network costs, and blood delivery time. They determine
the number of mobile blood collection facilities, as well as inventory and production
decisions. Samani [24] proposed a multilateral perspective for BSC network design,
using a novel multi-objective mathematical model by incorporating both quantitative
and qualitative factors—aiming to minimize the loss of product freshness and total
cost of the SC. Reza [25] proposed a bi-objective model for an integrated blood SC
network design to minimize the total network cost and maximize the quality factor.
On the other hand, Bruno [26] formulated the facility location problem and aimed, at
reorganizing regional blood management systems, to reduce total management costs
without compromising the self-sufficiency goal. Arani [9] studied a BSC network
design consisting of donors, blood collection facilities, BCs, and hospitals while
considering the ABO-Rh factors and shelf lives of blood products. An integrated
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inventory system for sharing hospitals’ inventory levels (lateral resupply) was used
to investigate cross-matching and outdated units—to satisfy the demand by the other
hospitals’ inventories in the absence of the required product at the BC and the excess
in any hospital. There are also studies joining location-allocation and inventory prob-
lems [27, 28]. Hsieh [27] studied a two-echelon SC in which each regional BC sends
blood to different BCs and then delivers it to different allocated hospital blood banks.
First, the model is proposed to obtain the location-allocation decisions, by determin-
ing how many BCs should be in an area, where BCs should be located, and which
services should be assigned to Community Blood Centers (CBCs). Second, a model
is implemented to acquire the inventory control decisions to achieve optimal blood
replenishment quantity for each CBC. Both models aimed to minimize the total
SC costs and the maximization of the responsiveness level. Hosseini-Motlagh [28]
developed a bi-objective two-stage stochastic programming model to determine the
optimum location-allocation and inventory management decisions; aiming to min-
imize the total cost of the SC—fixed, operating, inventory holding costs, wastage,
and transportation costs—along with minimizing the substitution levels to provide a
safe transfusion.

From the above analysis it can be said that several works have been published
considering strategic decisions, however, few have a social vision—while consider-
ing the demand and the supply of blood at the same time in a multi-product decision
approach. Additionally, it is important to notice that the environmental aspects are
relevant to completing the sustainability approach in BSC [30]. In this work, the envi-
ronmental dimension will be indirectly explored, by reducing the traveled distances
and consequently the associated emissions. The main aim of this study is to pro-
pose a two-stage socio-economic BSC model that provides a strategic-tactical plan
for designing a sustainable BSC, addressing the problems related to the mismatch
between supply and demand of blood concerning an expected population of donors
and patients in a location, but also the respectiveminimization of costs for donors and
patients. SC’s costs, such as production and transportation costs to measure the SC’s
performance in terms of economic goals are considered. Regarding the social com-
ponent, the distribution of the population among the different hospitals and BCs in
Portugal is included to pursue a more equitable BSC (in terms of geographical equity
and geographical access measured by population density and traveled distance).

The next sections are dedicated to the problem definition and mathematical for-
mulation, taking into account the previous goals in mind.

3 Problem Definition

The location-allocation of blood facilities affects the utility for donors and patients.
The location of the BSC facilities usually results in weak geographical accessibil-
ity. Improving the accessibility of demand zones while considering the equality of
demand satisfaction is vital. Blood donations occur via main or temporary facilities.
Focusing on fixed facilities, establishing them is more costly. However, main fixed
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facilities have higher levels of capacity and technology allowing to decrease possi-
ble risks to the BSC. The received whole blood is sent to BCs to be separated into
the blood components (platelets; red blood cells, RBCs; and plasma). In this study,
the BSC network corresponds to a single-product (whole blood) network before the
BCs; and after the BC, the network transforms into a multi-product BSC. All the
perishable blood components are sent from BCs to the demand zones. The allocation
problem is divided into two stages and solved sequentially (observe Fig. 1). In the first
stage, the usage of the existent SC superstructure (healthcare facilities) to deal with
the reception and delivery of blood is considered and the necessary capacity opti-
mized,with respect to supply (donors) and demand (patients). The goal is to find how
existent licensed facilities should be used and which non-licensed facilities should
be licensed to accommodate donors and patients from different districts (locations).
The donors provide the whole blood in the healthcare facilities and the patients can
receive different blood products. In the second stage, the healthcare facilities (for
patients) obtained from the previous stage are considered and the optimal flow/ allo-
cation of the RBCs (A+/−, B+/−, AB+/−, O+/−), among hospitals and BCs, is
performed while minimizing production and transportation costs. Concerning this

Fig. 1 BSC network and respective relationship between the two stages
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stage, the transformation of whole blood in RBCs or transshipment among hospitals
or BCs is not considered.

In this problem the following assumptions are considered:

(1) a single product (whole blood) is shipped through the network before processing
(into multiple products);

(2) the multiple products are transported from the BCs to the Hospitals, after the
processing phase;

(3) at each facility of the network (BCs and hospitals) the existing and the potential
capacity is limited;

(4) the distance between the entities of the SC is considered as a direct distance;
(5) each district has licensed facilities, but also has the option of adding licensing

to the existing facilities to increase the overall capacity to handle the blood
need/offer.

As stated, the problem above is solved through a two-stage approach involving in
each stage the solution of a MILP model. The first stage model is a simple facility-
location model that informs decisions on (1) how to best use the existent capacity,
with respect to donors and patients; (2) whether to add new licenses to non-licensed
facilities and with what capacity; and (3) how patients/donors from a district should
be allocated to the various facilities to ensure that the facilities can provide treatment
for the patients and to maximize the demand/supply coverage. No transformation
processes within the facilities are considered. Concerning the second stage, the dis-
tribution network defined in stage 1 is explored aiming to find the optimal flow of
blood products given the transportation and production policies.

4 Mathematical Formulation

The two-stage model is described below. The sets allow the definition of the network
structure; and each level of the SC is defined by an entity (hospitals working as
collection sites, BCs, hospitals operating as transfusion sites).

Indices and sets

d, index of the different districts, d ∈ D;
h, index of the existing healthcare facilities with licensed blood services, h ∈ H ;
a, index of the additional healthcare facilities (without existent licensed blood
services) to be added in the network, a ∈ A;
f , index of the total (existing and additional) healthcare facilities, f ∈ F = HU A;
p, index of the blood products, p ∈ P
bc, index of the locations of blood centers, bc ∈ BC
bt , index of the blood type products, bt ∈ BT
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Parameters

First stage:
demd,p, Expected population in district d that will need blood product p;
supd,p, Expected population in district d who will provide whole blood p;
cap f,p, Population served by a healthcare facility f that need blood product p;
travDistd, f , Traveled distance between district d and healthcare facility f ;
travCostd, f , Cost according to traveled distance between district d and healthcare
facility f ;
adCosta , Cost of adding licensed blood services a;
pltyCap, Penalty of adding extra capacity

Second stage:
qntbc, f,bt , Quantity (per units) of type of blood product bt produced and transported
from a blood center bc to a hospital f in a regular (weekly planned) time;
transpCostbt , Transportation cost per unit of a specific bt ;
travDistbc, f , Traveled distance between blood center bc and hospital f ;
dem f,bt , Demand at hospital h of type blood product bt units;
capProdbc,bt , Capacity of the blood center bc to produce blood product bt ;
prodCostbt , Production cost for a specific type of blood product bt when
considering a regular (weekly planned) time;
reghCapbc,bt , Regular hour capacity at blood center bc per blood type bt ;
per ProdDistrbt,bc, Percentage of production and distribution of type of blood
product bt placed in blood center bc

Decision Variables

First stage:
adFa,p, equal to 1 if we license facility a (with non-licensed blood services) to
provide/receive a product p; 0, otherwise;
adCapa,p,Extra capacity of new licensed facility a to provide product p;
popd, f,p, Population from district d served by a facility f and by product p;

Second stage:
prodProdbc,bt , equal to 1 if a blood center bc produces that type of blood product
type bt , else, 0

Two objective functions are presented, the first objective function for stage 1 and
the second objective function for stage 2. The first objective function (Eq.1) corre-
sponds to the minimization of costs for donors and patients. The traveled distances
and geographical distribution as social costs are considered in the first stage. The first
term corresponds to the traveling cost from the different districts to the healthcare
facilities; the second term corresponds to the costs of licensing existing healthcare
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facilities for providing blood services; and the third term corresponds to the cost of
adding extra capacity to the new licensed facilities.

MinCosts =
∑

d∈D

∑

f ∈F
popd, f,p.travDistd, f .travCostd, f +

∑

a∈A

adFa,p.adCosta + pltyCap.
∑

a∈A

adCapa,p
(1)

The second objective function (Eq.2) aims to find the product flow from the BCs
to the hospitals. The first term provides the production cost and the second term gives
the transportation cost.

MinCosts(Prod. + Transp.) =
∑

bc∈BC

∑

f ∈F

∑

bt∈BT
qntbc, f,bt .(prodCostbt

+(transpCostbt .travDistbc, f )).prodProdbc,bt

(2)

In both stages, the geographical equity is included through the variation in geo-
graphical utilization and geographical access measured by density and traveled dis-
tance in terms of the population. The equity of access corresponds to the minimiza-
tion of the total travel time, and consequently leads to less environmental impacts
related to emissions, by ensuring that individuals that provide blood or require blood
transfusion receive the blood needed at the closest available service; as well as, by
guaranteeing that the access to facilities is being provided to as many individuals as
possible. The geographical equity minimizes the level of unmet need for the geo-
graphical area(s) with the highest level of unmet need. In this way, it will allow
the maximum allocation of blood in the geographical area(s) with the lowest blood
provision.

The constraints of this exploratory study involved in the first stage model are
dedicated to the relation among the expected population of a district that will need
blood concerning the respective estimated demand (1% of the resident population of
a district) (3); the expected population of a district that will provide blood according
to the respective estimated supply (2% of the resident population of a district)—that
should be higher than the demanded blood (4). Additionally, the authors added as
constraints the capacity of a blood facility that should satisfy the expected population
of a district (5); and that the expected population of a district should be satisfied, if
needed with additional blood facilities or extra capacity (6).

∑

f ∈F
popd, f,p = demd,p,∀d ∈ D, p ∈ P , (3)

demd,p ≤ supd,p,∀d ∈ D, p ∈ P , (4)
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∑

d∈D
popd,h,p ≤ caph,p,∀h ∈ H , p ∈ P , (5)

∑

d∈D
popd,a,p ≤ capa,p.adFa,p + adCapa,p,∀a ∈ A, p ∈ P , (6)

Concerning the second-stage model, this has as input the healthcare facilities
defined in stage 1 (f). New constraints are added corresponding to the demand satis-
faction at the hospital level (7); the production capacity and product constraint (8);
production rate constraint (9) and non-negativity constraints (10).

∑

f ∈F
qntbc, f,bt = dem f,bt ,∀bc, bt (7)

∑

f ∈F
qntbc, f,bt ≤ prodCostbc.capProdbc,bt ,∀bc, bt (8)

∑

f ∈F
qntbc, f,bt ≤ reghCapbc,bt .per ProdDistrbc,bt .prodProdbc,bt ,∀bc, bt (9)

demd,p, supd,p, cap f,p, travDistd, f , travCostd, f , adCosta, qntbc, f,bt ,

transpCostbt , travDistbc, f , dem f,bt , capProdbc,bt , prodCostbt ,

reghCapbc,bt , per ProdDistrbt,bc ≥ 0

(10)

5 Case Study

A Portuguese based BSC is studied (Fig. 2).
Data related to the existing licensed blood services and possible blood services (that
can be added in the network), for donors and patients, was considered (NHS of
Portugal, “Imunohemoterapia”, from 2017). Figure 2 presents the representation of
the locations of healthcare facilities for patients that receive blood, donors that pro-
vide blood and the location of each BC. According to the previous formulation, the
healthcare facilities (f) include hospitals with existing and licensed blood services
(h), and existing facilities (a) that may be licensed with blood services. Regarding
the donors, 19 existing healthcare facilities (with licensed blood services) were con-
sidered and 4 healthcare facilities with non-licensed blood services were proposed;
and for the patients, 24 existing healthcare facilities (with licensed blood services)
were added in themodel and 19 healthcare facilities with non-licensed blood services
were proposed.
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Fig. 2 Healthcare Facilities (including hospitals with existing and licensed blood services, possible
non-licensed blood services to be (additionally) licensed in the network and BCs: for donors provide
blood (left); for patients receive blood (right)

Table 1 contains the characteristics of each district in Portugal, namely region, the
area of each district, coordinates, resident population, population density, as well as,
the assumptions for demand (considering 1% of the resident population) and supply
(2% of the resident population).

6 Computational Experiments

The above two-stage procedure was modeled in Python and solved through Gurobi
on a 2.3 GHz Intel Core i9 and 16 GB of RAM computer. It is important to note
that the results below correspond to an exploratory study as the model developed is
simple. So these results can only be viewed as a first attempt towards the solution of
a more complex BSC. The results were achieved by first solving the first stage and
the obtained results were then used as input to solve the second stage of the problem.
In the results, three different aspects are analyzed: social aspects; costs; and product
flow optimization.
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Table 1 The main characteristics of each district in Portugal that are considered in the case study
Region District District ID Area

(km2)
Coordinates Resident

population
(hab.)

Population
density
(hab./km2)

Estimated
demand

Estimated
supply

LVT D1 Lisboa 2761 (38.7071,
−9.13549)

2863433
(INE,2019)

821 28634 57268

North D2 Porto 2395 (41.15,
−8.61024)

1778146
(INE,2018)

742 17781 35562

North D3 Braga 2706 (41.5518,
−8.4229)

956185
(INE,2011)

313 9561 19123

LVT D4 Setúbal 5064 (38.5245,
−8.89307)

911794
(INE,2009)

171 9117 18235

North D5 Aveiro 2798,54 (40.6412,
−8.65362)

714200
(INE,2011)

262 7142 14284

Center D6 Leiria 3505,78 (39.7443,
−8.80725)

470895
(INE,2011)

134 4708 9417

LVT D7 Santarém 6747 (39.2362,
−8.68707)

465701
(INE,2009)

70 4657 9314

Algarve D8 Faro 4960 (37.0154,
−7.93511)

434023
(INE,2009)

87,5 4340 8680

Center D9 Coimbra 3947 (40.2115,
−8.4292)

429987
(INE,2011)

109 4299 8599

Center D10 Viseu 5007 (40.6575,
−7.91428)

391215
(INE,2011)

78,13 3912 7824

North D11 Viana do
Castelo

319,02 (41.6946,
-8.83016)

88725
(INE,2011)

278,1 887 1774

North D12 Vila Real 4328 (41.2959,
−7.74635)

213775
(INE,2011)

2137 4275

Center D13 Castelo
Branco

6675 (39.8239,
−7.49189)

196264
(INE,2011)

34 1962 3925

Center D14 Guarda 5518 (40.5371,
−7.26785)

168898
(INE,2011)

30,61 1688 3377

Alentejo D15 Évora 7393 (38.571,
−7.9096)

168034
(INE,2009)

23 1680 3360

Alentejo D16 Beja 10229,05 (38.0156,
−7.86523)

152758
(INE,2011)

15 1527 3055

North D17 Bragança 6608 (41.8072,
−6.75919)

136252
(INE,2011)

21 1362 2725

Alentejo D18 Portalegre 6065 (39.2914,
−7.43235)

118506
(INE,2011)

19,5 1185 2370

6.1 Social Component Analysis

The results from the first stage are presented in Figs. 3 and 4 and Tables 2 and 3. The
social component analysis, associated with the geographical distribution of donors
and patients among healthcare facilities, is essentially analyzed in stage 1. Figure 3
represents the number of healthcare facilities needed by the district in view of the
whole blood donation. The obtained distribution related to the number of donors,
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Fig. 3 Number of healthcare facilities needed by district considering the whole blood

Fig. 4 Number of healthcare facilities (with licensed and non-licensed blood services) needed by
district per blood product. Each facility is able to provide more than one blood product

for example for Lisbon (D1), considering healthcare facilities as unique infrastruc-
tures (type) to receive donors is not completely operational. The model identified 3
facilities that will receive 8636 (F3 with licensed blood services), 5481 (F14 with
licensed blood services), and 37421 (F20 with non-licensed blood services) donors
in Lisbon (Table 2). Regarding the SC network, all the healthcare facilities with non-
licensed blood services are required (in the SC network) and should be licensed (in
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Table 2 Distribution of donors (D1)

Region Facility No. Donors (for WB)

LVT F3 8636

LVT F14 5481

LVT F20 37421

Table 3 Distribution of patients (D1)

Region Facility No. Patients

Platelets RBCs Plasma

LVT F4 1465 7525 1356

LVT F5 902 5300 1639

LVT F16 N.A. 1660 N.A.

LVT F18 762 1667 180

LVT F28 N.A. 2320 95

LVT F34 N.A. 3759 N.A.

LVT F37 N.A. N.A. N.A.

terms of blood services) to overcome the estimated supply. Additionally, and con-
cerning the patients, to accommodate the demand, the model identified that at least
18 healthcare facilities with non-licensed blood services should be licensed in the SC
network. Figure 4 has represented the number of facilities needed by the district per
blood component. According to Fig. 4, district 3 (D3, Braga) has a higher number
of healthcare facilities (corresponding to the third district with a higher number of
people) and district 11 (D11, Viana do Castelo) has a lower number of healthcare
facilities (and people) allocated for the different blood components. Additionally,
it should be noticed that one facility can provide different blood products. Focus-
ing on Lisbon (D1) and taking into account the Table 3, this district that has the
higher number of people, and presents the distribution of the products aligned to the
population needs, 4 healthcare facilities are needed to provide plasma, 6 healthcare
facilities for RBCs and 3 healthcare facilities for platelets—however, these facilities
are also able to deliver additional blood products to patients. Regarding the opti-
mized patients’ distribution of the different blood components for Lisbon (D1): (1)
for platelets, the number of patients to be transfused by year is 1465, 902, and 762
for each selected healthcare facility; (2) for plasma, the number of patients by year
to be transfused is around 1356, 1639, 180, and 95 (F28 with non-licensed blood
services) for each selected healthcare facility; and (3) for the RBCs, the number of
patients to be transfused by year is around 7525, 5300, 1660, 1667, 2320 (F28 with
non-licensed blood services) and 3759 (F34 with non-licensed blood services) for
each selected healthcare facility.
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6.2 Costs Component Analysis

Concerning the costs related to patients, the RBCs components are the most trans-
fused product, as a result, RBCswill involvemore costs in adding healthcare facilities
with licensed blood services (78% for RBCs), as well as, in allocating the patients to
the existing licensed healthcare facilities (65% for RBCs). Regarding the costs asso-
ciated with the donors, allocating them (according to the population distribution)
will involve 90% of the costs, while additional licensed blood services (in healthcare
facilities) correspond to 10% of the costs. This result shows that there is a need for
more infrastructures for collection services to reduce the allocation costs.

6.3 Product Flow Optimization

In the second stage, the focus is on the product flow that was analyzed for just one
product (the RBCs), while considering the same healthcare facilities obtained from
stage 1 (for patients) and adding the BCs facilities in the SC network. The following
distribution of healthcare facilities and demands for each BCwas found: BC1 should
provide blood to 16 healthcare facilities (where demand corresponds to 51%); BC2
should be responsible for 14 facilities (where demand corresponds to 26%) and BC3
should manage blood to 8 facilities (demand of 23%) (Figs. 5 and 6). According to
the results, production costs denote 82% and transportation costs correspond to 18%
of the total costs.

In this exploratory study, it is assumed in the beginning more than 40 healthcare
facilities (in stage 1) satisfy the demand (of patients); however, in stage 2, focusing

Fig. 5 Product Flow Optimization: Demand of RBCs for (a) BC 1, (b) BSC 2 and (c) BC 3
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Fig. 6 Representation of
healthcare facilities and
demand among the existent
BCs distributed in Portugal

just on the RBCs product flow optimization just 38 healthcare were needed. As stated
before the model developed is just a first attempt to approach the problem. Future
developments are required to represent additional complexities related to the design
of the BSC.

7 Conclusions

This work is an exploratory study that appears as a first attempt to the definition
of a BSC network able to provide treatment for the patients while maximizing the
demand/supply coverage. A simple location-allocation model is formulated and a
two stages procedure is developed. In the first stage, the model allocates donors
and patients to healthcare facilities (by districts), while considering whole blood
for donors and the different blood products for patients. It takes into account the
expected population in a district that will need a specific blood product, as well as,
the expected population in a district that will provide thewhole blood. It considers the
minimization of costs for both aspects, supply, and demand in the first stage (using a
multi-product approach). It explores the geographic distribution of the population to
the healthcare facilities (based on facilities with licensed blood services and without
licensed blood services), respective capacities, as well as, the population of each
district. The geographical equity of access is translated by the minimization of the
total travel time by ensuring that individuals that provide blood or require blood
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transfusion receive the blood needed at the closest available service. In this way,
it will allow the maximum allocation of blood in the geographical areas with the
lowest blood provision. On the other hand, in the second stage, the model is able
to optimize the blood units allocation (assuming the healthcare facilities obtained in
the first stage) to the BCs based on the RBCs consumption.

Concerning sustainability, (i) BSC costs, such as production and transportation
costs are considered to measure the SC’s performance in terms of economic goals;
and, (2) the social component is explored based on the distribution of the population
among the different healthcare facilities to pursue a more equitable BSC. In this
work, the authors do not just look at the donors or patients, but we aim to find the
product flow from the BCs and the hospitals—in a specific case study—looking for
clusters of hospitals allocated to each specific BC. By achieving the blood product
flow optimization, we were able to determine how to cluster the hospitals to the
BCs—based on population (distribution) needs, adding production aspects in the
model, as well as, the transportation part among the BCs and hospitals.

This initial model approach can be the basis to support the decision-makers, since
we join the geographical utilization and the geographical access measured by density
and traveled distance in terms of the population, and at the same time connecting it
with the collection, production, distribution, and transfusion stages.

In future improvement, the model developed should be integrated and enhanced
by (i) adding the processing, inventory, and transshipment operations; (ii) having the
contribution to the environmental dimension approach; (iii) introducing the dynamics
of the problem (e.g. time), and (iv) as a result of the multiple uncertainties that affect
the BSC, applying stochastic or robust optimization approaches could be used to
solve the problem.
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A DEA Approach to Evaluate the
Performance of the Electric Mobility
Deployment in European Countries

Clara B. Vaz and Ângela P. Ferreira

Abstract This work aims to assess the performance of European countries on the
deployment of low-emission vehicles in road transportation. For this purpose, a
model based on Data Envelopment Analysis (DEA) is used to calculate a compos-
ite indicator for several European countries, aggregating seven sub-indicators built
from a data set for the 2019 year. Various virtual weight restrictions schemes of
the sub-indicators are studied to explore the robustness of the performance results.
By adopting the most robust scheme, the performance results obtained indicate that
most European countries have the potential to improve their practices towards better
road transport sustainability, by emulating the best practices observed in the four
identified benchmarks. Thus, the inefficient countries should take measures to better
support the market share of plug-in electric vehicles. In addition, the railway sec-
tor and the penetration of renewable energies should be enhanced to improve road
transportation sustainability.
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1 Introduction

The European green deal embodies an ambitious plan to fight climate change, aiming
to achieve carbon neutrality by 2050. In this context, the European countries are under
political and environmental pressure to secure energy supplies, reduce dependence
on fossil fuels and improve energy efficiency. Transportation is the remaining sector
where emissions are still above the 1990 emissions level, being the road transportation
the highest emitter and the main share of transport energy demand [1]. The main
elements of the strategic plan are the increasing efficiency of the transport system
and the use of low-emission energy sources for transport, which can be accomplished
by the deployment of electric mobility.

In the transport sector, the effectiveness of the actions that have been carried
out is still below the target, although technological advances and societal changes
towards electricmobility have been significant. Despite the global increasing share of
electrically-chargeable vehicles (plug-in electric vehicles (PEV)), i.e., battery electric
vehicles (BEV) or plug-in hybrid electric vehicles (PHEV), the EU market share is
still small [2]. The deployment of electric mobility is largely affected by regional
and national-level policies, such as penetration of renewable electricity and charging
infrastructure, among others [1].

A literature survey previously done on the assessment of the deployment of elec-
tric mobility [1] identified several approaches and indicators, which have supported
the development of this work. Regarding the methodological approaches, they vary
considerably with the data set under analysis and objectives, being Data Envelop-
ment Analysis (DEA) employed by Onat et al. [3] and Neves et al. [4]. The first work
proposed a multi-criteria decision-support framework using the input-based DEA
multiplier model to assess the BEV efficiency for each country state using multiple
inputs (GHG emission, energy andwater consumption and operation cost) and output
data (the service provided per vehicle-miles traveled) and an agent-based modeling
to estimate the future market share. Neves et al. [4] used the output-based DEA
multiplier model, considering multiple inputs (capital, labor force, Industrial Pro-
duction Index, crude oil price, electricity intensity, number of different BEV models
in top 10 of new registered BEV in a country) and outputs (BEV market share and
accumulated number of public policies supporting electric mobility) in a first stage
analysis to calculate the efficiency scores of several European countries addressing
electric mobility, followed by a fractional regression model to identify the significant
determinants of electric mobility.

Decision makers would benefit from the development of tools able to indicate and
support the best strategies to deploy electric mobility. Under this context, a compos-
ite indicator able to measure the performance of European countries in terms of road
transport sustainability would support new strategies towards the existing targets
and goals (Europe 2030, e.g.). This paper aims to assess European countries’ per-
formance in deploying zero and low-emission vehicles in road transportation using
a composite indicator (CI) model based on DEA. The CI only looks at achievements
(sub-indicators) of the countries without taking into account the inputs used [5]. This



A DEA Approach to Evaluate the Performance … 215

is a major contribution of the present study because, to the best of the authors’ knowl-
edge, this is the first study to use this approach to evaluate the performance of the elec-
tric mobility deployment in European Countries. The selection of the sub-indicators
should gather sustainable aspects of road transport and the main characteristics of
the assessed European countries. The derivation of the CI for each country under
evaluation is performed through the Benefit of Doubt (BoD) model, proposed in [6].
Therefore, the CI aggregates the selected sub-indicators observed for each country
in 2019, in which the weights of those sub-indicators are calculated endogenously
through the BoD model. This model handles directly the sub-indicators character-
ized by an isotonic behaviour, where higher scores indicate better performance, and
also the reverse sub-indicators, characterized by an anti-isotonic behaviour, i.e, those
whose lower scores translate into better performance.

It should be pointed out the fact that a DEA model endogenously determines
the most favourable weights to maximize the performance for each country, for a
given set of observations, which explains the appeal of DEA models to derive CI
in real policy-related settings [7]. Additionally, to ensure the sustainability of the
road mobility, European policy issues have to balance the general environmental
concerns and the country-specific policy priorities. Therefore, the assessment of
road mobility performance requires the comparison of the multi-dimensional feature
of road mobility in EU members. To do so, the use of a fixed set of weights is not
considered a fair judgement taking into account the uniqueness of each country. This
issue is also framed in [8], as follows “in the context of the EU, there are evident
difficulties in reaching agreement on such weights, given that each member state has
its own national specificity”.

The outline of this paper is as follows. Section 2 presents the performance assess-
ment methodology and the data set adopted to calculate the composite indicators.
Section 3 presents the results and the discussion of the findings. Finally, Sect. 4 closes
the paper with the main conclusions and suggestions for future research.

2 Methods and Data

The following subsection provides an overview on the methodological approach to
perform the assessment of European countries on the deployment of low-emission
vehicles towards sustainable mobility. It describes BoD model proposed by [6] to
determine the CI through the DEAmethodology and the initial BoDmodel proposed
by [5]. Afterwards, the Sect. 2.2 describes the set of relevant sub-indicators which
are selected to assure a fair performance comparison among countries.
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2.1 Methods

Cherchye et al. [5] initially proposed theBoDmodel to handle isotonic sub-indicators.
This model is equivalent to the original input-based DEAmultiplier model [9], since
all sub-indicators are considered as outputs and a single dummy input equal to one
is considered for all units.

Considering a cross-section of m isotonic sub-indicators i for each unit j ( j =
1, . . . , s), being yi j the score of that sub-indicator observed for each unit j , and wi

the weight assigned to it. The BoD model (1) enables to evaluate the performance
for each unit under assessment j0, by computing the composite indicator (CI jo)
through the weighted average of m sub-indicators, in which the optimum weights
are endogenously calculated.

CI j0 = max
m∑

i=1

wi yi j0

s.t.
m∑

i=1

wi yi j ≤ 1 ∀ j = 1, ..., s

wi ≥ 0 ∀i = 1, ...,m

(1)

Thus, the model (1) determines the most advantageous wi for each sub-indicator
yi j0 that maximizes the CI j0 score for the country j0 by comparison with the best
practices frontier. Therefore, each country cannot claim that a poor relative perfor-
mance is due to a harmful or unfair weighting scheme, as the model (1) determines
the optimumwi whichmaximizes its CI j0 by comparison with best practices frontier,
as the wi is endogenously estimated by this model [5].

To avoid the situations in which high performance scores are achieved, mainly
due to assigning zero weights to some sub-indicators (for example in case of the sub-
indicator has a relative poor performance), owning no influence in the road mobility
performance or emphasizing weights, proportional virtual weight restrictions (2) are
imposed to the unit under evaluation [10]. In the present context, the proportional
virtual weight restrictions are particularly interesting as these are independent on
measurement units and directly show how the respective pie shares contribute to a
CI j0 score [7].

α ≤ wi yi j0∑m
i=1 wi yi j0

≤ β ∀i = 1, ...,m (2)

Restriction (2) imposes that each sub-indicator is required to have minimum and
maximum percentages of contribution, α and β, respectively, in the assessed com-
posite indicator for the unit under evaluation. This type of restriction ensures that the
virtual weights of the DMU under evaluation ( jo) are within the set limits, although
the virtual weights for the other DMUs j may not be within the limits. Consequently,
some inefficient DMUs (CI < 1)when evaluated using the specific system ofweights
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of the DMU under evaluation may appear as its peers. Despite this, it is one of the
most used approaches to restrict virtual weights [6, 7], since restricting the weights
of all DMUs would lead to infeasibility issues [11, 12].

It is frequent that the performance assessment has to handle anti-isotonic sub-
indicators, as for example road GHG emissions per capita, in the road mobility
assessment. To use the BoD model (1), it is required to perform a mathematical
transformation on these anti-isotonic sub-indicators before incorporating them in
the model. This approach has some drawbacks as discussed in [11], being preferable
to avoid the data transformation by usingmodels that handle directly the anti-isotonic
sub-indicators. For example, Fare et al. [6] consider the anti-isotonic sub-indicators
as a reverse. Other works, such as [13–17] apply the directional distance function
model to increase the isotonic sub-indicators and decrease the anti-isotonic sub-
indicators, in a similar way. The present study adopts the approach proposed by Färe,
Karagiannis, Hasannasab and Margaritis [6] (hereinafter named FKHM model) to
assess the performance of road mobility of European countries.

TheFKHMmodel handles the anti-isotonic sub-indicators as reverse rather than as
undesirable. According to Fare et al. [6], the presence of isotonic sub-indicators does
not imply nor is implied by the presence of reverse sub-indicators, being the variation
of reverse sub-indicators independent on the values of isotonic sub-indicators. Addi-
tionally, a cross-section of reverse sub-indicators yi j (i = m + 1, . . . M) is consid-
ered concerning each country j . Thus, the FKHMmodel is formulated as (3), where
yi j (i = 1, ...,m) are the isotonic sub-indicators (i.e., capturing positive aspects)
while yi j (i = m + 1, . . . M) are the reverse sub-indicators (i.e., capturing negative
aspects).

CI j0 = max
m∑

i=1

wi yi j0 −
M∑

i=m+1

wi yi j0

s.t.
m∑

i=1

wi yi j −
M∑

i=m+1

wi yi j ≤ 1 ∀ j = 1, ..., s

wi ≥ 0 ∀i = 1, ..., M

(3)

The FKHMmodel determines the optimum weights for the country under assess-
ment by maximizing its CI j0 , which is the difference between the weighted average
of isotonic sub-indicators and the weighted average of reverse sub-indicators, since
that difference has a maximum of 1 for each DMU observed. Thus, for each DMU
under assessment ( jo), all DMU j are evaluated with the same weight wi for each
isotonic and reverse sub-indicator yi j . It should be pointed out that the FKHMmodel
can be simplified to the BoD model if no anti-isotonic indicators are considered [6].

The use of weights restrictions should combine some degree of flexibility (unre-
strictedDEA is themost flexible alternative) and the suitable consistency that accom-
plishes that all dimensions are taken into account. Following this idea, some impor-
tance should be given to the combined effect between flexibility and consistency [18]
which is controlled by the k score. Taken into account that in this study, no expert
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information is available, and considering M sub-indicators, constraint (2) should
guarantee that the proportional virtual weight for each sub-indicator should vary
between 1

M (1 − k) and 1
M (1 + k), with k ∈]0, 1[. The selection of k is performed

through a robustness analysis in the model results. Thus, the derived model (4) is
used to assess the performance of road mobility in European countries.

CI j0 = max
m∑

i=1

wi yi j0 −
M∑

i=m+1

wi yi j0

s.t.
m∑

i=1

wi yi j −
M∑

i=m+1

wi yi j ≤ 1 ∀ j = 1, ..., s

1

M
(1 − k) ≤ wi yi j0∑M

i=1 wi yi j0
≤ 1

M
(1 + k) ∀i = 1, ...M, k ∈]0, 1[

wi ≥ 0 ∀i = 1, ..., M

(4)

2.2 Data

The performance assessment considers data from the year 2019, before the COVID-
19 pandemics. In fact, data and estimates for 2020 indicate a significant activity
decrease, which would bias the analysis. The countries under analysis are the EU
Member States in 2019, i.e., the actual 27 EU Member States plus the United King-
dom. To assess the performance of EU-28 with regard to the deployment of low-
emission vehicles, the sub-indicators should incorporate the impacts, trends and
technological advances in mobility. In addition, their selection should favour a fair
comparison between units, while translating the specificities of each country. Keep-
ing this in mind, the selection of the sub-indicators was performed exploiting the
existing literature, the available data for the European countries under study and the
requirement ofmeasuring a single aspect. Seven sub-indicators (M = 7) are selected,
five isotonic and two reverse, described below. These sub-indicators must reflect the
outputs achieved normalized to assure a fair comparison between countries. Table 1
summarizes these sub-indicators, their measurement units and the sources.

The market share of plug-in electric vehicles (PEV) (PEV Market Share) is given
by the percentage of newly registered battery electric vehicles (BEV) and plug-in
hybrid electric vehicles (PHEV) relative to the total newly registered passenger vehi-
cles (M1 category) in the year under analysis. Most European countries have their
sales market share still dominated by petrol and diesel vehicles. The penetration
of vehicles powered by one or more electric motors reflects the policies and soci-
etal changes, which is essential to assess and translate the deployment of the electric
mobility, considering, for instance, the increasing supply of electric propulsion mod-
els, tax policies, environmental consciousness, among others.
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Table 1 Summary of the sub-indicators

Sub-indicators Description Unit Source

Isotonic

PEV Market Share Market share of new
registrations of PEV

% EAFO

Renewable Energy Share of energy from
renewable sources in
transport

% EUROSTAT

Public Transport Share of buses and
trains in total
passengers’ transport

% EUROSTAT

GDP per capita GDP per capita (chained
linked volumes 2010)

e per capita EUROSTAT

Railway Length Total length of railway
lines per country’s area

km−1 EUROSTAT

Reverse

GHG Emissions GHG emissions from
fuel combustion in road
transport

Tonnes/inhabitant EUROSTAT

New Car Emissions Average CO2 emissions
from new passengers’
cars

gCO2/km EUROSTAT

EAFO [19], EUROSTAT [20]

The share of energy from renewable sources in transport (Renewable Energy)
specifies the percentage of renewable energy in the total transport fuels. TheEuropean
SHARES tool manual [21] provides a guide for harmonised calculation of the share
of energy from renewable sources, being the renewable energy in transportation
defined by sustainable biofuels, renewable electricity, hydrogen and synthetic fuels
of renewable origin such as geothermal, solar thermal, renewablemunicipalwaste and
solid biofuels. A higher share of renewable energy favours the energy independency
in the transport sectorwhile contributing to a significant reduction inGHGemissions,
and also reducing the local air and noise pollution. The European Transport Roadmap
[22] suggests a regular phase out of conventionally-fuelled vehicles from urban
environments while the Renewable Energy Directive from 2018 [23] sets a 32%
target for the penetration of renewable energy in the transport sector, by 2030.

The share of buses and trains in total passengers’ transport (Public Transport) is
defined by the percentage of passenger’s transport that is made by buses (including
coaches and trolley-buses) and trains relative to the total inland transport (passen-
ger cars, buses and trains). Trams and metros are not included due to the lack of
harmonised data. The passengers’ transport data is measured in passenger-kilometer
(pkm), a unit that represents the transport of one passenger over one kilometer using
a specific mode of transport.

The Gross Domestic Product per capita (GDP per capita), calculated as the ratio
of the GDP to the average population in the 2019 year, provides a measure of the
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Table 2 Descriptive statistics for the selected sub-indicators

PEV
Market
Share

Renewable
Energy

Public
Transport

GDP per
capita

Railway
Length

GHG
Emissions

New Car
Emissions

Mean 0.029 0.088 17.757 27840.357 0.053 2.101 122.521

Std.Dev. 0.034 0.053 4.277 17246.124 0.032 1.606 9.474

Max 0.149 0.303 28.400 83640.000 0.121 10.031 137.600

Min 0.004 0.033 9.400 6840.000 0.013 0.935 98.400

economic activity through the total final output of goods and services produced
within the year under analysis. High values of this sub-indicator reflect high levels
of economic productivity of the economies of the countries able, for instance, to
support increased salaries and tax policies boosting the electric mobility.

The total length of railway lines indicator (Railway Length) gives the total length
of railways, electrified or not, on the territory of the respective country. The original
data is given in kilometers and is normalized using each country total area in km2,
to account for its dimension. This indicator reflects an infrastructure able to provide
a more sustainable transport, due to high-volume transport feature.

The GHG emissions from fuel combustion in road transport (GHG Emissions)
indicator measures the contribution of the road transport emissions to the total GHG
emissions inventory. The GHG emissions include those of carbon dioxide (CO2),
methane (CH4), nitrous oxide (N2O), perfluorocarbons (PFCs), hydrofluorocarbons
(HFCs), sulphur hexafluoride (SF6) and nitrogen trifluoride (NF3). The values, origi-
nally expressed in thousand tonnes, are normalized using the countries’ population on
the 1st January of the year under analysis, to take into consideration their dimension.

The average carbon dioxide (CO2) emissions from new passengers’ cars (New
Car Emissions) is expressed in grams of CO2 per kilometer. The Regulation (EU)
2019/631 set a mandatory target for emissions reduction of 95 g CO2/km for new
passenger cars, by 2021 [24]. This target applies for the average of themanufacturer’s
overall fleet, i.e., cars above this limit are allowed in the market as long as they
are offset by the production of cars with lower emissions. This sub-indicator is
independent of the previous one, complementing it by reflecting the emissions levels
of new sales.

Table 2 presents the descriptive statistics of the sub-indicators in the year under
analysis (2019).

3 Results and Discussion

This section presents the results concerning the performance assessment of the elec-
tric mobility deployment in EU-28 countries, by using the model (4) and the selected
sub-indicators (M = 7) observed in 2019, previously described.
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Initially, some different weight schemes were considered in the model (4), by
ranging the score of k to explore the robustness of performance results. Then, themore
robust scenario was adopted to assess the performance of road mobility in European
countries. Additionally, the relative strengths and weaknesses of each country in
terms of road sustainability are further explored.

3.1 Robust Proportional Virtual Weight Restrictions

To explore the robustness of performance scores, some different scenarios were con-
sidered in the model (4), setting k equal to 0.60, 0.65, 0.70, 0.75, 0.80, 0.85, 0.90 and
0.95. Scores lower than 0.6 were not considered given that only two countries were
assessed as efficient (Netherlands and Sweden) for k = 0.5. Since thoseweight limits
are arbitrary, the robustness of the performance scores was analysed by modifying
the weight constraints between different limits. The limit values of the considered
range were not used because the first one, k = 0, implies no flexibility and k = 1
implies that the lower limit of theweight for each sub-indicatormay become 0, which
would result in countries disregarding some sub-indicators. Table 3 presents the CI
results for the eight weighting schemes for each country which allows to understand
the robustness of the CI results. Figure 1 shows the box plot of CI results for each
country, being the mean of the eight scenarios plotted by the black square.

Globally, it is observed that the CI results are robust for the majority of underper-
forming countries (i.e., never achieve CI= 1 with any k), since slight variations were
detected except in k = 0.95 scenario, where higher variations were observed. In fact,
this scenario allows the largest level of flexibility in weights calculation, from which
two countries become efficient (Ireland and Hungary). Ireland was assessed with CI
= 0.942 in the k = 0.90 scenario, while Hungary was assessed with CI = 0.888.
Noteworthy, is the fact that Ireland is only used once as benchmark while Hungary
is not used as benchmark by any other country in k = 0.95 scenario. Thus, those
countries were significantly affected by the higher level of flexibility such as the
underperforming countries Czech Republic and Slovakia as it is shown in Fig. 1.

From the above, a decision was made to consider the k = 0.90 scenario in further
analyses, aiming to achieve a trade-off between robustness scores, flexibility and
consistency on weights calculation. Using this scenario, the model (4) assures that
the proportional virtual weight for each sub-indicator should vary between 1.43%
and 27.14%.

The dual of the model (4) was used to identify the benchmarks for underperform-
ing countries. Within this scenario, four benchmarks (i.e., CI = 1) were identified:
Belgium, Luxembourg, Netherlands and Sweden. The CI average equals to 0.638
with a standard deviation of 0.246, which indicate that several EU-28 countries have
potential to improve their practices towards better road transport sustainability. A
grayscale was applied to classify the countries in terms of worst, medium and best
road mobility performance, respectively, as shown in Fig. 2.
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Table 3 CI results for k = 0.60, 0.65, 0.70, 0.75, 0.80, 0.85, 0.90 and 0.95 in model (4)
CI

Country k = 0.60 k = 0.65 k = 0.70 k = 0.75 k = 0.80 k = 0.85 k = 0.90 k = 0.95

Belgium 0.732 0.783 0.828 0.872 0.918 0.968 1.000 1.000

Bulgaria 0.265 0.283 0.304 0.327 0.352 0.380 0.412 0.449

Czechia 0.299 0.330 0.366 0.405 0.447 0.501 0.574 0.835

Denmark 0.678 0.697 0.711 0.726 0.747 0.778 0.845 0.886

Germany 0.686 0.724 0.765 0.806 0.848 0.887 0.909 0.944

Estonia 0.203 0.223 0.244 0.269 0.297 0.326 0.350 0.383

Ireland 0.631 0.647 0.666 0.695 0.733 0.820 0.942 1.000

Greece 0.208 0.224 0.241 0.260 0.279 0.295 0.315 0.340

Spain 0.411 0.432 0.453 0.467 0.484 0.502 0.520 0.533

France 0.616 0.639 0.660 0.678 0.697 0.708 0.714 0.722

Croatia 0.263 0.282 0.304 0.324 0.344 0.368 0.399 0.439

Italy 0.409 0.442 0.478 0.517 0.559 0.599 0.648 0.700

Cyprus 0.260 0.267 0.274 0.282 0.291 0.299 0.307 0.320

Latvia 0.257 0.274 0.292 0.307 0.321 0.339 0.360 0.379

Lithuania 0.209 0.225 0.244 0.262 0.273 0.286 0.301 0.316

Luxembourg 0.876 0.933 0.995 1.000 1.000 1.000 1.000 1.000

Hungary 0.450 0.473 0.520 0.587 0.679 0.817 0.880 1.000

Malta 0.403 0.413 0.419 0.426 0.432 0.439 0.446 0.452

Netherlands 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Austria 0.749 0.779 0.805 0.830 0.853 0.874 0.888 0.908

Poland 0.254 0.276 0.301 0.327 0.354 0.384 0.423 0.482

Portugal 0.479 0.485 0.491 0.496 0.501 0.506 0.511 0.515

Romania 0.363 0.389 0.422 0.466 0.523 0.583 0.611 0.634

Slovenia 0.370 0.397 0.425 0.451 0.472 0.497 0.528 0.558

Slovakia 0.249 0.278 0.313 0.348 0.390 0.438 0.494 0.675

Finland 0.733 0.741 0.749 0.755 0.760 0.766 0.773 0.779

Sweden 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

United
Kingdom

0.629 0.653 0.676 0.697 0.706 0.713 0.719 0.725

Mean 0.489 0.510 0.534 0.556 0.581 0.610 0.638 0.678

Std.Dev. 0.246 0.247 0.248 0.245 0.243 0.245 0.246 0.247

Minimum 0.203 0.223 0.241 0.260 0.273 0.286 0.301 0.316

No. of
efficient
units

2 2 2 3 3 3 4 6
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Fig. 1 Robustness analysis to k changes (k = 0.60, 0.65, 0.70, 0.75, 0.80, 0.85, 0.90 and 0.95) in
model (4)

Fig. 2 CI results (model (4) with k = 0.90)
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Fig. 3 Comparison between
benchmarks and
underperforming countries

Sweden, Netherlands and Luxembourg are the most used benchmarks, being used
for 23, 18 and 16 underperforming countries, respectively, while Belgium is used
5 times as benchmark. A comparison between benchmarks and underperforming
countries is outlined in Fig. 3. This radar analysis exhibits the average of the sub-
indicators of the efficient units and the average obtained for the inefficient ones. In
terms of reverse sub-indicators, both groups perform similar in terms of the aver-
age CO2 emissions from new passengers’ cars, with the benchmarks exceeding the
GHG emissions of the underperforming countries. Taken into account the increased
GDP of the efficient countries, the increased average of the GHG emissions can
relate to the increased industrial activity of those countries. With regard to the iso-
tonic sub-indicators, underperforming countries obtain the worse result compared
with benchmarks in the market share of electrically chargeable vehicles, suggesting
these countries would benefit from policies and technological advances (for instance,
incentives, such as tax breaks, and increased charging infrastructures) to better sup-
port electric mobility and, in consequence, road sustainability. These performance
results also suggest that inefficient countries should also improve the railway sector
and better exploit the penetration of renewables in the transport sector.

3.2 Identification of Countries’ Strengths and Weaknesses

The adopted model (4) compels that the sum of share of weight assigned to each
sub-indicator i given by wi yi j0/

∑M
i=1 wi yi j0 , considering the seven sub-indicators is

100%. Thus, a lower weight attributed to a given sub-indicator can be compensated
by a higher weight at least one or more other sub-indicators, under the weights’ range
imposed.

In each country assessment, the model has some flexibility regarding the weights
attributed to its sub-indicators and could attribute the maximum allowed weight on
them in which it shows the best relative performance. This implies that the optimal
weight structure identified for each country can be relevant as it is affected by its
relative strengths and weaknesses. Figure 4 presents the optimal weights’ structure
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Fig. 4 Optimal weight of share structures for k = 0.90 in weight constraint (4)

given by the share of weight wi yi j0/
∑M

i=1 wi yi j0 assigned to sub-indicator i for each
country jo, which enables to identify the different countries profiles in terms of their
relative strengths and weaknesses. In fact, the country profile cannot be unique if
there are alternative optimum solutions, as the optimal weight structure obtained is
one of the possible solutions [25]. This issue tends to affect more the benchmarks
than the underperforming countries.

To maximize the road mobility performance, the model allocates, on average,
a share of weights equal to 83% for the isotonic sub-indicators while that for the
reverse indicators is 17%.

Regarding the isotonic sub-indicators, the maximum share of weight is assigned
to Public Transport for almost all countries, allowing the higher consistency among
countries that put the maximumweight in this sub-indicator. Similar maximum share
of weight occurs with the GDP per capita, with exception of Bulgaria, Hungary,
Portugal andRomania, which put theminimumweight in this sub-indicator. The third
sub-indicator more weighted on underperforming countries is the Railway Lenght,
except in Denmark, Ireland and Finland, which have lower scores than the average.
The fourth isotonic sub-indicator more weighted is the Renewable Energy. Finland,
Portugal and Malta are the underperforming countries that are evaluated with the
highest share of weight (>22%) in this sub-indicator. In fact, Finland and Portugal
are in the top 6 position in Renewable Energy and Malta is on the average position.
Globally, the minimum share of weight is attributed to PEV Market Share with
exception of Portugal which achieves the maximum share of weight equal to 19.1%.
All underperforming countries put the minimum share of weight on the electric
mobility, except Cyprus, Hungary and UK, in which it ranges between 2.6% and
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6.2%. Furthermore, it is possible that an alternative optimum solution could exist for
Sweden to highlight its second higher score on the PEV Market Share.

Concerning the reverse sub-indicators, Portugal assigns the minimum share of
weight at each of them (total share of weight is 2.86%). In fact, Portugal has lower
scores of GHG Emissions and New Car Emissions than the average. Since Portugal
is on the top 10 position regarding electric vehicle deployment and in penetration of
renewable energy in the transport sector, the contribution of the related sub-indicators
in the CI is 19% and 25%, respectively. Additionally, the contribution of Railway
Length is 24% where Portugal has a lower score than the average. The maximum
share of weights is assigned to Public Transport, although Portugal has the second
lowest score. Thisweight’ structure explainswhyPortugal owns a lower performance
than the average (CI = 0.511). Further research should explore weight restrictions
in order to give different levels of importance among the sub-indicators.

4 Conclusions

The obtained CI results demonstrated to be robust for variations of k, considering
the majority of inefficient countries except in the scenario k = 0.95, where higher
variations were observed. In order to consider a trade-off between robustness scores,
flexibility and consistency onweights calculation, the k = 0.90 scenariowas adopted
in the methodological approach performed.

Four benchmarks (CI = 1) were identified (Belgium, Luxembourg, Netherlands
and Sweden). It was observed an average of CI equal to 0.638 with a standard
deviation of 0.246 which indicate that several European countries have potential to
improve their practices towards better road transport sustainability.

Most countries have potential to improve road transport sustainability for instance,
by following the best practices adopted by the benchmarks. The performed analysis
highlights that inefficient countries should take measures to better support the pen-
etration of PEV vehicles (for instance, incentives, such as tax breaks, and increased
charging infrastructures). In addition, the obtained results also suggest that the rail-
way sector and the penetration of renewable energies are the remaining areas in the
transport sector that should be enhanced.

The model (4) allocates, on average, a share of weights equal to 83% for the
isotonic sub-indicators while the share for the reverse indicators is 17%, in which
the lowest average share is attributed to the electric vehicle deployment (2%).

The optimal weights’ structure identified for each country could be relevant as it is
affected by its relative strengths and weaknesses. These results show the flexibility of
themodel (4) in choosing the best range ofweights’ structure tomaximize the relative
roadmobility performance of each country, translating its different specificities. Note
that this procedure can be affected by the possible alternative optimum solutions,
when at least another optimal structure exists.

Further research should explore the dynamic performance to identify trends by
considering the data over the years, and also other European countries that are
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restricted to the same transport policy. Additionally, the determinants of the perfor-
mance should be explored to identify factors capable of influencing policy making.
Since the adopted model considers the same lower and upper bounds for the propor-
tion of weights attributed to all sub-indicators, some different weights schemes can
be defined in order to consider different bounds, enabling to rank the sub-indicators
importance.
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The Art of the Deal: Machine Learning
Based Trade Promotion Evaluation

David Branco Viana and Beatriz Brito Oliveira

Abstract Trade promotions are complex marketing agreements between a retailer
and a manufacturer aiming to drive up sales. The retailer proposes numerous sales
promotions that the manufacturer partially supports through discounts and deduc-
tions. In the Portuguese consumer packaged goods (CPG) sector, the proportion
of price-promoted sales to regular-priced sales has increased significantly, making
proper promotional planning crucial in ensuring manufacturer margins. In this con-
text, a decision support system was developed to aid in the promotional planning
process of two key product categories of a Portuguese CPG manufacturer. This sys-
tem allows the manufacturer’s commercial team to plan and simulate promotional
scenarios to better evaluate a proposed trade promotion and negotiate its terms. The
simulation is powered by multiple gradient boosting machine models that estimate
sales for a given promotion based solely on the scarce data available to the manufac-
turer.

Keywords Promotion planning · Retail · Trade promotion

1 Introduction

Over the last half-decade, the intensity of price discounts given as part of trade pro-
motions between retailers and manufacturers, as well as the share of total sales these
promotions represent, has been rapidly growing. The four largest British supermar-
kets reported that, in 2016, in the consumer packaged goods (CPG) sector, 45% of
the average consumer’s expenditure was on price-promoted products [11]. Nielson
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[13] found that, in 2018, promotional sales accounted for half of the Portuguese
CPG sector’s sales. For comparison, promotional sales accounted only for a sixth
of total sales for the Spanish counterpart [13]. With retailers proposing such a sig-
nificant amount of trade promotions to manufacturers, assessing how profitable or
worthwhile a given promotion will be becomes paramount.

In this context, a CPG manufacturer is interested in developing a custom-made
decision support system (DSS) to aid in its promotional planning process for its
two main product categories: olive oil and vegetable oil. The main objective of
this work is to present the DSS developed. This includes the forecasting models
trained to accurately predict promotional sales for the various retailers and categories,
despite only leveraging the limited data available to the manufacturer. Considering
this limitation and how significant promotional sales are in the total sales figure, this
work also aims to assess whether it is possible to detect undesirable deals before they
happen. The decision support system presented was developed in the context of a
consulting firm, for a project with a Portuguese CPG manufacturer.

This paper is structured as follows. The remainder of this section describes the
company, its retail partners, and itsmarket, and introduces key concepts applied in the
paper. Section 2 details the decision support system implemented, as well as the data
used and themodels trainedon suchdata. Section3 elaborates on themodels obtained,
their performance and metrics, and compares these results, drawing conclusions
about the different retailers and categories and describing the final deployment of the
system. Section 4 concludes the document, summarizing the purpose, methodology
and contributions of this work.

1.1 The Manufacturer-Retailer Promotion Dynamics

The manufacturer considered in this work deals with numerous retailers in several
countries and offers multiple product lines across various CPG categories. In this
work, the Portuguese olive oil and vegetable oil markets were considered, in both of
which themanufacturer is themarket leader. The company supplies roughly 75% and
45% of the total vegetable oil and olive oil market demand (in liters), respectively.
Roughly 40%of the vegetable oil market and 20%of the olive oil market is controlled
by the manufacturer’s brands, with the remaining 35% and 25%, respectively, being
split among its store brands.1 It is important to note that the olive oil market is
more heavily disputed than the vegetable oil market, with more competitors and
promotions, as will be discussed later.

This work focuses on two key retailers (retailer A and retailer B), each controlling
approximately 20% of the Portuguese CPG market share. Retailer A provided the
manufacturer with sell-out data, whereas for retailer B only sell-in data is available.

1 Store brand products, also called own brand products, are produced by a manufacturer for resale
under a brand controlled by a retailer.
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Sell-in is defined as units the manufacturer sells to the retailers, whereas sell-out is
defined as units the retailer sells to the customers.

Manufacturers and retailers make deals among themselves to offer lower prices
for certain products to customers and increase their sales through trade promotions.
Although trade promotions can take on several forms, for this paper’s purposes, a
trade promotion is a partnership between a retailer and a manufacturer involving a
sales promotion directed at the customer, in the form of a discount, and one directed at
the retailer, in the form of allowances or discounts. The degree to which the discount
offered to the retailer is passed onto the customers is called pass-through.

Pass-through = Customers’ total savings due to the trade promotion

Retailer’s total savings due to the trade promotion

Additionally, the retailer may also take advantage of the discount and stockpile
products (also known as forward buying), which is an important source of profit for
the retailer [4]. However, this does not directly benefit the manufacturer since no
incremental sales are generated despite the discount offered, negatively impacting
the manufacturer’s bottom line. Similarly, the customer is not benefited since there
is ultimately no discount. A successful trade promotion is one where additional
sales (also called incremental sales) are generated beyond the usual sales level (the
baseline) such that both parties profit, even considering the costs incurred in the
promotion (such as discounts or marketing expenses). Baseline sales are the sales
which would have been recorded had the promotion not taken place. This success
is also expressed as the ratio between the incremental sales and the baseline sales,
called the sales lift, generally expressed as a percentage.

The Portuguese consumer packaged goods market is dominated by sales promo-
tions. In 2018, promotional sales accounted for half of the sector’s sales [13]. Due
to the pressure from competing manufacturers and the retailers operating with them,
there has been an increase in the promotional frequency and the promotional inten-
sity in recent years. The former is defined as the percentage of time that discounts
are offered by retailers while the latter is defined as the average depth of those dis-
counts. Manufacturer data points to even higher promotional frequency values in
the categories of interest, as can be seen in Table 1, and also to an upward trend in
promotional intensity, as shown in Table 2. These increases have lead to growing
promotional saturation in the market, that is, the novelty factor of a given sales pro-
motion is being reduced. This increase in promotional saturation also incentivizes
customers to stockpile and wait for future promotions to resupply.

Regarding the company’s promotional planning process, at the end of every
year, as part of its annual corporate goal setting process, the company defines the
annual volume andmargin targets and sets theManufacturer’s Suggested Retail Price
(MSRP) for the various products in each product line. This target definition takes
into consideration current and forecasted commodity prices for the year, for both
olive oil and the various kinds of vegetable oil (e.g., sunflower, sesame). On a quar-
terly basis, the promotional planning team drafts a rough proposal for each one of
the retailers, taking into consideration both the sales promotions held in the same
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Table 1 Weighted average of percent promotional sales. The olive oil and vegetable oil figures are
based on company branded product sales data, in retailer A, while the other categories’ figures are
based on sales data of comparable products and retailers

Year Olive Oil (%) Veg. Oil (%) Cookies Cereal Beer Yogurts

2016 32.5 70.1 – – – –

2017 69.0 72.6 – – – –

2018 87.2 72.8 43.0% 47.0% 77.0% 54.0%

2019 94.7 76.0 46.0% 50.0% 78.0% 68.0%

2020a 91.5 93.3 49.0% 50.0% 80.0% 66.0%
a2020 figures pertain to the first half of 2020 only

Table 2 Weighted promotional intensity over the years, using company branded product sales data,
for both olive oil and vegetable oil

Category Retailer 2016 2017 2018 2019 2020a

Olive Oil Retailer A 3.8% 11.4% 26.7% 33.2% 40.6%

Retailer B 11.3% 15.9% 26.6% 38.0% 44.7%

Vegetable Oil Retailer A 6.4% 6.7% 6.9% 13.4% 16.4%

Retailer B 8.5% 10.0% 19.4% 25.7% 26.8%
a2020 figures pertain to the first half of 2020 only

quarter of the previous year and the quarterly goals previously set. The draft includes
various aspects of the sales promotion, such as the combinations of products and
discounts that will be part of a given promotion, its duration, the target pass-through,
deductions2 and other financial costs, among others. These aspects are subject to
heavy weekly negotiation. The retailer has the final say on all aspects regarding the
trade promotion, with the draft being merely a suggestion. However, since it is not
worthwhile for the retailer to offer a sales promotion without a solid trade promotion
behind it, the retailer often negotiates with the manufacturer. The manufacturer’s
commercial team negotiates based on forecasts of sales and commodity prices, as
well as their own expertise. After the sales promotion has ended, the manufacturer’s
commercial team members analyze the results using the latest sales data and their
experience.

1.2 Sales Promotion Evaluation

To the best of the authors’ knowledge, there is a gap in the literature in what concerns
the evaluation of sales promotion without the use of scanner-level data, which may
not be available to themanufacturer. Nevertheless, there is a large body of research on
the retail side, using scanner-level and other retailer-specific data. Three works stand

2 Retailers deduct from the manufacturer’s invoice a compensation for their promotional or adver-
tising efforts that the retailer believes to be just compensation.
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out in this context. Cooper et al. [7] implemented a sales promotion forecasting
system to aid a large retailer to plan promotions both efficiently and effectively.
The system leverages daily or weekly scanner-level data from multiple stores and
consumer panel data, as well as promotional features such as the type of ad used
and the product display allocated. Forecasting was performed through linear and
log-linear models. Divakar et al. [9] developed a large forecasting model inserted in
a DSS for a billion-dollar revenue CPG company with extensive use of scanner-level
data among other data sources. Analogously to the DSS implemented by [7], sales
forecasting was performed through linear and log-linear models, using a wide array
of features, including display sizes for each brand, and prices of multiple products
across brands. Abolghasemi et al. [1] expanded on both of these articles, testing
several models, including various time-series and machine learning models. Unlike
the other previous works, less data was available. Only historical sales and price data
was used. Ultimately, the authors show that the volatility of demand has a significant
impact on forecasting accuracy and that simple statistical models can outperform
more complex models when this volatility is present.

1.3 Models and Methods

A supervised machine learning model is one where the training data includes both
the input vectors and their corresponding target vectors Bishop [2]. If there are a
finite number of categories to match to each input vector, the model is performing a
classification process. Otherwise, if one or more continuous variables are associated
with each input vector, the model is performing a regression [2]. In a regression prob-
lem, a number of features correspond to a numeric variable, called the target, whose
relationship to the features is to be approximated via a regression model. Generally,
the dataset, which contains multiple data points with the aforementioned features and
target, is split in three partitions, namely, the training, validation and test datasets.
The training dataset is used to fit the model, iteratively, in a way that minimizes a
function, called the loss function. The loss function indicates how well the model,
given the corresponding features, estimates the target. However, this minimization
can be accomplished to an extreme degree by a sufficiently complex model that has
simply memorized the training set. This is called overfitting, meaning that the model
has, in all likeliness, not learned the underlying relationship between the features and
the target. An overfit model generally translates to one with poor foresight capabil-
ity. To prevent this, the models are tested on a validation dataset, which assures the
model has not become overfit by evaluating the model’s performance on a dataset it
has not been trained on. This validation is then used to select the best model among
the ones trained. However, since the validated model is biased towards the validation
dataset, given that it was chosen for its validation performance, the model is then
evaluated on a different dataset, the test dataset. From this last evaluation, its test
performance is calculated and an estimate of the model’s real-world performance
can be obtained [2].
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Several machine learning techniques for regression exist, of which two of interest
to this work are discussed below. Both techniques are based on decision trees: models
which split the feature space into regions via successive recursive binary splits, each
of which is governed by a simple model, usually a constant [2]. The root node
begins with the whole dataset and selects the feature that best splits it, according to a
given metric, dividing the space into two regions. The resulting two regions are then
recursively split, until a stopping criteria has been met.

Random forests

Random forests is a learning method developed by Breiman [5] for both classifi-
cation and regression problems. This method uses an ensemble of decision trees,
which together form a strong model. The uniqueness of the method comes from
the conjunction of random feature selection with bootstrap aggregation, also called
bagging. Random feature selection restricts each split to only use a random subset of
features, further reducing correlation between trees. Bagging increases the diversity
of the trees trained by sampling the original training set with replacement, thereby
generating different datasets.

Gradient boosting machines

A learning method developed by Friedman [10], gradient boosting machines (GBM)
was initially called “multiple additive regression trees”. GBM successively trains
decision trees on the residuals left by the previous trees, correcting their deficien-
cies, which is shown by [10] to be a combination of both gradient descent and
boosting. Gradient descent is an iterative algorithm for finding the local minimum of
a differentiable function, by successively calculating the gradient at any point in said
function and stepping in the opposite direction to it. Boosting is ameta-algorithm that
combines the outputs of many weak learners into one strong learner by adding the
predictions of each one of the models together to arrive at the ensemble’s prediction.

2 Solution Method Proposed

The solution method proposed is a decision support system (DSS) comprised of
three tools, namely, the Promotional Registry Tool (PRT), the Promotional Sce-
nario Planner and Simulator (PSPS) and the Scenario Runner (SR). The system also
encompasses the predictive models used by the SR and the database connecting the
various elements together, as shown in Fig. 1. The PRT was developed to aid pro-
motional plan data collection, making it a less error-prone process and streamlining
future data flows, assuring the system stays up-to-date. The PSPS is the focal inter-
face of the DSS, with the main purpose of displaying the results of the simulation of
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Fig. 1 Decision support system diagram

future promotional scenarios, powered by the SR. The latter generates these results
after loading and running the previously trained gradient boosting machine models,
which are the focus of this work. These models need to balance both predictive per-
formance and sensitivity to some key features, since the user is likely to often want
to experiment with the system in atypical ways, for example, with historically rare
discounts.
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2.1 Data

The manufacturer has available four key sources of information, namely, product
hierarchy data, sales data, promotional plan data, including competitor promotions,
and MSRP tables.

The product hierarchy data details for each product involved its brand, its Stock
Keeping Unit (SKU) and European Article Number (EAN), as well as its capacity
(i.e., the capacity of the product’s package in liters), its packaging type and its cat-
egory (vegetable oil or olive oil) and subcategory (e.g., organic olive oil, sunflower
seed oil). The SKU is a code that uniquely identifies a product and its characteris-
tics inside a company, whereas the EAN identifies a product in an external context,
serving as the code for use by retailers or other external entities. The same product
with different attributes, such as thematic packaging, will have a different SKU for
each combination, so the company can track its different variations. However, it will
generally have a single EAN, so external entities know it is fundamentally the same
product.

In terms of sales data, for both retailers, daily sell-in data spanned from January
2011 to late May 2021. Daily sell-out data was also available for retailer A, spanning
from July 2016 to March 2021.

The promotional plan data was recorded manually over the years, including, for
each promotion, the start and end dates, the type of marketing campaign, the geo-
graphic coverage, the promotional price (if the campaign targets a single EAN),
as well as two human descriptions, one for the products involved3 and another for
the promotion.4 The description of the promotion generally started with specifying
the marketing campaign, optionally followed by the name of the promotion, and
ended with a summary of the promotion’s characteristics, such as the discount. The
description of the products involved could detail the brand, subcategory, capacity or
any combination of the three. When analyzing company promotions, these details
enabled the creation of a list of potential SKUs, using the product hierarchy data.
This was necessary due to the lack of an explicit listing of SKUs included in a given
promotion. The list of potential SKUs was then filtered, removing inactive SKUs
(that is, SKUs which had zero total sales during the 6 months prior to the promotion
in hand). Finally, by using the EAN associated with each SKU, we arrived at a list
of EANs believed to have been included in the promotion.

2.2 Mathematical Notation and Formulas

For clarity, this section introduces the main notation (Table 3) and formulas (Eqs. 1
to 15) applied throughout this paper.

3 For example: “Extra Virgin Olive Oil”.
4 For example: “Pamphlet: “fill up your pantry”: 35% discount on a selection of gourmet Brand A
olive oil”.
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Table 3 Main notation

Parameter Description

p Promotion

SDp Start date of a promotion

EDp End date of a promotion

STKstart No. of days between a promotion’s start date
and the start of its stocking period

STKend No. of days between a promotion’s start date
and the end of its stocking period

e EAN

Ep Set of EANs included in promotion p

Cp Set of EANs included in promotion p’s product
category

De,p Discount offered on EAN e during promotion p

Le,d Sales of EAN e on day d in liters

Total liters sold during promotion p:

L p =
∑

d∈D p

∑

e∈E p

Le,d (1)

where the days considered in promotion p are given by:

Dp = {SDp, · · · ,EDp} (Sell-out version) (2)

Dp = {SDp − STKstart, · · · ,SDp − STKend} (Sell-in version) (3)

Average daily sales of EAN e on day d in liters:

Lavge,p =
∑

d ′∈Dd
Le,d ′

dmax − dmin + 1
, Dd = {d − 13 months, · · · , d − 1 month} (4)

where

dmin = argmin
d

Le,d , d ∈ Dd , Le,d > 0 (5)

dmax = argmax
d

Le,d , d ∈ Dd , Le,d > 0 (6)

Promotional multiplier of promotion p:

PMp = L p

(EDp − SDp + 1) · ∑e∈E p
Lavge,SDp

(7)
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Estimating the total liters sold during promotion p:

L̂ p = (EDp − SDp + 1) ·
∑

e∈E p

L̂avge,p (8)

Estimating the promotional multiplier of promotion p:

ˆPMp =
∑

e∈E p
L̂avge,p∑

e∈E p
Lavge,SDp

(9)

Weight of EAN e on promotion p:

WEPe,p = Lavge,p∑
e′∈E p

Lavge′ ,p
(10)

Weight of promotion p on its category:

WPCp =
∑

e∈E p
Lavge,p∑

e∈C p
Lavge,p

(11)

Set of promotions active during day d:

Pd = {p′ : SDp′ ≤ d ≤ EDp′ , ∀p′} (12)

Cannibalization effects on EAN e during promotion p:

CNe,p =
∑

d∈{SDp,··· ,EDp}

∑

e′∈C p\{e}
max
p′∈P d

(De′,p′ · WEPe′,p′ · WPCp′) (13)

Promotional intensity of EAN e during promotion p:

PIe,p =
∑

d∈{SDp−30,··· ,SDp}
max
p′∈P d

(De,p′ · WEPe,p′ · WPCp′) (14)

Promotional intensity of the category during promotion p:

PICp =
∑

d∈{SDp−30,··· ,SDp}

∑

e∈C p

max
p′∈P d

(De,p′ · WEPe,p′ · WPCp′) (15)
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2.2.1 A Note on Determining the Sales of a Promotion

The method for calculating L p using sell-out data is intuitive, since in this case Le,d

represents the sales of EAN e on day d to customers (see Eq. 1 and Eq. 2). In the
sell-in case, given by Eq. 3, the total sales are approximated by the liters that arrived
to the retailer during the stocking period, with Le,d representing the liters of EAN e
delivered to the retailer on day d, fromwhich customers will buy at an uncertain date.
This stocking period is defined by STKstart and STKend, which are normally 7 and
1, respectively, to encompass the week before the promotion. This approximation
holds well for higher rotation products that have a fairly predictable and strong
demand, since the retailer is incentivized to purchase only the necessary amount it
is anticipating to sell, as stocking more than a few weeks’ worth of these items is
undesirable and costly. However, this approximation does not hold particularly well
for low-rotation items, for which the retailer is incentivized to stock only a small
initial amount, often at a reduced price, that sells over a long period of time.

Turning to expert advice, following talks with the manufacturer’s commercial
team, the stocking period was set as the week before the promotion. If the retailer
stockpiles heavily during the stocking period or before, peaks and troughs of per-
ceived promotional sales occur, respectively, translating into extreme promotional
multipliers, that is, selling below half or above ten times the normally expected
amount. This was corrected by filtering out promotions whose promotional multi-
pliers were outside these limits, which were set by the commercial team.

2.3 Feature Engineering

To better equip the developed GBM regression models, which are discussed in
Sect. 2.6, a number of features were created on top of the basic features available.
However, some features showed more significance than others, as is touched upon
in Sect. 3.

The featuresWeight of EAN e on promotion p andWeight of promotion p on the
category capture the effects related to the weight in sales of an EANon the promotion
(Eq. 10) and the weight of a promotion on its category (Eq. 11), respectively. This
allows distinguishing, for instance, best-sellers from niche products, and high impact
promotions from low impact promotions, respectively.

Cannibalization attempts to capture the effect that other concurrently promoted
manufacturer-owned EANs have on a given EAN e during promotion p (Eq. 13).

The Promotional intensity of an EAN (Eq. 14) and the Promotional intensity
of the category (Eq. 15) features enable the model to take into consideration past
promotions of a given EAN or category, respectively, via a weighted sum of past
discounts, for each day in the month previous to the current promotion.

Since discount and promotional policies are dependent on the current price of
the commodity underlying the category, as well as forecasts of this commodity, two
external features were included, namely, the Commodity monthly price, in United



240 D. B. Viana and B. B. Oliveira

States dollars per metric ton, and the Commodity monthly percentage price change.
The commodities chosen were the global price of olive oil and the global price of
sunflower oil, for the olive oil and the vegetable oil categories, respectively, and the
data in question was sourced from the Federal Reserve Bank of St. Louis.5

Other features were also created, but preliminary tests showed minimal impacts
on the models. Therefore, they are not described in detail here.

2.4 Model Target Definition

Defining the target for the model was not straightforward, as there were many pos-
sibilities to explore, given the peculiarity of the high promotional frequency present
in both categories and for both retailers. This intensity hinders a traditional analysis,
which would involve calculating a sales lift on top of a baseline estimate. In fact,
with more promotions, less non-promoted data points are available for deriving such
an estimate [3]. The proposed method abandons the concept of sales lift and instead
focuses on calculating the performance of a given promotion as a multiple of its
average sales, called the promotional multiplier (PM), as presented in Sect. 2.2.

With the goal of estimating L p, the models’ target is then Lavge,p , and therefore
generating EAN-level predictions. The models operate at the EAN-level in order to
be able to capture individual EAN effects. To ultimately arrive at promotion-level
predictions, the various EAN-level predictions are aggregated and transformed into
an estimate of the promotional multiplier of promotion p, ˆPMp, as defined in Eq. 8.
Additionally, estimating Lavge,p rather than Le,p reduces the complexity of the model
by removing the issue of dealing with how the length of a promotion affects its total
sales.

2.5 Metrics for Model Evaluation

Several accuracymethods (ormetrics) exist to evaluate and compare differentmodels,
ofwhich three standard andwidely used oneswere chosen, namely, themean absolute
percentage error (MAPE), the mean percentage error (MPE), also called bias, and
the R-squared, R2, for both EAN- and promotion-level predictions. The latter metric,
also called the coefficient of determination, assesses the goodness of fit of a given
model. This assessment is performed by comparing the squared residuals of the
model’s predictions for a given dataset with the squared residuals of produced by a
model that predicts the average of said dataset [8]. In fact, a model that predicts the
average of a dataset would have a R2 value of 0, whereas a worse model than this
would have a negative R2 value and an “ideal” model would have a R2 value of 1 [6].
Additionally, to differentiate between errors on low-selling items and high-selling

5 https://fred.stlouisfed.org.

https://fred.stlouisfed.org
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items, weighted metrics are used, namely, WMAPE and WMPE. Equations for each
of these five metrics are shown below, where the prediction ŷn is compared to the
actual value yn , and ȳ corresponds to the average value to be predicted.

MAPE (%) = 100

N

∑

n

| ŷn − yn
yn

| (16)

MPE (%) = 100

N

∑

n

ŷn − yn
yn

(17)

R2 = 1 −
∑

n(yn − ŷn)2∑
n(yn − ȳ)2

(18)

WMAPE (%) = 100 ·
∑

n | ŷn−yn
yn

| · Wn
∑

n Wn
(19)

WMPE (%) = 100 ·
∑

n
ŷn−yn
yn

· Wn
∑

n Wn
(20)

Theweight used inWMAPE andWMPE,Wn , is theAverage daily sales of each EAN
when evaluating EAN-level predictions, whereas for promotion-level predictions it
is the total Average daily sales of the EANs involved in the promotion.

2.6 Models

Two types of model were created, namely, the α-type and the β-type models, one
for each retailer-category pair. Both types of model used the Gradient Boosting
Machine (GBM) learning method, with hyperparameter tuning of the maximum
depth of each individual tree and the number of trees. In preliminary tests, GBM
and some other machine learning algorithms were experimented with, where the
former was selected due to its overall best performance in this context. The latter
included linear regressions, random forests and deep learning models, among others,
all of which are widely used both in the academic literature and in practice, as well
as readily available. Similarly, a standard loss function, was used, as described in
Eq. 21, where the model’s estimate, y(�x), is compared to the target value t .

L(t, y(�x)) = C(y(�x) − t)2,C > 0 (21)

α-type models were generated via a modification of a feature selection algorithm
introduced by [12]. This algorithm automatically selects features while accounting
for the bias introduced by ranking the feature set on the training set. Hyperparameter
tuning was included in the same bias avoiding spirit, as detailed in Algorithm 1.
After analyzing the behavior of model α-type models while embedded in the PSPS
and its scenario evaluation results, their extreme lack of sensitivity became clear.
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That is, these models did not change their predictions according to user changes in
critical variables, such as discount percentage. The sensitivity of a model is a critical
aspect to assure the quality of the feedback given to the user during the planning and
simulation process.

To overcome this issue presented by α-type models, β-type models were devel-
oped. In this iterative process, there was a particular focus on the resulting scatter plot
of the predicted versus the actual values of the promotional multiplier for the several
data sets. Only the GBM algorithm and dataset splits were kept the same, with the
automatic feature selection algorithm having been put aside. For both α- and β-type
models, the training set spans from the start of 2015 until the end of 2018, with the
validation set encompassing the whole of 2019, and the testing set spanning 2020.
The β-type models’ hyperparameters came from expert advice, with its maximum
depth and number of trees fixed at 5 and 50, respectively. The features were selected
iteratively and based on expert knowledge, starting with a few nonnegotiable ones
(namely, the discount percentage and the month of the promotion at hand), as well
as the segment, promotional price, capacity and brand of the EAN in question. The
latter was only valid for the vegetable oil category since the manufacturer has more
than one prominent name brand for the market in question. From this base group of
features, the remaining were added and discussed, comparing their effect on train-
ing and validation metrics, and a few were ultimately selected. The feature Average
daily sales was removed from consideration, since it negatively affected the model’s
sensitivity, overshadowing other key features in importance upon its addition. Addi-
tionally, the external variables were discarded, given how minute the benefit the
models were able to extract from their usage was, as can be later seen in Tables 4 and
5. Moreover, adding these variables to the final model would make the model more
complex, as well as a more complex data flow, given that these variables would need
to be updated on a monthly basis.

When the SR runs the models, the resulting estimated promotional multipliers are
capped at a minimum of 0.5 and a maximum of 10, in order to avoid possible outlier
effects, as mentioned in Sect. 2.2.1.

3 Results

In this section, the different models’ results and metrics are analyzed and compared,
fromwhich relevant conclusions are drawn about the product categories and retailers.
The system deployment is discussed, as well as how the data available impacted the
work.
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Algorithm 1Model tuning algorithm.
1: Divide dataset into training (trs), validation (vls) and testing datasets
2: for i = 1 to n models do
3: trs′n ← bootstrap resample of trs
4: vls′n ← bootstrap resample of vls
5: Train temporary Random Forest model (RF) on trs′n , with ntrees=500, max_depth=3
6: FIn ← RF feature importance
7: for hc in hyperparameter combinations do
8: FL (feature list) ← FIn
9: while FL �= ∅ do
10: Fit a new GBM model on trs′n using FL and hc
11: Apply model to predict vls′n
12: Save model and its results for future reference
13: FL ← FL \{least important feature according to FIn}
14: Select model with best vls′ prediction performance, use its feature subset and hc to train a final

GBM on both trs and vls
15: Use final model to predict the testing set, where its performance is the real world performance

estimate

3.1 Feature Selection

The feature selection results for α-type models are shown in Table 4, where the mul-
tiple feature importances, expressed as percentages, are ranked. Unranked features
are features which were not selected for use for a given model. Here it is clear that
feature Average daily sales dominates every model, except for the olive oil model for
retailer A, where theWeight of the promotion on the category surpasses it. This is not
surprising since feature Average daily sales naturally serves as an adequate starting
point for estimating how much a given EAN will sell on a daily basis in the next
promotion. However, in practice it appears to have a limiting effect on the models’
output range, as shown in the scatter plots of Fig. 2. Many of the company promotion
features are overshadowed by others that encapsulate the promotional context more
meaningfully and are more easily comprehended by the models. It is apparent how
α-type models overall give no weight to key features, namely, the month and the
segment. The Discount, Promotional price and Promotional price per liter features
are dependent on one another, such that α-type models naturally split the importance
among them. The feature importances of α-type models also show us that not a sin-
gle competitor promotion feature was highlighted by the model in a significant way,
possibly pointing to a serious shortcoming in capturing competition effects.

Alongside the feature selection, an exhaustive grid search was performed for
each model fitted, on the two hyperparameters mentioned in Sect. 2.6, namely, for a
max_depth between 3 and 6, and for ntrees of 50, 60, 70, 80, 90 or 100. Ultimately,
all α-type models used a maximum depth of 3, with the number of trees ranging from
70 to 100.

The features selected for the β-type models are shown in Table 5, having been
selected according to the method detailed in section 2.6.
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Fig. 2 Promotion-level α-type model scatter plots for both categories and retailers, showing the
relationship between actual versus predicted values of promotional multiplier

3.2 Comparing Model Results

Comparing the metrics for both types of models, β-type models come out as superior
to their α-type alternatives, in all but a fewmetrics in some specific models, as shown
in Table 6. Overall, β-type models reveal better performance on the testing dataset,
possess stronger R2 values and, these both being correlated, less disperse scatter plots,
when compared to their counterpart, as shown in Fig. 3. The α-type models tend to
mostly predict values around 1. Thismeans that themodel predicts the overwhelming
majority of promotions to be close to average, which translates into poor feedback
for the planning process. β-type models are in practice more responsive and fit the
whole response range better. Although α-type models are generally not far behind
their counterparts when it comes to promotion-level metrics, their low performance
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Fig. 3 Promotion-level β-type model scatter plots for both categories and retailers, showing the
relationship between actual versus predicted values of promotional multiplier

is apparent at the EAN-level, as evidenced by their EAN-levelMAPEmetrics. This is
due to themodels’ inadequate grasp of low-selling products, indicated by comparison
with the more redeeming WMAPE metric, which places a heavier focus on high-
selling products.

3.3 Comparing Categories

Of both categories, the vegetable oil category should theoretically be easier to predict
given the weaker competition. This is suggested by the leading market share held by
the company, which translates into less relevant competition effects that are hard to
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Table 6 Metrics for the various α- and β-type models
Metrics Olive oil Vegetable oil

Retailer A Retailer B Retailer A Retailer B

α β α β α β α β

EAN-level MAPE 208.38 55.68 91.57 48.98 301.91 40.78 310.59 52.50

MPE 187.15 24.61 70.72 29.84 289.06 31.20 281.88 33.33

R2 0.6956 0.9000 0.6805 0.7880 0.9207 0.9511 0.7666 0.6818

WMAPE 34.69 21.45 53.99 37.52 15.28 11.16 44.72 42.68

WMPE 0.68 3.01 36.52 22.75 1.59 0.67 22.51 30.40

Promotion-level MAPE 43.80 16.92 62.78 29.22 12.77 10.37 54.84 34.49

MPE 6.87 −0.70 51.38 16.84 3.30 −0.45 31.12 21.04

R2 −0.7778 0.7015 −0.0862 0.7240 0.8290 0.8527 −0.4358 0.2282

WMAPE 26.34 16.09 38.65 25.68 10.88 9.04 41.34 35.46

WMPE −4.48 −0.78 25.30 14.95 0.16 −0.03 19.99 26.55

capture presently with the data available. This is a possible reason why theCannibal-
ization feature takes on significance in retailer A’s vegetable oil β-type model. In the
presence of weak competitor products, the fiercest competition is then to be found
in the company’s other products. For retailer B, this is not immediately apparent as
both model types struggled to capture Cannibalization’s significance, possibly due
to the sell-in noise, non-apparent differences between the retailers, or a combination
of factors.

The olive oil category, more heavily contested, is naturally more dependent on
the actions of the competition. However, no feature adequately encapsulated this
effect, as noticed experimentally, during the selection of features for β-type models,
in which no competitor effect related features added value in a significant way to any
model.

3.4 Comparing Retailers

Retailer B is harder to predict than retailer A, despite the former having a larger
dataset. This could be attributed to differences between the retailers, specifically
differences in the products offered for each category. Fig. 4 shows the Pareto6 dis-
tribution for the company’s products in terms of liters sold, demonstrating the wider
variety of products offered by retailer B in each category, one of the traits the retailer
is known for.

However, a stronger justification is the fact that retailer B’smodels are trained on a
sell-in approximation of the sell-out numbers, which introduces noise in the data that

6 Vilfredo Pareto, a famous Italian polymath, coined the Pareto principle after observing that 80%
of Italian land was owned by 20% of its population. The principle essentially states that a minority
of agents bring about a majority of consequences.
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Fig. 4 Pareto distributions of liters sold by the company, for both retailers and categories

Table 7 β-type model metrics for retailer A and retailer A*

Metrics Olive oil Vegetable oil

Retailer A Retailer A* Retailer A Retailer A*

EAN-level MAPE 55.68 72.40 40.78 106.50

MPE 24.61 4.17 31.20 24.28

R2 0.9000 0.4694 0.9511 −0.1010

WMAPE 21.45 51.59 11.16 77.61

WMPE 3.01 −23.94 0.67 −62.15

Promotion-level MAPE 16.92 39.68 10.37 54.63

MPE −0.70 −19.12 −0.45 −17.24

R2 0.7015 −0.2183 0.8527 0.1739

WMAPE 16.09 32.20 9.04 44.00

WMPE −0.78 −22.86 −0.03 −39.84

naturally degrades the models’ performance. To validate such a hypothesis, given
that sell-in data is naturally available to all retailers, the sell-in version of retailer A,
referred to as retailer A*, was used to train β-type models in order to analyze the
effects of the sell-in approximation. The metrics of the β-type retailer A* models
are shown in Table 7, supporting the hypothesis that a large portion of the difference
between retailer A and retailer B’s model performance is explained by the difference
between the quality of their sales data.
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3.5 System Deployment Results

The full decision support systemwasdeployed successfully and is actively usedby the
manufacturer’s commercial team. The β-type models are available to the company,
alongside the rest of the tools, for both retailer A and B, and for each category
combination. The commercial team has stated that the system has improved their
promotional plan registry process and streamlined their planning process.

3.6 Comments on Data-Related Impacts

The sales data available to the manufacturer pales in comparison to the wealth of
information the large retailer possesses,which involve scanner-level data, often going
household-level deep, in the case of retailers with extensive and successful loyalty
programs. Such data, besides allowing its holder to understand which products were
sold when and at what price point, enables also the tracking of consumer purchase
patterns. Furthermore, it helps remove some uncertainty over the promotional plan’s
execution and reach, since sales could be directly linked to a particular promotion,
especially for promotions of restricted geographic coverage. This data could be of
great value to themanufacturer, in order to generate better forecasts and better negoti-
ate future trade promotions, as well as possibly helping to predict stockpiling effects
and timing post-stocking demand.

4 Conclusions

This work aimed to evaluate trade promotions from the point of view of a consumer
packaged goods manufacturer, with limited and unpolished data. This enables the
manufacturer’s commercial team to avoid below-average promotions and empow-
ers them to better negotiate trade promotions with the retailers, especially given the
high frequency with which promotions are currently being held. To this effect, a
comprehensive and tailored decision support system was developed, to allow the
team to plan and simulate specific promotional plans, receiving an estimate of the
resulting sales, which then can be used as intelligence for negotiation with the retail-
ers. This work stresses the importance of having access to quality data, which most
consumer packaged goods companies do not have. By acting as middlemen to the
manufacturers, retailers are granted access to a wealth of data pertaining to the cus-
tomer base of the manufacturer, as well as their purchase patterns, which could be
of great use to the manufacturer. Of the retailers that deal with the manufacturer,
the one that provided sell-out data fueled the best models obtained, testifying to the
importance of such data’s availability. Both parties could come together and share
information to improve their competitiveness and strengthen their partnership. A
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tighter manufacturer-retailer relationship could mean more efficient management of
inventory and stronger margins for both.

The literature covering the forecasting of sales induced by trade promotions
from the manufacturer’s perspective is rather scarce when compared to the liter-
ature regarding the concerns of the retailer. This comes naturally as a consequence
of the retailers’ significant push for research and development. As retailers often face
fierce competition, they seek to leverage the big amount of data they possess into
competitive advantage, funding endeavors in the field of sales forecasting and inven-
tory management. In this context, this work contributes to the literature and helps
to ease the gap in it, by exploring the themes discussed from the manufacturer’s
point-of-view.

An interesting avenue not explored by this work lies in more effectively catego-
rizing and distinguishing products to improve EAN-level predictions and allow the
methodology to be extended, covering manufacturers wider and more diverse prod-
uct portfolios in a given category. This work explored predicting sales for a given
product-promotion pair, such that exploring different targets, at diverse granularities,
and their trade-offs could prove to be another interesting future research avenue.
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