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Abstract

In this article, we present a general methodology to combine the Discontinuous Petrov-
Galerkin (DPG) method in space and time in the context of methods of lines for transient
advection-reaction problems. We first introduce a semidiscretization in space with a DPG
method redefining the ideas of optimal testing and practicality of the method in this con-
text. Then, we apply the recently developed DPG-based time-marching scheme, which is of
exponential-type, to the resulting system of Ordinary Differential Equations (ODEs). We
also discuss how to efficiently compute the action of the exponential of the matrix coming
from the space semidiscretization without assembling the full matrix. Finally, we verify the
proposed method for 1D-+time advection-reaction problems showing optimal convergence
rates for smooth solutions and more stable results for linear conservation laws comparing
to the classical exponential integrators.
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1. Introduction

The Discontinuous Petrov-Galerkin (DPG) methodology was introduced twelve years
ago as a discretization method to solve steady-state convection problems [9] employing a
marching strategy, solving the problem in mesh layers from the inflow boundary to outflow.
The authors proved optimal convergence and approximation properties comparing to the
classical Discontinuous-Galerkin (DG) method. Since then, the DPG method has been
applied to a wide variety of problems [11, 14, 17, 26, 31, 38] and has been analyzed over the
years by several authors [4, 6, 7, 10]. Recently, Demkowicz and Roberts revisited the method
for advection-reaction problems in [18]. We can summarize the general idea behind DPG as
follows: it is a discretization method that computes optimal test functions in order to ensure
the discrete stability of the problem. One of the most interesting features is that it can be



reinterpreted as a minimum residual method leading to an error representation function,
which is the Riesz representation of the residual, the norm of which can be computed locally
and used to drive adaptivity [13, 16, 37].

Recently, we went back to the roots of the method and published a series of articles
[33-35] where we extrapolated the ideas of the original DPG work for convection problems
to transient Partial Differential Equations (PDEs). The main motivation was that in the
context of the method of lines, after semidiscretization in space of a PDE by a Galerkin
method, we obtain a system of Ordinary Differential Equations (ODEs) as follows

U'(t)+ AU(t) = F(t), Vt € [0,T], W
U(0) = Uo,

which is essentially a convection-reaction problem in 1D. Although there are previous works
on DPG method for transient problems — in the context of space-time [15, 19-21, 24] and
finite differences in time together with DPG in space [22, 23, 39] — our perspective was
the first one to regard the DPG method itself as a time-integration scheme. Our approach
has several appealing benefits, including the simplicity of implementation, unconditional
stability and an error representation for adaptivity. The main drawback compared to the
space-time approach is that we cannot perform local space-time refinements.

To develop our DPG-based time-marching scheme we first consider a broken ultraweak
variational formulation of system (1) introducing new unknowns at each time step (traces).
Then, we fix a discrete trial space and we compute the corresponding optimal test func-
tions analytically considering a localizable adjoint norm for the test space. The latter is
possible in this context because it is a 1D problem. We proved in [35] that the optimal
test functions are exponential-related functions of the matrix A that satisfy the adjoint
equation and, therefore, they completely decouple the trace variables from the interiors. In
the resulting time-marching scheme we obtain an equation to compute the traces in time
(which is equivalent to classical exponential integrators [28-30]) and an additional system
to compute the field variables. We proved that our method delivers the L?-projection of
the analytical solution in the element interiors in time.

The coupling of our DPG time-marching scheme with a Bubnov-Galerkin method was
straightforward for symmetric variational formulations in space. We then asked ourselves
the natural question of how to semidiscretize a non-symmetric and/or non-coercive varia-
tional problem with the DPG method in space to obtain a system like (1) and then apply
the time-stepping. The key to answering this question was to decouple the idea of optimal
testing in space from optimal testing in time. In this work, we answer this question for the
transient advection-reaction problem in 1D+time.

We present the semidiscretization in space in three steps that correspond to our original
thinking and how we overcome several limitations:

1. We first consider a conforming ultraweak variational formulation of the problem in
space. We select the natural Petrov-Galerkin discretization in this case that consists
of discontinuous piecewise polynomials of order p for trial and H'-conforming polyno-
mials of order p + 1 vanishing on the outflow boundary. The motivation behind this



setting is that we know from [9] that this choice of spaces corresponds to the optimal
testing in the DPG method for pure advection problems in 1D. However, this choice is
not generalizable to higher dimensions and it is no longer optimal for other operators.

2. Motivated by step 1, the second step is to introduce the idea of optimal testing
that symmetrizes the spatial operator together with a broken ultraweak variational
formulation which is critical to obtain a practical method. Therefore, we introduce
interface variables that are, like the fields variables, time-dependent. Finally, as in
the classical DPG method, we have two types of optimal test functions and statically
condensing the trace variables we obtain a system like (1). However, we obtain a
matrix A that is no longer sparse and it is therefore not practical to compute the
exponential-like functions with existing algorithms [2, 5, 32, 36].

3. Finally, we redefine the concept of the “practical DPG method” in this context. We
show in Section 3 that we need to consider optimal test functions that are orthogonal
to the mass matrix in order to obtain a matrix A that only involves the inversion of
matrices at the element level. Moreover, we express matrix A in terms of additive and
multiplicative terms that allows us to compute the action of exponential functions
over vectors at no extra cost and without assembling the matrix A itself.

The key ideas of this method of lines construction, which is much more involved than
the one for parabolic problems, are the following: (1) it is enough to consider optimal test
functions that symmetrize the operator in space, (2) in order to obtain a practical method
we need to break the test spaces and enforce orthogonality conditions with respect to the
L2-term (3) we can compute the action of the exponential of A without assembling the
matrix itself. We show in the numerical results that we obtain optimal convergence rates
both in space and time with this method in combination with the DPG time-marching
scheme. Moreover, the method presented in this article captures the evolution of transport
problems with non-smooth initial data. In conclusion, we present a general methodology of
combining a DPG semidiscretization in space together with exponential-related methods in
time. The method is practical in the computational sense and it can easily be generalized
to higher dimensions and to other problems.

The article is organized as follows: Section 2 presents the 1D+time model problem we
consider in this work. In Section 3 we introduce the semidiscretization in space by three
methods: a classical Petrov-Galerkin method, a DPG method and a practical DPG method.
We also introduce the test norms we employ to compute the optimal test functions in space.
Section 4 provides an overview of the time-marching scheme we developed in our previous
works [34, 35] and some comments about how to efficiently compute the exponential of the
matrix coming from the space semidiscretization employing existing software. Section 5
proves the consistency of our DPG time-marching approach with steady state solutions. In
Section 6 we present the numerical results for 1D+time advection-reaction problems with
different regularity in the data. Section 7 summarizes the conclusions and future research
lines. Finally, in Appendix A we state the problem of selecting the adjoint graph norm



for pure advection problems and in Appendix B we explain how to obtain the system to
compute time-dependent traces.

2. Model problem

Let I = (0,7) with "> 0 and Q = (0, 1); we consider the 1D+time advection-reaction
equation
ur(x,t) + bug(x,t) + cu(z, t) = f(z,t), inQx1I,
u(0,t) = g(t), inl, (2)
u(z,0) = up(z), in€Q.
);

(
where b and c are constants and f € L?(I; L*(Q)), g € L*(I), up € L?(£). We are interested
in solutions with space-time discontinuities, for example, a discontinuous initial condition
ug that propagates in time. In order to capture those discontinuities, we consider ultraweak
variational formulations both in space and time in the spirit of the Method of Lines [40],
i.e., we discretize in space first and then we discretize the resulting system of Ordinary
Differential Equations (ODEs) in time.

3. Semidiscretization in space

In this section, we focus on the semidiscretization in space of problem (2). We consider
a mesh €, of Q
O=xp <21 <...<Tp1<Tp=1, (3)

and we define Q; = (x;_1,2;), hi = x; — xi—1, Vi = 1,...,n and h = maxj<j<p h;. We
denote by I'j, the mesh skeleton and PP(€);,) the space of piecewise polynomials up to order
p defined in €. In the notation throughout the article we omit the dependence on the
space variable but we maintain the dependence upon time, i.e., we denote u(t) := u(z,t).

In order to maintain the logic and better understanding of our final discretization method
in space, we first introduce in Section 3.1 an ultraweak Petrov-Galerkin formulation in space
which is only valid for 1D problems. We then introduce in Section 3.2 our DPG formulation
in space which can be extended to arbitrary space dimensions and any operator but is not
practical for the computation of the exponential. Finally, in Section 3.3 we present our final
practical DPG formulation.

3.1. PG formulation
We consider test functions in H'(£2) vanishing on the outflow boundary

HL(Q) = {v e H'(Q) | v(1) = 0},

and by integration by parts, we introduce the following ultraweak variational formulation
in space ~ ~
Find u € CY(I; L*(Q)) s.t. Vt € 1

(us(t),v) + b(u(t),v) = f(t,v), Vo€ HL(Q), (4)
(u(0),w) = (up,w), Yw e L*Q).



where (-, -) denotes the L2(Q) inner product and

b(u(t),v) := (u(t), ~bvz +cv), f(t,v) = (F(t),0) + g(t)bv(0) (5)
A natural choice for discretizing (4) is

Find uj, € CY(L;Uy) s.t. Vt € T

(uh,t(t), ’Uh) + b(uh(t), ’Uh) = f~(t, ’Uh), Yv € Vy, (6)
(un(0), wn) = (uo,wn), Vwp € Un,

where
Un == PP(Q), Vi := PP () N HL(Q). (7)

Here, we have piecewise polynomials of order p for trial and globally continuous piecewise
polynomials of order p+ 1 vanishing at the outflow boundary for test functions. We express
the solution of (6) as a tensor product

uh(x7 t) = Z Uh,j (t)d)j (56)7
j=1

being s := n(p+1) = dim(Up,), ¢;(x) the basis functions in Uj,. Note that both spaces have
the same dimension and therefore, (6) reduces to the following square system of ODEs

{MU@+KU®ZEVLWEL (8)

MU (0) = Uy,

where U(t) is the vector containing the (time-dependent) degrees of freedom in space, F'(t)
and Uy are the vectors corresponding to the right-hand-side of (6), M and K are the
mass and the stiffness matrices between spaces U, and V, and My is the mass matrix
corresponding to the trial space. In this case, the matrix A in (1) which we obtain for
computing the exponential-related functions is

A=MK. (9)

We know from [9], that for the steady-state advection problem (u’ = f) the optimal
choice of spaces in the DPG setting is precisely (7) for the ultraweak variational formulation.
We will see in the numerical results in Section 6 that this choice of symmetrizing the operator
in space combined with the DPG time-marching scheme delivers superb solutions in the
case of the transport problem (¢ = 0) with discontinuous initial conditions. However, this
choice is only possible for one-dimensional problems as a similar selection in higher space
dimensions would lead to a rectangular system of ODEs in (8).



3.2. DPG formulation

In the DPG methodology [12], the step of breaking the test spaces is crucial to obtain a
practical method. On the other hand, the enrichment of the test space is essential to ensure
the stability of the method. In this section, we introduce these ideas and the concept of
optimal test functions in space for a broken ultraweak variational formulation of problem
(2). We write U := L?(Q) and V := H'(Qy), the H'-broken space on the mesh €.

First, we integrate by parts in space and we introduce the time-dependent interface
variables

a'(t) == u(x;,t), Vi=1,...,n,

then we obtain
Find v € CY(I;U) and @ = (@',...,a") € C(I) s.t. YVt € T

(us(t),v) + bp(u(t), v) + (a(t),v)r, = f(t,v), Vv eV, (10)
(u(0), w) = (uo, w), Yw e U,

with by (-, -) refering to (5) element-wise and
(@), v)r, =~ @ (bl
i=1

where the jumps terms are [v]; = v(z]) —v(z;), Vi=1,...,n— 1 and [v], = —v(z;).
Selecting in this case

Uy, == PP(), Vi = PPH2ar(Qy), (11)

with Ap > 1, we obtain from (10) the following system of ODEs

{ MU'(t) + KU(t) + Ra(t) = F(t), Vt € I, 12)

MOU(O) = f]()v

where R is the matrix corresponding to the interface contributions. Here, we are slightly
abusing notation as matrices M and K in (12) are different from the ones in (8).

The ODE system in (12) is non-square and in order to symmetrize it we need to introduce
the idea of optimal testing [11]. Given an inner product (-, )y on V, we introduce the optimal
test functions corresponding to v and @ for a fixed ¢ € I, respectively, as the solution of the
following variational problems

{ Given du € U find vg, € V s.t { Given éu € R" find vsz € V s.t (13)

(Vsy, Ov)y = by (du, 0v), Yov € V, (vsa, 6v)y = (6u, ov)r,, Vév € V.

Discretizing (13) employing (11), we obtain that the optimal test functions for any du; € Uy,
and du € R™ are
Vsu, = G Kéup, vsa = G~ RO, (14)



where G is the Gram matrix corresponding to the inner product defined on V.
Finally, multiplying system (12) by the two types of optimal test functions defined in
(13), we obtain the following square system of ODEs

KT'G'MU'(t) + KTG'KU(t) + KTG 'Ra(t) = KTG™'F(t), vt € I,
RTG*MU'(t) + RTG'KU(t) + RTG 'Ru(t) = RTG7'F(¢), (15)

MoU(0) = Up.

This last symmetrization step is equivalent to substituting in (10) the optimal test functions
obtained from (13) employing the discretization defined in (11).

Finally, we statically condense the interface variables in (15) to obtain the final system
of ODEs

{ KTSiMU'(t) + KTS1KU(t) = {(Tslﬁ(t), vtel, 16)
MoU(0) = Uy,
where
S =G '—G'R(RTG'R)'RTG! (17)
and the matrix A we obtain in (1) is
A= (KTSiM)"'KTS| K. (18)

Here, matrices K, M and G are block diagonal but R is not; it is a more general sparse
matrix. However, matrix A in (18) involves computing the inverse of a large fully populated
matrix which is not practical. Therefore, we need to redefine the concept of “practical DPG
method” in this setting in the next section.

3.8. Practical DPG formulation

In order to overcome the problem with the inversion, we maintain the optimal test
function vy, for the fields in (13) and we introduce new optimal test functions for the
interface variables that are orthogonal to the mass matrix M:

Given du € R" find vsz € V and u € U s.t
(vsa, 0v)y — by (u, dv) = (éu, év)r,, Vév € V. (19)
(0u, vsz) = 0, Vou e U.
Here, we are augmenting space of optimal test functions corresponding to fields with par-
ticular test functions that are orthogonal to the mass matrix. Comparing to (13), we are

essentially changing the basis but not the optimal test space. Discretizing (19) with (11)
we obtain that vsg = SQT Rdu where

Sy =G ' -G 'MKTG M) KTG, (20)



which leads to the following system of ODEs
KTG*MU'(t) + KTG'KU(t) + KTG'Ru(t) = KTG1F(t), Vt e I,
RTS,KU(t) + R"SyRu(t) = RT S F (), (21)
MoU(0) = Uy,
and again, statically condensing the interface variables
u(t) = (RTSoR) Y (RT Sy, F(t) — RTSo KU (1)), (22)

we obtain the final system of ODEs

{ KTG MU' (t) + KTS3KU(t) = KTS3F(t), Vt € I, (23)
MoU(0) = U,
where
Sy =G — G 'R(RTS,R) 'R Ss, (24)
and the matrix we obtain in (1) is
A= (KTG'M)'KTS;K. (25)

Here, the inversion of matrix K7 G~ M can be computed locally. We will discuss in Section
4.2 how we can compute the exponential of (25) efficiently without assembling the full
matrix A.

Remark 1. Note that if we restrict methods (18) and (25) to the conforming case, i.e,
selecting for Vi, polynomials in H}r(Q) with Ap = 1 then R = 0, M and K are square
matrices and we recover matriz (9).

3.4. Selection of the inner product

In the definition of the optimal test functions (13) and (19), we need to select an inner
product in V. We focus on two norms: the adjoint graph norm that is usually employed in
DPG for the ultraweak variational setting

n
ol =D Mloll, + 1l = bue + cvl (26)
i=1

and also the following localizable adjoint norm motivated by [35]

n
ol =D I = bos + cvlld, + blo(;)I%, (27)
i=1
where || - ||o, denotes the L?-norm over each element §2;. In higher space dimensions, (27)

corresponds to adding the outflow contribution as in [9].
In the case of pure advection (¢ = 0), we select norm (27) because the adjoint graph
norm (26) leads a singular K7G~'M matrix in (25) (see Appendix A).



4. Semidiscretization in time

We now define a mesh I of T
O=to<thi<...<tpm1<tym=1,

where I}, = (tg—1,t;) and 7, =t —tg—1, Yk =1,...,m and 7 = maxj<g<m, 7. We denote
by I'; the mesh skeleton in time. In this section, we include a brief summary of the DPG
time-marching scheme introduced in [35]. We then discuss the efficiency of computing the
p-function of matrix A in (25).

4.1. DPG time-marching scheme
We focus on system (1) being

A= (KTG'M)'KTS3K, F(t) = (KTG'M)'KTS3F(t), Uy = My'Uy,  (28)

from the DPG semidiscretization introduced Section 3.3. We denote by U := L?(I,R®) and
V := H(I,;,R?) and we consider the following broken ultraweak variational formulation in
time

Find U € Uand U = (U',...,U™) € R®™ sit.

A (29)
B.(U,V) + (0, V). = /1 (F(t), V)dt + UpV(0), YV €V,

where

BT(U’ V) + <U, V>Fr = i/ (U7 V' + ATV)dt - (Ukv [V]k)
k=17 1k

Here, (-, ) denotes the usual dot product in R® and [V]y = V(t]) =V (t;), Vk=1,...,m—1
and [V, = =V (t,,)-
Similar to (13), we define the optimal test functions in time as

Given 6U € U find Vs € V s.t Given 6U € R**™ find Vjp; € V s.t (30)
(Vsur, 0V )v = B (6U,6V), YoV €V, Vs, 6V )y = (U, 6V)r,, YoV €V,
where the inner product is
IVIE =l =V + ATVIE + V)P, (31)
k=1
where || - ||, denotes the L?-norm over each time interval ;. In this case, as (30) is

essentially a 1D problem, we compute the optimal test functions analytically. Therefore,
approximating the field variables with piecewise polynomials of order ¢, i.e.,

l
t t’“)  Vk=1,....m, (32)
k

T

q
Ut),, =~ UL®) =) U, (
=0

9



we obtain the following optimal test functions defined recursively at each time interval
Vk=1,...,m as

Vk(AT,t> — eAT(t—tk)7

T
VAT = (a0 (R s Lu (T - VT ) v =0

Tk
(33)
where I, denotes the identity matrix of order s, V* are the optimal test functions corre-
sponding to the trace variables U* and V;k are the optimal test functions corresponding to
the fields. We know from [35] that functions (33) satisfy the adjoint equation and that they
decouple the trace variables from the fields obtaining the final time-stepping scheme

OF = V(A to )0 + / V(A D F(b)dt,
Iy,

q l+r
t—tL_ A
> Uj_il/ (#> dt = VF(A t_ ) U1+ [ VEAOF@)dt, Yr=0,...,q,
=0 I, Tk I,

(34)
where U9 = Uy.

Figure 1 illustrates a single space-time element employing quadratic polynomials for
space discretization and piecewise linear functions for the time-marching scheme. Here, we
have space-time field variables, traces in time that depend upon space and traces in space
that depend upon time.

X

Figure 1: Space-time element with quadratic polynomials in space and linear polynomials in time. We
denote here by u(z,t) the field variables, @ (z) the trace variables in time that depend upon space and (t)
the interface variables in space that depend upon time.

Remark 2. In practice, we do not explicitly compute the traces in space (22). Their
influence is implicit in the matriz A. In order to obtain an explicit system of equations

10



to compute u, we can consider a broken variational formulation in time directly in system
(21). In this case, additionally to (33), we have optimal test functions corresponding to @
(see Appendiz B).

Remark 3. The DPG method presented in this article strongly relies on the Method of
Lines construction on discretizing the space and time variables in two steps. Contrary to
classical space-time DPG method, the DPG discretization in space we present here does
not symmetrize the whole space-time bilinear form but only the part coming from the spatial
operator. Moreover, the optimal test functions in space are approximated employing enriched
test spaces while the optimal test functions in time are analytical. Therefore, we currently
do not observe a straightforward connection between the two methods.

4.2. Computing the exponential

Time-marching scheme (34) involves computing exponential-related functions of matrix
A in (25). In [35], we proved that the optimal test functions in (33) can be expressed in
terms of the so-called p-functions usually employed in exponential time integrators

QDO(Z) = e,

1 eq—l (35)
= (1-6) e, Vg > 1
z (& 3 = 1

which satisfy the following recurrence formula

e =1 (o) - 7). (36)

z q

For example, the lowest order (r = 0) case in (34) reads

UF = U1 4 101 (=1 A) (F(tg_q) — AU,
UFo = o1(—mA) U + 1o (— 1 A) F (te—1).

Here, we obtain the classical Exponential Euler method for the trace variables.

Remark 4. We select monomials in the time discretization (32) for the field variables
because the relation between the corresponding optimal test functions and the -functions is
simpler from the definition in (35). Howewver, other basis functions in time can be considered.

There exists a wide variety of software to approximate the action of p-functions over
vectors [5, 32, 36]. We employ the routine introduced by Al-Mohy et. al. in [2] which is
a well stablished reference algorithm in the area that computes the action of the matrix
exponential over vectors up to machine precision. This algorithm is based in the following
result

11



Theorem 1. Let A € R***, W = [wy,...,wy| € R®*9, and

A= [‘g Ifﬂ ER(SH)X(HQ)7 J= [8 Iqol} € R4
it holds that ;
eAbj(l 18) = ngl(A)wj,lH, Vi=1,...,q, (38)
=1
bj being the j-vector in the canonical basis in R®.
Proof. See [2] Theorem 2.1. O

In (38), notation (1 : s) denotes the first s entries of vector eb;. Therefore, the
computation of linear combinations of actions of ¢-functions over vectors as in (37), is
simplified to the action of a single exponential of a slightly larger matrix A.

The strategy in [2] to compute the action of the exponential is based on the squaring

and scaling algorithm
- 1 -~ o
eb; ~ (Tm <A>> b; (39)
o

being T), a truncated Taylor series. The values of m and o can be selected based on the
l-norm of matrix A. However, large values of the norm can lead to overscaling and a
loss of accuracy in floating point arithmetic. To overcome this problem, Al-Mohy et. al.
introduced an algorithm based on the backward error analysis to compute m and o based
on the sequence of norms H[IkHi/ F (see [1] for details). Finally, it exists an algorithm by
Higham et al. [27] to estimate the 1-norm of an arbitrary matrix that employs matrix-vector
products. This algorithm can be employed to obtain the norms || A¥| H/ ¥ without computing
the matrices A* explicitly.

In the method presented in Section 3.3, matrix A (25), involves matrices (20) and (24).
In (11), we denote by s := dim(U},) and r := dim(V},), where r > s and we have that

M,KeR™, GeR™, ReR™",

n being the number of interface variables in space. In (20), matrix So € R"™*" is given by
a product of block diagonal matrices so it can be computed element-wise. Then, we can
rewrite the final matrix of the system as

A= (KT *M)'KTG'K —(KTG*M)'KTG 'R (RTS,R) ' RT S, K, (40)
~~ S——
Al AQ A3 A4
where

e A; € R%%% is block diagonal.

e Ay € R¥*™ and A4 € R™** are sparse and thin.

12



e A3 € R™" is dense.

For the implementation, we modified the original codes by Al-Mohy and Higham to
compute both the action of the exponential (39) and the sequence of norms HflkHi/ " nec-
essary to select m and o, without assembling the whole matrix A. We employ directly
the blocks {Ai}le, W and J in the matrix-vector products involved in both algorithms.
This modified algorithm delivers the same o and m as directly using the full matrix A. In
conclusion, we produced the numerical results in Section 6 without assembling the matrix
A at no extra cost in term of scaling and the number of terms in the Taylor expansion. The

implementation is general for higher space dimensions in space.

Remark 5. The dimension of matriz As is much smaller comparing to the size of the
full system (n < s), specially for high-order elements. Computing As is equivalent to the
DPG method for steady-state problems where a global system of equations is solved for the
interface unknowns. Therefore, the cost of the space discretization is comparable to the cost
of solving a steady-state problem, a feature that is common in implicit methods.

5. Consistency with steady-state solutions

In this section, we study the consistency of our time-marching scheme with steady-state
solutions. In other words, if we consider an ultraweak DPG approximation of the steady-
state advection-reaction equation, we shall recover the same solution if we solve system (1)
with the steady-state data (time-independent source and initial condition).

We first consider the steady-state problem

b/ (z) + cu(z) = f(z), inQ, (41)
u(0) = g.
The ultraweak DPG solution {Up, up} of (41) reads
KT'G'K KTG-'R] [U,] [KTG'F, (42)
R'G'K RT'G™'R] |an| ~ |RTG7'F,|’

and, therefore, U, = (KTS1K)"'KTS|F, with S; defined in (17). Now, we solve the
following system of ODEs with the DPG time-marching scheme (34)

{ U'(t) + AU(t) = Fy, Vt € I, (43)

U(0) = Uy,
where A = (KT S, M)"' K7 S; K and S; are defined as in Section 3.2 and F}, := (KTSlM)_lKTSlﬁh.

Note that ~
Fn, = (K'S$iM) KT8 Fj, = (KTS M) ' K18, KU}, = AU,

13



We focus on (34) for a single time (m =T = 1) step to verify that we recover the DPG
solution Uy. Here, Fj, is time-independent, so for the first equation of (34) we obtain

1 1
U1 — V(A7O)Uh +/ ’lA)(A,t)thh = e_AUh +/ GA(t_l)thh
0 0

— e AU+ AN — e F, = e AU, + A7V — e AU, = Uy,

therefore, we have U! = U,. Similarly, for the field variables
q 1 1
1 1 1
;;l%T%llaJ Vi ( ’O)Uh+_j€ Vi (4,1) hy V1 =0, 4,

and we know from [35] the following relations
"7 i 1 "l i
ViA4,00=) ﬁ(—l) Yor—jr1(=4), /0 VAt = ﬁ(—l) Yor—jra(—A).
j=0"" j=0""

Therefore, from Fj, = AUj, we have that

q s
1 1 7! -y
ZZ:; mUT,l = jz::() ﬁ<_1) (Pr—jr1(=A) + pr_jra(=A)A) Uy, ¥r =0,...,q,

and from recurrence relation (36)

q
1 1 7! i 1
- g 7_17“]7 V: P .
ZIOHTHU” 2 AV e U =0

We observe that

T

jgo ;i(—l)r—j G _jl+ ol = - i : ;O <7“ ;i— 1) (—1)7 7 = - j_ . ((1)7‘ +§ <7“—;— 1) 1y
(£ 10 ()
(B R
= i (DT L () = r—lkl

and finally,

1 1 1
Ul = U, Vr=0,....,q,
Zl+r+1 Ea R 1
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which implies that UTl’0 = Uy and UT1 ; = 0,Vl =1,...,q. In conclusion, extending this
reasoning to an arbitrary number of time steps we have that

T

UF=Uky=Uy, Uky=0, Vi=1,...,q, Vk=1,....m,

i.e., we recover the DPG solution from the steady-state problem for both trace and field
variables in time.

Remark 6. In order to recover the steady-state DPG solution from the practical method
defined in Section 3.3, we would need to consider a DPG method to discretize (41) with the
particular optimal test functions defined in (19).

6. Numerical results

In this section, we show the performance of the semidiscretizations presented in Section
3 together with the DPG time-marching scheme from Section 4.1. We first mention some
observations from computations:

e The practical DPG method presented in Section 3.3 delivers the same solution as the
classical DPG discretization from Section 3.2 for any problem.

e For convection-reaction problems we do not observe any difference between employ-
ing the localizable norm (27) or the adjoint graph norm (26). For pure convection
problems, we consider norm (27) to ensure that we obtain non-singular matrices.

e In pure convection problems, the three discretizations in Section 3 deliver the same
solution. This is consistent with the fact that the space in 3.1 corresponds to the
optimal test space of the DPG method for this particular case.

e We show in Section 6.3 that for convection-reaction problems with a large reaction
coefficient, the DPG method delivers an optimal solution whereas with the PG method
we lose the optimal convergence rates for the lowest-order polynomial degrees.

Therefore, in all examples but 6.3 in this section we employ the practical DPG method from
Section 3.3 with the localizable norm (27) and Ap = 1.

We denote by u,p(x,t) the final approximation for the space-time field variables which
are the coefficients obtained from the second equation of (34) multiplied by the tensor
products of shape functions in space and time. We measure the error of the field variables
in the L2(I; L?(Q2)) norm, i.e.,

S VALCYE ufh<m,t>|§2(mdt)1/2. (4)

Similarly, we denote by dy(x) = (4 (z),...,4"(z)) the approximation for the traces we
obtain from the coefficients of the first equation of (34) times the shape functions in space.
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We will consider the following two norms for the error in the trace variables

m 1/2
&= (kzl |u(z, ty) — a',g(xm;(m) , (45)

&y := max ||u(x,ty) — aF(z) (46)

1§k§m ||L2(Q)

In general, for the convergence in space, we fix a fine high-order grid in time and we

measure error (44) while we refine the mesh in space for different polynomial orders, and

vice versa for the convergence in time. We selected several problems for which we know the
analytical solution.

6.1. Smooth solution

Here, we compute the convergence rates in both space and time for smooth data. We
consider T'=1, b =1, ¢ = 0 and the data according to the following manufactured solution

u(z,t) = cos(mt) sin(mx). (47)

Figures 2 and 3 show the approximation of field and trace variables, respectively, for
different polynomial orders in both space and time. We selected 2P elements in space and
2479 time steps.

Figure 4 displays the convergence in both space and time for the field variables. We
observe optimal L2-convergence rates in both cases: O(79™!) and O(hP*T1).

Figure 5 shows the convergence in space and time for the trace variables in both norms
(45) and (46). Here, the equation to compute the traces in (34) is equivalent to classical ex-
ponential integrators employing exponential quadrature rules. We know from the literature
that these methods are optimal in the maximum norm (46) for sufficiently smooth data.
Therefore, in the time convergence we observe optimal convergence rates in the maximum
norm & (O(7911)) and suboptimal in the discrete L2norm & (O(7911/2)). Note that for
q = 2 we have superconvergence in this particular example. On the other hand, we obtain
optimal rates O(hPT!) in space for both norms.
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Figure 2: Approximation of fields for (47) with p = 0,1,2 (rows) and ¢ = 0,1,2 (columns) for different
element sizes.
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Figure 3: Approximation of traces for (47) with p = 0,1,2 (rows) and ¢ = 0,1,2 (columns) for different
element sizes.
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Figure 4: Convergence of field variables in time with ¢ = 0,1, 2,3 (left) and space with p = 0,1,2,3 (right)
for the smooth manufactured solution (47).
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Figure 5: Convergence of trace variables in time with ¢ = 0,1,2,3 (left) and space with p = 0,1,2, 3 (right)
for the smooth manufactured solution (47). Solid lines refer to error 51 and dashed lines to error 52

6.2. Smooth solution with time dependent inflow data

We now consider " = 3/4, b = 1, ¢ = 1 and the data according to the following

manufactured solution
(i, t) = sin(.ﬂ(x —1))? ’
1 —tsin(r(z —t))?

where the inflow condition is time dependent.

Figure 6 shows the fields and traces with p = ¢ = 2 and 2* elements in space and 2%
time steps. In Figure 7 we show the converge of the fields in time and space. We observe
optimal convergence rates of O(7971) and O(hPT1), respectively. Finally, Figure 8 displays
the convergence in the trace variables. As in the previous example, we obtain optimal
convergence rates O(hP*1) in space for both norms and in time, we observe O(r7t1) for
norm & and O(7911/2) for norm &;.

(48)

19



15

1

05

0

Figure 6: Approximation of fields and traces for solution (48) with p = ¢ = 2.

Convergence of fields (time) Convergence of fields (space)
10° ] L] 10° et —— =
107 1 w7 :
1072 | § 1072 f f
E0E | Fk
1077 [Ce—g =0 : 1075 [—e—p=0 ;
1070 | —=—q= = 10-6 |—=—P=1 2
1077 |79 *; -7 ——p=2 E
s *me=3 i a5 10 —+—r=3 S=S=am! =

0 10* 10° 10* 10°
DoF DoF

Figure 7: Convergence of field variables in time with ¢ = 0,1,2,3 (left) and space with p = 0, 1,2, 3 (right)
solution (48).
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6.3. Smooth solution with large reaction term

We now consider the same example as in Section 6.1 but with 7'=1, b = 1, ¢ = 10?
and the data according to the same manufactured solution

u(z,t) = cos(mt) sin(mx). (49)

Figure 9 displays the approximation of traces at ¢t = 0.25 employing in space the PG
method and the DPG method with Ap = 2 for different polynomial orders and 2477 ele-
ments. We see that for p = 2 the difference is minimal, but for p = 0 and p = 1 we observe
that DPG method delivers the L2-projection of the analytical solution (as expected) whereas
the PG method does not. This phenomenon is reflected in the convergence plots in Figures
10 and 11 where we observe optimal convergence rates for the DPG method as in the pre-
vious examples. However, for the PG method we lose one order for p = 1 in both fields and
traces.
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Figure 9: Approximation at ¢t = 0.25 of solution (49) with large reaction coefficient employing PG method
in space (top row) and DPG method (bottom row) for p =0, 1, 2.
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Figure 10: Convergence of field variables in space employing PG method (left) and the DPG method (right)
with p =0, 1,2 for solution (49) with large reaction coefficient.
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6.4. Continuous non-smooth solution

We consider now problem (2) with T =1,b=1,c=0, f =0 and a “hat” function as
an initial condition

~0.25
370725, x € (0.25,0.5],
_Jom-
uo(z) = 072536, z € (0.5,0.75), (50)
0, elsewhere.

We know that in this case the analytical solution is u(z,t) = ug(x — t).

Figure 12 shows approximation of fields and traces for p = ¢ = 1 and we can conclude
that the time marching scheme captures the corners of the solution without oscillations.
For the field variables we observe in Figure 13 a convergence of order 1 for p = 0 in both
space and time whereas for p = 1 we obtain a rate of 14 1/2 in time and 1 + 1/5 in space.
Finally, in Figure 14 we have the same convergence rates in space as for the field variables.

Note that in this example, as f = 0, we have that the classical exponential integrator
(first equation in (34)) delivers simply the exact solution at each time step, i.e., there is no
time approximation. Therefore, the error in time for the trace variables in this example is
simply zero. The same applies in the next example.
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Figure 12: Approximation of fields and traces for (50) with p = ¢ = 1.
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6.5. Discontinuous solution

We consider the same setting as in Section 6.4 but with a discontinuous initial condition

{ xz, z < 0.5,

51
—IL‘2, x > 0.5. (51)

uo(x) =

In this example, in Figures 15 and 16 we observe for fields a convergence rate of 0.5 for
g =0,1,2 in time and rates of 0.3,0.35,0.38 for p = 0, 1, 2 in space, respectively.

Figure 17 displays the traces and fields for 27 elements in space and 2% time steps with
g = 0 and p = 2. Finally, in Figure 18 we display different snapshots of traces and fields for
g =0 and p = 2. In the first two rows we show the solutions of traces at t = 0.25 and fields
at t = 0.25 + 7/2, respectively, for a fine grid in time and different meshes in space. In the
last row, we show the solution of fields at ¢ = 0.25 + 7/2 for a fixed fine mesh in space and
different time step sizes.

We know from the literature [25] that the discontinuity in the initial condition produces
oscillations in the approximation. We also know from the DPG theory that the solution
in the trace variables might be oscillatory due to the convergence in a weak norm. Here,
the solutions for traces correspond to the classical exponential Euler method. We conclude
that the solution in the element interior, i.e., the DPG solution in time, is less oscillatory
that the classical exponential Euler method and it captures the space-time discontinuity.
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Figure 15: Convergence of fields time (left) with ¢ = 0, 1,2 and space (right) with p = 0,1, 2 for (50).

25



Convergence of traces (space)

FT—TTTT17 T T T T TTT]
w3 10° ¢ 1
el = il
g = 4
© L il
Y I SN i
%) .
= LASES
S 107! | =5, -
= LE Sipt A i
= ——p= -k N ]
g, . B
—— D = “i!-~~‘ i
—-—p=2 LB
| Lol NN
10° 10* 10°
DoF
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Figure 17: Approximation of fields and traces for solution (51) with ¢ =0 and p = 2.
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Figure 18: Snapshots the solution (51) with ¢ = 0 and p = 2. First row: trace variables for a fine grid in
time and different mesh sizes space. Second row: field variables for a fine grid in time and different mesh
sizes in space. Third row: Field variables for a fine mesh in space and different time step sizes.

7. Conclusions and future work

In this work, we present a methodology to combine a semidiscretization in space by
the DPG method together with the DPG-based time marching scheme. We proceed in two
steps in the spirit of the method of lines. We first consider a broken ultraweak variational
formulation in space and we introduce interface variables in space that are time-dependent.
We then define two types of optimal test functions, corresponding to fields and traces, re-
spectively, that symmetrize the operator in space. We additionally require the optimal test
functions corresponding to traces to be orthogonal to the mass matrix in order to obtain a
practical method in the context of exponential integrators. After statically condensing the
traces in space we obtain a system of ODEs. Finally, considering an ultraweak variational
formulation in time and introducing traces in time that are space-dependent, we define the
DPG-based time marching scheme. Here, the optimal test functions in space are approxi-
mate while the optimal test functions in time are analytical. We study the performance of
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our method for several 1D+time advection-reaction problems. We conclude from the dif-
ferent constructions in Section 3 that the discretization in space is not unique as it is then
corrected by the discretization in time. Therefore, we focus in a practical discretization in
space that is consistent with steady-state solutions.

Possible future research lines include the extension of the proposed method to higher
dimensions in space and other transient (semi-)linear problems together with the use of an
error representation function to perform adaptive refinements in space. In particular, we are
interested in the extension of this work to the Vlasov equation, which can require up to six
phase-space dimensions. For a p-order method, the cost of sum-factorized matrix assembly
is O(p?™*1); so-called matrix-free approaches can compute the action of the matrix on a
vector at a cost of O(p?*1) (see [3, Table 1]). Recently, Deka and Einkemmer have developed
a matrix-free exponential integrator for resistive MHD [8]. Given the potential cost savings
in high dimensions, we would like to develop a matrix-free exponential integrator analogous
to the one in the present work.

Appendix A. Computing matrix KTG~!'M for pure advection problem

In this section, we show that matrix K7 G~'M is singular for the pure advection case
(b =1, ¢ = 0) when we select the adjoint graph norm. It is sufficient to show this for the
master element (0,1) and lowest order Legendre polynomials: order 0 for trial and order 1
for test. We then have

Uy, = span{l}, Vj =span{l,2z — 1}.

If we select the adjoint graph norm (26), we obtain

w-[2) [ o= 4]

and therefore, KTG~'M = 0. Alternatively, if we select the localizable adjoint norm defined
in (27), the Gram matrix becomes
1 1
o= s

and in this case KTG™'M = % This results generalizes to any polynomial order p so in
practice, for the transport equation we select norm (27).

Appendix B. Optimal testing for time-dependent traces

We now compute the optimal test functions corresponding to time-dependent traces
u(t). For simplicity, we consider a single ODE (s = 1) and a master element in time
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(m =T =1). The generalization to a general number or elements and to systems of ODEs
is straightforward. In (21), we have an ODE coupled with an algebraic equation

o' (t) + Mu(t) + pa(t) = fi(t), vVt € [0, 1],
au(t) + pu(t) = fa(t), (B.1)

We multiply each equation by a test function {vi,ve} and we integrate by parts the first
one. Adding both equations we obtain

1 1 1
/ u(—v]+ vy +ow2)dt+fwl(1)+/ a(pvr+ Pug)dt = uovl(0)+/ (frvi+ fave)dt, (B.2)
0 0 0

where 4 denotes the value of v at ¢ = 1 and is treated as another unknown. We know from
[35] that the analytical optimal test functions from the DPG method satisfy the adjoint
equation, i.e.,

—v1(t) + vy (t) + ava(t) = u(t), Vt € [0,1],
s (1) + Bua(®) = a(t), (B3)
Ul(l) = 1.

Solving for vg in the second equation of (B.3), v2(t) = S~ (u(t) — pvi(t)), and substituting
in the first equation, we obtain

(B.4)

Il
>

Ul(l)

)

{ —0 (£) + yoL(t) = u(t) — af " a(t), Vt € [0,1],

where v = A —af~! . Therefore, for each trial function (i, u, @), we have the corresponding
optimal test functions

1
v =t Dg 4 et e (u(s) — aB Ya(s))ds
() 0 [ e uls) - apal)ds,
va(1) = B7Hu(t) — por(t)).

Now, we compute the optimal test functions corresponding to piecewise polynomials in time
for the trial space where we select the following basis

(B.5)

{(17070)’(07157“’0)’(070’1;77)7 TZOv“‘)Qv f:(),...,(j},

so we approximate the trial functions as
q

q
u(t) =~ Zuiti, u(t) = Zﬁjtj.

i=0 §=0
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e The optimal test functions corresponding to (1,0,0) are
01(t) = €N, ba(t) = =B i (1),
and substituting into (B.2), we obtain

1
0

i =unn0)+ [ (0 - 67 uha®)a (0,

which is equivalent to the first equation in (34).

e Integrating by parts (B.5) we obtain that the optimal test functions for (0,¢",0) are
given by the following recurrence formula

1
vi(t) = e”t/ e Vs ds = 4Tt 4 ol THE) — 01(1)), vh(t) = — B vl (t),
t

and the system to compute the field variables is
q 1 1
> ui / 7 dt = ugv (0) + / (F1(t) = B ufa(D)0f (B)dt, Vr=0,....q.
=0 70 0

which is equivalent to the second equation in (34).

e The optimal test functions for (0,¢",0) are
— 1 — — —
vi(t) = —e'yt/ e Paf s ds = —yHafTHT 4+ o) — 1 () aBTh),
¢
0y(t) = B7HT — Bl (8),
and we get the following system of equations

1
0

q 1 o - 1 B _
Zuj/o tJJrrdt:uon(O)Jr/O 5175Tf2(75)dt+/ (fr(t) = B o ()] (t)dt,
VF=0,....q

In conclusion, by considering directly an ultraweak variational formulation in (21) we
recover the time-marching scheme (34) and an additional system to compute the time-
dependent interface variables u(t). Here, as the analytical optimal test functions satisfy the
adjoint equation, they decouple the fields from the traces in the time-marching scheme. We
introduce u as a mathematical tool to consider broken test spaces the space variable but in
practice, we only compute the field variables u and the traces in time .
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