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#### Abstract

We give a proof of commutator estimates for fractional powers of the sublaplacian on the Heisenberg group. Our approach is based on pointwise and $L^{p}$ estimates involving square fractional integrals and Littlewood-Paley square functions.


## 1. Introduction

In [32], Kato and Ponce proved the well known commutator estimate

$$
\left\|J^{s}(f g)-f J^{s} g\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \lesssim\left\|J^{s} f\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}\|g\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}+\|\partial f\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}\left\|J^{s-1} g\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}
$$

for $1<p<\infty$, and $s>0$, where $J^{s}:=(1-\Delta)^{s / 2}, \partial=\left(\partial_{1}, \cdots, \partial_{n}\right)$ and $f, g \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. Closely related to this, we have the following estimate by Kenig, Ponce, and Vega in [33]

$$
\left\|(-\Delta)^{s / 2}(f g)-f(-\Delta)^{s / 2} g-g(-\Delta)^{s / 2} f\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \lesssim\left\|(-\Delta)^{s_{1} / 2} f\right\|_{L^{p_{1}}\left(\mathbb{R}^{n}\right)}\left\|(-\Delta)^{s_{2} / 2} g\right\|_{L^{p_{2}}\left(\mathbb{R}^{n}\right)}
$$

where $s=s_{1}+s_{2}, 0<s, s_{1}, s_{2}<1, \frac{1}{p}=\frac{1}{p_{1}}+\frac{1}{p_{2}}$ and $1<p, p_{1}, p_{2}<\infty$. The above estimates naturally arise in several different contexts. In particular, they turn out to be fundamental to close fixed point arguments in Sobolev spaces for some nonlinear dispersive PDE's. This motivates the investigation about the validity of commutator estimates in different geometries than the Euclidean setting.

In the recent paper [37] Maalaoui, Pinamonti, and Speight showed several $L^{p}$ estimates for commutators, in particular Kato-Ponce type estimates involving fractional powers of the sublaplacian on Carnot groups (see [37, Theorem 6.5]). We also point out [36, Corollary 1], where Maalaoui provided a Chanillo-type pointwise estimate for 3-commutators involving fractional powers of the sublaplacian on Carnot groups. The methods in [37] rely on the use of the harmonic extension (2), integration by parts, and classical square functions, and follow the ideas by Lenzmann and Schikorra [35] in the Euclidean setting.

In the present manuscript, we prove Kato-Ponce type $L^{p}$ estimates involving conformally invariant fractional powers of the sublaplacian on the Heisenberg group. Our approach, which is inspired by the proof by D'Ancona in [18] for the Euclidean case, is based on the study of nontangential square functions as crucial tools for the proof. In addition, our strategy makes use of both nonconformal and conformal harmonic extensions associated to the sublaplacian. The main feature, compared to [37, Theorem 6.5], is that the method allows us to provide weighted versions of the result.

Before stating our main results, we need to introduce the geometric and functional setting. A remarkable way to characterize nonlocal operators such as $(-\Delta)^{s / 2}$ is via a weighted Dirichlet-toNeumann map of an extension problem. This approach has been present in the literature since the 1950's, with the paper by Huber [31. Closely related and containing the same circle of ideas, we find the work by Muckenhoupt and Stein [39]. We also mention the extension procedure introduced

[^0]by Molchanov and Ostrovskii in [38] within a context of probability, see also the related work by Spitzer [48] and the more recent by Kolsrud [34]. In particular, the landmark work by Caffarelli and Silvestre [10], in which they studied the extension problem associated to the Laplacian on $\mathbb{R}^{n}$, and realized the fractional power $(-\Delta)^{s / 2}$ as the map taking Dirichlet data to Neumann data, has been a rich source of development in the study of nonlocal operators in the last few years, especially from the point of view of partial differential equations.

Fractional powers of Laplacians also occur naturally in conformal geometry and scattering theory. Chang-González [11] showed that the fractional order Paneitz operators $P_{\gamma}$ arising in the work of Graham and Zworski [29] in conformal geometry coincide with $(-\Delta)^{s / 2}$ when the conformally compact Einstein manifold is taken to be the hyperbolic space. Later, Frank, González, Monticelli, and Tan [25] studied the extension problem associated to the sublaplacian $\mathcal{L}$ on the Heisenberg group $\mathbb{H}^{n}$. Unlike the case of $\mathbb{R}^{n}$, where $(-\Delta)^{s / 2}$ are conformally invariant, in the context of Heisenberg groups $\mathcal{L}^{s}$, defined as the map taking Dirichlet to Neumann data in (2) below, are not. Hence, conformally invariant fractional powers of the sublaplacian, denoted by $\mathcal{L}_{s}$, are more relevant from a geometrical point of view than the pure fractional powers $\mathcal{L}^{s}$, see [4, 9, 21,

Let $\mathbb{H}^{n}:=\mathbb{C}^{n} \times \mathbb{R}$ denote the $(2 n+1)$ dimensional Heisenberg group (see Section 2 for a brief review of the group structure). For $s>0$, given a function $g \in C_{0}^{\infty}\left(\mathbb{H}^{n} \times \mathbb{R}^{+}\right)$, the extension problem for $\mathcal{L}^{s}$ consists of finding $U \in C_{0}^{\infty}\left(\mathbb{H}^{n} \times \mathbb{R}^{+}\right)$such that

$$
\left\{\begin{array}{l}
\left(\partial_{\rho \rho}+\frac{1-2 s}{\rho} \partial_{\rho}-\mathcal{L}\right) U((z, t), \rho)=0  \tag{1}\\
U((z, t), 0)=f(z, t), \quad(z, t) \in \mathbb{H}^{n} .
\end{array} \quad((z, t), \rho) \in \mathbb{H}^{n} \times \mathbb{R}^{+},\right.
$$

The extension problem for general second order partial differential operators has been studied by Stinga-Torrea 51. The sublaplacian on $\mathbb{H}^{n}$ lies within this general theory and then it is shown that

$$
\begin{equation*}
\mathcal{L}^{s} g=c_{s} \lim _{\rho \rightarrow 0} \rho^{1-2 s} \partial_{\rho} U . \tag{2}
\end{equation*}
$$

We mention that when we consider $-\Delta$ and $\mathbb{R}^{n}$ instead of $\mathcal{L}$ and $\mathbb{H}^{n}$, then we are dealing with the extension problem for $(-\Delta)^{s}$ as in [10].

For $s>0$, the extension problem for the fractional conformal sublaplacian $\mathcal{L}_{s}$ on $\mathbb{H}^{n}$ consists of finding $U \in C_{0}^{\infty}\left(\mathbb{H}^{n} \times \mathbb{R}^{+}\right)$such that

$$
\left\{\begin{array}{l}
\left(\partial_{\rho \rho}+\frac{1-2 s}{\rho} \partial_{\rho}+\frac{1}{4} \rho^{2} \partial_{t t}-\mathcal{L}\right) U((z, t), \rho)=0 \quad((z, t), \rho) \in \mathbb{H}^{n} \times \mathbb{R}^{+},  \tag{3}\\
U((z, t), 0)=f(z, t), \quad(z, t) \in \mathbb{H}^{n} .
\end{array}\right.
$$

Note that the latter extension problem is different from the problem (1) due to the appearance of the extra term $\frac{1}{4} \rho^{2} \partial_{t t}$. The extension problem (3) occurs naturally if we consider $\mathbb{H}^{n}$ as the boundary of the Siegel's upper half space $\Omega_{n+1}$. Using this connection, it was shown in [25] that for $f \in C_{0}^{\infty}\left(\mathbb{H}^{n}\right)$ there is a unique solution of the above equation which satisfies

$$
\begin{equation*}
\mathcal{L}_{s} f=c_{s} \lim _{\rho \rightarrow 0} \rho^{1-2 s} \partial_{\rho} U \tag{4}
\end{equation*}
$$

We have defined the conformally and non conformally invariant fractional powers $\mathcal{L}_{s}$ and $\mathcal{L}^{s}$, respectively, via the corresponding extension problems. Other equivalent definitions are available, see [45, Theorem 1.2] for $\mathcal{L}_{s}$ and 51 for $\mathcal{L}^{s}$ (the latter reference concerns fractional powers of second order partial differential operators) and moreover it can be checked, see Subsection 2.4 , that the operators $\mathcal{L}_{s}$ and $\mathcal{L}^{s}$ are equivalent in $L^{p}\left(\mathbb{H}^{n}\right)$, i.e., there exist $c, C>0$ such that

$$
c\left\|\mathcal{L}^{s} f\right\|_{L^{p}} \leq\left\|\mathcal{L}_{s} f\right\|_{L^{p}} \leq C\left\|\mathcal{L}^{s} f\right\|_{L^{p}}, \quad 1<p<\infty
$$

A weight $w$ will be a positive function on $\mathbb{H}^{n}$ and for $1<p<\infty$ we will consider weights $w$ belonging to the Muckenhoupt class $A_{p}$, see Subsection 2.4 for the definition. Let $Q=2 n+2$ be
the homogeneous dimension of $\mathbb{H}^{n}$. We refer to [27] for the theory of the Schwartz space over $\mathbb{H}^{n}$, namely $\mathcal{S}\left(\mathbb{H}^{n}\right)$. Our main result is the following.

Theorem 1.1. Let $n \geq 1$. Assume that $s, s_{1}, s_{2}$ and $p, p_{1}, p_{2}$ satisfy

$$
s=s_{1}+s_{2}, \quad s \in(0,1 / 2), \quad s_{j} \in(0,1 / 2), \quad \frac{1}{p}=\frac{1}{p_{1}}+\frac{1}{p_{2}}, \quad \frac{2 Q}{Q+4 s_{j}}<p_{j}<\infty .
$$

Then for all $u, v \in \mathcal{S}\left(\mathbb{H}^{n}\right)$ we have

$$
\begin{equation*}
\left\|\mathcal{L}_{s}(u v)-u \mathcal{L}_{s} v-v \mathcal{L}_{s} u\right\|_{L^{p}} \lesssim\left\|\mathcal{L}_{s_{1}} u\right\|_{L^{p_{1}}}\left\|\mathcal{L}_{s_{2}} v\right\|_{L^{p_{2}}} . \tag{5}
\end{equation*}
$$

Moreover, for $w_{j} \in A_{q_{j}}$, where $1<q_{j}=p_{j}\left(\frac{1}{2}+\frac{2 s_{j}}{Q}\right)$,

$$
\begin{equation*}
\left\|\mathcal{L}_{s}(u v)-u \mathcal{L}_{s} v-v \mathcal{L}_{s} u\right\|_{L^{p}\left(w_{1}^{p / p_{1}} w_{2}^{p / p_{2}}\right)} \lesssim\left\|\mathcal{L}_{s_{1}} u\right\|_{L^{p_{1}}\left(w_{1}\right)}\left\|\mathcal{L}_{s_{2}} v\right\|_{L^{p_{2}}\left(w_{2}\right)} . \tag{6}
\end{equation*}
$$

Remark 1.2. We stress that Theorem 1.1 is providing a weighted version of the Kato-Ponce inequality for fractional sublaplacians in the Heisenberg group, which is not present in [37.

We will follow the ideas in [18], which in turn are largely inspired by the strategy suggested by Stein in [50, Chapter V, $\S 6.12$ ]. The proof of our theorem will use analogous tools to the ones utilized in the Euclidean case. Nevertheless, in the Heisenberg group, such tools will be sometimes not already available in the literature and we will therefore have to produce them ourselves. We define the square fractional integral as

$$
\mathcal{D}_{s} u(x):=\left(\int_{\mathbb{H}^{n}} \frac{\left|u\left(x y^{-1}\right)-u(x)\right|^{2}}{|y|^{Q+4 s}} d y\right)^{1 / 2}, \quad 0<s<1 / 2, \quad x \in \mathbb{H}^{n},
$$

where $x y^{-1}$ is the right translation by $y^{-1}$ on the Heisenberg group, see Subsection 2.1. One of the crucial steps in the proof is a pointwise estimate for the square fractional integrals $\mathcal{D}_{s}$ by the so-called $g_{\lambda}^{*}$-function, defined in terms of the Poisson semigroup associated to the non-conformally invariant harmonic extension, i.e., to the problem (1) for $s=1 / 2$. Let $X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}, T$, be a basis for the Lie algebra of left-invariant vector fields on $\mathbb{H}^{n}$ (see Subsection 2.3). Let

$$
\begin{equation*}
\nabla=\left(X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}, T, \partial_{\rho}\right) \tag{7}
\end{equation*}
$$

we define the Littlewood nontangential square function $g_{\lambda}^{*}$ as

$$
g_{\lambda}^{*}(u)(x):=\left(\int_{0}^{\infty} \int_{\mathbb{H}^{n}}\left(\frac{\rho}{\rho+|y|}\right)^{\lambda Q} \rho^{1-Q}\left|\nabla U\left(x y^{-1}, \rho\right)\right|^{2} d y d \rho\right)^{1 / 2}, \quad x \in \mathbb{H}^{n}
$$

where $U(x, \rho)$ is the non-conformal harmonic extension of $u(x)$ in the upper half space. We will prove the following.

Theorem 1.3. Let $n \geq 1,0<s<1 / 2$ and $\lambda<1+\frac{4 s}{Q}$. Then

$$
\mathcal{D}_{s} u(x) \leq \Lambda(n, s) g_{\lambda}^{*}\left(\mathcal{L}^{s} u\right)(x)
$$

uniformly on $u \in \mathcal{S}\left(\mathbb{H}^{n}\right)$ and $x \in \mathbb{H}^{n}$, where $\Lambda(n, s)>0$ is a constant depending only on $n$ and $s$.
The proof of Theorem 1.1 will be concluded by combining Theorem 1.3 with the $L^{p}$ estimates for $g_{\lambda}^{*}$ proven in Subsection 3.2 .

Structure of the paper. We start gathering some well known facts about the Heisenberg group and fractional powers of the sublaplacian in Section 2. In Section 3 we provide some technical results that will be needed to prove the main results. In particular, mapping properties for the square function and the nontangential square function are shown, and a mean value theorem for solutions of equations involving the sublaplacian and a potential on $\mathbb{H}^{n} \times \mathbb{R}^{+}$is stated. Finally, the proofs of Theorems 1.3 and 1.1 are presented, respectively, in Sections 4 and 5.
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## 2. The Heisenberg group and fractional powers of the sublaplacian

Let us first introduce some definitions and set up notations concerning the Heisenberg group. We refer the reader to the book of G. B. Folland [24], although we closely follow the notations used in [52]. We also warn the reader that our notation and certain definitions may be slightly different from those used by others.
2.1. Fourier transform on the Heisenberg group. Let $\mathbb{H}^{n}=\mathbb{C}^{n} \times \mathbb{R}$ be the $(2 n+1)$ dimensional Heisenberg group, which is the nilpotent Lie group of step two whose underlying manifold is $\mathbb{R}^{2 n+1}$ equipped with the group law

$$
(z, t)\left(z^{\prime}, t^{\prime}\right)=\left(z+z^{\prime}, t+t^{\prime}+\frac{1}{2} \operatorname{Im} z \cdot \overline{z^{\prime}}\right)
$$

where $z, z^{\prime} \in \mathbb{C}^{n}$ and $t, t^{\prime} \in \mathbb{R}$. Identifying $\mathbb{H}^{n}$ with $\mathbb{R}^{2 n+1}$ and considering coordinates $(x, u, t)$ we can write the group law as

$$
\begin{equation*}
(x, y, t)\left(x^{\prime}, y^{\prime}, t^{\prime}\right)=\left(x+x^{\prime}, y+y^{\prime}, t+t^{\prime}+\frac{1}{2}\left(x \cdot y^{\prime}-x^{\prime} \cdot y\right)\right) \tag{8}
\end{equation*}
$$

where $x, x^{\prime}, y, y^{\prime} \in \mathbb{R}^{n}$ and $t, t^{\prime} \in \mathbb{R}$. Note that $\operatorname{Im}\left((x+i y) \cdot\left(x^{\prime}-i y^{\prime}\right)\right)=y \cdot x^{\prime}-y^{\prime} \cdot x=\left[(x, y)\left(x^{\prime}, y^{\prime}\right)\right]$ is the symplectic form on $\mathbb{R}^{2 n}$.

For each $\lambda \in \mathbb{R}^{*}=\mathbb{R} \backslash\{0\}$, we have an irreducible unitary representation $\pi_{\lambda}$ of $\mathbb{H}^{n}$ realized on $L^{2}\left(\mathbb{R}^{n}\right)$. The action of $\pi_{\lambda}(z, t)$ on $L^{2}\left(\mathbb{R}^{n}\right)$ is explicitly given by

$$
\pi_{\lambda}(z, t) \varphi(\xi)=e^{i \lambda t} e^{i\left(x \cdot \xi+\frac{1}{2} x \cdot y\right)} \varphi(\xi+y)
$$

where $\varphi \in L^{2}\left(\mathbb{R}^{n}\right)$ and $z=x+i y$. By a theorem of Stone and Von Neumann, any irreducible unitary representation of $\mathbb{H}^{n}$ which acts as $e^{i \lambda t}$ Id at the center of the Heisenberg group is unitarily equivalent to $\pi_{\lambda}$. In view of this, there are representations of $\mathbb{H}^{n}$ which are realized on the Fock spaces and equivalent to $\pi_{\lambda}$. We will not use these representations and refer the reader to [24] for details.

The group Fourier transform of a function $f \in L^{1}\left(\mathbb{H}^{n}\right)$ is the operator-valued function defined, for each $\lambda \in \mathbb{R}^{*}$, by

$$
\widehat{f}(\lambda):=\pi_{\lambda}(f)=\int_{\mathbb{H}^{n}} f(z, w) \pi_{\lambda}(z, w) d z d w
$$

With an abuse of language, we will call the group Fourier transform just the Fourier transform. Observe that for each $\lambda, \widehat{f}(\lambda)$ is an operator acting on $L^{2}\left(\mathbb{R}^{n}\right)$. When $f \in L^{1} \cap L^{2}\left(\mathbb{H}^{n}\right)$, it can be shown that $\widehat{f}(\lambda)$ is a Hilbert-Schmidt operator and the Plancherel theorem holds

$$
\begin{equation*}
\int_{\mathbb{H}^{n}}|f(z, t)|^{2} d z d t=\frac{2^{n-1}}{\pi^{n+1}} \int_{-\infty}^{\infty}\|\widehat{f}(\lambda)\|_{\mathrm{HS}}^{2}|\lambda|^{n} d \lambda \tag{9}
\end{equation*}
$$

where $\|\cdot\|_{\text {HS }}$ is the Hilbert-Schmidt norm given by $\|T\|_{\text {HS }}^{2}=\operatorname{tr}\left(T^{*} T\right)$, for $T$ a bounded operator, $T^{*}$ being the adjoint operator of $T$. By polarizing the Plancherel identity we get the Parseval formula

$$
\int_{\mathbb{H}^{n}} f(z, t) \overline{g(z, t)} d z d t=\frac{2^{n-1}}{\pi^{n+1}} \int_{-\infty}^{\infty} \operatorname{tr}\left(\widehat{f}(\lambda) \widehat{g}(\lambda)^{*}\right)|\lambda|^{n} d \lambda .
$$

Let $f^{\lambda}$ stand for the inverse Fourier transform of $f$ in the central variable $t$

$$
f^{\lambda}(z)=\int_{-\infty}^{\infty} f(z, t) e^{i \lambda t} d t
$$

By taking the Euclidean Fourier transform of $f^{\lambda}(z)$ in the variable $\lambda$, we obtain

$$
\begin{equation*}
f(z, t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i \lambda t} f^{\lambda}(z) d \lambda . \tag{10}
\end{equation*}
$$

By the definition of $\pi_{\lambda}(z, t)$ and $\widehat{f}(\lambda)$ it is easy to see that

$$
\widehat{f}(\lambda)=\int_{\mathbb{C}^{n}} f^{\lambda}(z) \pi_{\lambda}(z, 0) d z
$$

The operator which takes a function $g$ on $\mathbb{C}^{n}$ into the operator

$$
\int_{\mathbb{C}^{n}} g(z) \pi_{\lambda}(z, 0) d z
$$

is called the Weyl transform of $g$ and is denoted by $W_{\lambda}(g)$. Thus $\widehat{f}(\lambda)=W_{\lambda}\left(f^{\lambda}\right)$.
Let us recall that the convolution of $f$ with $g$ on $\mathbb{H}^{n}$ is defined by

$$
f * g(x)=\int_{\mathbb{H}^{n}} f\left(x y^{-1}\right) g(y) d y, \quad x, y \in \mathbb{H}^{n}
$$

With $x=(z, t)$ and $y=\left(z^{\prime}, t^{\prime}\right)$, in view of (8), we have that $\left(z^{\prime}, t^{\prime}\right)^{-1}=\left(-z^{\prime},-t^{\prime}\right)$ and the above takes the form

$$
f * g(z, t)=\int_{\mathbb{H}^{n}} f\left((z, t)\left(-z^{\prime},-t^{\prime}\right)\right) g\left(z^{\prime}, t^{\prime}\right) d z^{\prime} d t^{\prime}
$$

A simple computation shows that

$$
(f * g)^{\lambda}(z)=\int_{\mathbb{C}^{n}} f^{\lambda}\left(z-z^{\prime}\right) g^{\lambda}\left(z^{\prime}\right) e^{\frac{i}{2} \lambda \operatorname{Im}\left(z \cdot z^{\prime}\right)} d z^{\prime}
$$

The convolution appearing on the right hand side is called the $\lambda$-twisted convolution and is denoted by $f^{\lambda}{ }_{\lambda} g^{\lambda}(z)$.
2.2. Spectral theory of the Heisenberg group. For $\lambda \in \mathbb{R}^{*}$ and $\alpha \in \mathbb{N}^{n}$, we introduce the family of modified Hermite functions

$$
\Phi_{\alpha}^{\lambda}(x)=|\lambda|^{\frac{n}{4}} \Phi_{\alpha}(\sqrt{|\lambda|} x), \quad x \in \mathbb{R}^{n} .
$$

Here, $\Phi_{\alpha}$ is the normalized Hermite function on $\mathbb{R}^{n}$ which is an eigenfunction of the Hermite operator $H=-\Delta+|x|^{2}$ with eigenvalue $(2|\alpha|+n)$, see [53, Chapter 1.2]. The system is an orthonormal basis for $L^{2}\left(\mathbb{R}^{n}\right)$. In terms of $\Phi_{\alpha}^{\lambda}$ we have the identity

$$
\|\widehat{f}(\lambda)\|_{\mathrm{HS}}^{2}=\sum_{\alpha \in \mathbb{N}^{n}}\left\|\widehat{f}(\lambda) \Phi_{\alpha}^{\lambda}\right\|_{L^{2}}^{2}
$$

and hence Plancherel (9) takes the form

$$
\int_{\mathbb{H}^{n}}|f(z, t)|^{2} d z d t=\frac{2^{n-1}}{\pi^{n+1}} \int_{-\infty}^{\infty} \sum_{\alpha \in \mathbb{N}^{n}}\left\|\widehat{f}(\lambda) \Phi_{\alpha}^{\lambda}\right\|_{L^{2}}^{2}|\lambda|^{n} d \lambda .
$$

We can write the spectral decomposition of the scaled Hermite operator $H(\lambda)=-\Delta+|\lambda|^{2}|x|^{2}$ as

$$
\begin{equation*}
H(\lambda)=\sum_{k=0}^{\infty}(2 k+n)|\lambda| P_{k}(\lambda), \quad \lambda \in \mathbb{R}^{*} \tag{11}
\end{equation*}
$$

where $P_{k}(\lambda)$ are the (finite-dimensional) orthogonal projections defined on $L^{2}\left(\mathbb{R}^{n}\right)$ by

$$
P_{k}(\lambda) \varphi=\sum_{|\alpha|=k}\left(\varphi, \Phi_{\alpha}^{\lambda}\right) \Phi_{\alpha}^{\lambda}
$$

where $\varphi \in L^{2}\left(\mathbb{R}^{n}\right)$ and $(\cdot, \cdot)$ is the inner product in $L^{2}\left(\mathbb{R}^{n}\right)$.
On the other hand, we define the scaled Laguerre functions of type $(n-1)$

$$
\varphi_{k}^{\lambda}(z)=L_{k}^{n-1}\left(\frac{1}{2}|\lambda \| z|^{2}\right) e^{-\frac{1}{4}|\lambda \| z|^{2}}
$$

Here $L_{k}^{n-1}$ are the Laguerre polynomials of type $(n-1)$, see [52, Chapter 1.4] for the definition and properties. It is the case that $\left\{\varphi_{k}^{\lambda}\right\}_{k=0}^{\infty}$ forms an orthogonal basis for the subspace consisting of radial functions in $L^{2}\left(\mathbb{C}^{n}\right)$, i.e., functions invariant under the action of $S O(2 n)$, the group of all orthogonal matrices of order $2 n$ and determinant 1.

The so-called special Hermite expansion of a function $g$ defined on $\mathbb{C}^{n}$ written in its compact form reads as

$$
g(z)=(2 \pi)^{-n}|\lambda|^{n} \sum_{k=0}^{\infty} g *_{\lambda} \varphi_{k}^{\lambda}(z)
$$

The connection betweeen the Hermite projections $P_{k}(\lambda)$ and the Laguerre functions $\varphi_{k}^{\lambda}$, via the Weyl transform, is given by the following important formula

$$
\begin{equation*}
W_{\lambda}\left(\varphi_{k}^{\lambda}\right)=(2 \pi)^{n}|\lambda|^{-n} P_{k}(\lambda) \tag{12}
\end{equation*}
$$

Observe that, in particular, for any function $f$ on $\mathbb{H}^{n}$, we have the expansion

$$
f^{\lambda}(z)=(2 \pi)^{-n}|\lambda|^{n} \sum_{k=0}^{\infty} f^{\lambda} *_{\lambda} \varphi_{k}^{\lambda}(z)
$$

2.3. The sublaplacian. Let us now define the sublaplacian on the Heisenberg group. A basis for the Lie algebra $\mathfrak{h}_{n}$ of left-invariant vector fields on $\mathbb{H}^{n}$ is given by

$$
\begin{equation*}
X_{j}=\frac{\partial}{\partial x_{j}}+\frac{1}{2} y_{j} \frac{\partial}{\partial t}, \quad Y_{j}=\frac{\partial}{\partial y_{j}}-\frac{1}{2} x_{j} \frac{\partial}{\partial t}, \quad j=1,2, \ldots, n, \quad T=\frac{\partial}{\partial t} \tag{13}
\end{equation*}
$$

It is easily checked that the only non-trivial Lie brackets in $\mathfrak{h}_{n}$ are given by $\left[X_{j}, Y_{j}\right]=-T$ as all other brackets vanish. The Kohn-Laplacian on $\mathbb{H}^{n}$ is the second order operator

$$
\mathcal{L}=-\sum_{j=1}^{n}\left(X_{j}^{2}+Y_{j}^{2}\right)
$$

known as the sublaplacian. It falls in the class of operators of the type sums of squares of vector fields. Though not elliptic, this operator shares several properties with its counterpart $\Delta$ on $\mathbb{R}^{n}$.

The group $\mathbb{H}^{n}$ admits a family of automorphisms indexed by $\mathbb{R}_{+}$and given by the non-isotropic Heisenberg dilations

$$
\delta_{\lambda}(z, t)=\left(\lambda z, \lambda^{2} t\right), \quad \lambda>0, \quad(z, t) \in \mathbb{H}^{n}
$$

A function $u: \mathbb{H}^{n} \rightarrow \mathbb{R}$ is said homogenous of degree $k \in \mathbb{Z}$ if for every $\lambda>0$

$$
u \circ \delta_{\lambda}=\lambda^{k} u
$$

With respect to these dilations, the vector fields $X_{j}, Y_{j}, T$ are homogeneous of degree one and $\mathcal{L}$ is homogeneous of degree two. A fundamental solution $\Gamma(z, t)$ for $\mathcal{L}$ is given by

$$
\Gamma(z, t)=c_{Q}|(z, t)|^{-Q+2}
$$

where $Q=2 n+2$ is the homogeneous dimension of $\mathbb{H}^{n},|(z, t)|^{4}=|z|^{4}+16 t^{2}$, and $c_{Q}>0$ is a number depending only on $Q$. This was found by Folland [22], see also [49]. The gauge function

$$
d:(z, t) \mapsto|(z, t)|
$$

is the Koranyi norm, which is homogeneous of degree one with respect to the dilations $\delta_{\lambda}$.
The spectral decomposition of the sublaplacian is achieved via the special Hermite expansion introduced in the previous subsection. The action of the Fourier transform on functions of the form $\mathcal{L} f$ and $T f$ are given by

$$
(\mathcal{L} f \widehat{)}(\lambda)=\widehat{f}(\lambda) H(\lambda), \quad(T f \widehat{)}(\lambda)=-i \lambda \widehat{f}(\lambda)
$$

If $L_{\lambda}$ is the operator defined by the relation $(\mathcal{L} f)^{\lambda}=L_{\lambda} f^{\lambda}$ then it follows that

$$
W_{\lambda}\left(L_{\lambda} f^{\lambda}\right)=W_{\lambda}\left(f^{\lambda}\right) H(\lambda) .
$$

Recalling the spectral decomposition of $H(\lambda)$ given in (11) and the identity (12) we obtain

$$
L_{\lambda} f^{\lambda}(z)=(2 \pi)^{-n} \sum_{k=0}^{\infty}(2 k+n)|\lambda| f^{\lambda} *_{\lambda} \varphi_{k}^{\lambda}(z) .
$$

Thus, by taking the Fourier transform in the variable $\lambda$ in 10), the spectral decomposition of the sublaplacian is given by

$$
\mathcal{L} f(z, t)=(2 \pi)^{-n-1} \int_{-\infty}^{\infty}\left(\sum_{k=0}^{\infty}(2 k+n)|\lambda| f^{\lambda} *_{\lambda} \varphi_{k}^{\lambda}(z)\right) e^{-i \lambda t}|\lambda|^{n} d \lambda .
$$

2.4. Fractional powers of the sublaplacian. The fractional powers of the sublaplacian $\mathcal{L}^{s}$ defined in the introduction via the extension problem (1) can be equivalently defined via the spectral decomposition

$$
\mathcal{L}^{s} f(z, t)=(2 \pi)^{-n-1} \int_{-\infty}^{\infty}\left(\sum_{k=0}^{\infty}((2 k+n)|\lambda|)^{s} f^{\lambda} *_{\lambda} \varphi_{k}^{\lambda}(z)\right) e^{-i \lambda t}|\lambda|^{n} d \lambda .
$$

Note that $\left(\widehat{\mathcal{L}^{s} f}\right)(\lambda)=\widehat{f}(\lambda) H(\lambda)^{s}$.
On the other hand, the operators $\mathcal{L}_{s}$ are also defined for $0 \leq s<(n+1)$ by

$$
\begin{equation*}
\mathcal{L}_{s} f(z, t)=(2 \pi)^{-n-1} \int_{-\infty}^{\infty}\left(\sum_{k=0}^{\infty}(2|\lambda|)^{s} \frac{\Gamma\left(\frac{2 k+n}{2}+\frac{1+s}{2}\right)}{\Gamma\left(\frac{2 k+n}{2}+\frac{1-s}{2}\right)} f^{\lambda} *_{\lambda} \varphi_{k}^{\lambda}(z)\right) e^{-i \lambda t}|\lambda|^{n} d \lambda . \tag{14}
\end{equation*}
$$

As mentioned in the introduction, the operators $\mathcal{L}_{s}$ occur naturally in the context of CR geometry and scattering theory on the Heisenberg group: when we identify $\mathbb{H}^{n}$ as the boundary of the Siegel's upper half space in $\mathbb{C}^{n+1}$, they have the important property of being conformally invariant. In short, (14) means that $\mathcal{L}_{s}$ is the operator (see [9, (1.33)])

$$
\mathcal{L}_{s}:=(2|T|)^{s} \frac{\Gamma\left(\frac{\mathcal{L}}{2|T|}+\frac{1+s}{2}\right)}{\Gamma\left(\frac{\mathcal{L}}{2|T|}+\frac{1-s}{2}\right)} .
$$

Thus $\mathcal{L}_{s}$ corresponds to the spectral multiplier

$$
(2|\lambda|)^{s} \frac{\Gamma\left(\frac{2 k+n}{2}+\frac{1+s}{2}\right)}{\Gamma\left(\frac{2 k+n}{2}+\frac{1-s}{2}\right)}, \quad k \in \mathbb{N} .
$$

Note that $\mathcal{L}_{1}=\mathcal{L}$. It is known that $\mathcal{L}_{s}$ also has an explicit fundamental solution, see e.g. [17, page 530], in contrast with $\mathcal{L}^{s}$, for which an explicit expression for the fundamental solution is not known.

It can be checked that the operators $\mathcal{L}_{s}$ and $\mathcal{L}^{s}$ are equivalent in $L^{p}\left(\mathbb{H}^{n}\right), 1<p<\infty$, i.e.,

$$
\begin{equation*}
c\left\|\mathcal{L}^{s} f\right\|_{L^{p}} \leq\left\|\mathcal{L}_{s} f\right\|_{L^{p}} \leq C\left\|\mathcal{L}^{s} f\right\|_{L^{p}} \tag{15}
\end{equation*}
$$

for some $c, C>0$. Indeed, it suffices to prove that the operator $\mathcal{L}_{s} \mathcal{L}^{-s}$ is bounded on $L^{p}\left(\mathbb{H}^{n}\right)$. In order to conclude the latter, all we need to do is to check that the multiplier

$$
M=\sum_{k=0}^{\infty}(2 k+n)^{-s} \frac{\Gamma((2 k+n+1+s) / 2)}{\Gamma((2 k+n+1-s) / 2)} P_{k}
$$

is a Fourier multiplier on $L^{p}\left(\mathbb{H}^{n}\right)$. In view of the known multiplier theorems ([4], [52, Theorem 2.6.1]) this amounts to check that the function (as a function of $k$ )

$$
(2 k+n)^{-s} \frac{\Gamma\left(\frac{2 k+n+1+s}{2}\right)}{\Gamma\left(\frac{2 k+n+1-s}{2}\right)}
$$

and its $j$ th-derivatives up to order $(n+1)$ are bounded by $C_{j} k^{-j}$ for $j=0,1, \ldots,(n+1)$, which is true in view of the known asymptotics for the ratio of gamma functions (see for instance [43])

$$
\frac{\Gamma(z+a)}{\Gamma(z+b)} \sim z^{a-b} \quad \text { as } z \rightarrow \infty, \quad|\arg (z)|<\pi
$$

and the asymptotics of the polygamma function, involved in the derivatives of the Gamma function.
We can equip $\mathbb{H}^{n}$ with a metric induced by the Koranyi norm which makes it a space of homogeneous type. On such spaces there is a well defined notion of dyadic cubes and grids with properties similar to their counterparts in the Euclidean setting, we refer for instance to the construction by Christ [13, Section 3]. Given $1<p<\infty$, by $A_{p}$ we will denote the Muckenhoupt class of weights in $\mathbb{H}^{n}$, namely all nonnegative functions $w \in L_{\mathrm{loc}}^{1}\left(\mathbb{H}^{n}\right)$ such that

$$
[w]_{A_{p}}:=\sup _{Q}\left(\frac{1}{|Q|} \int_{Q} w(x) d x\right)\left(\frac{1}{|Q|} \int_{Q} w(x)^{-p^{\prime} / p} d x\right)^{p / p^{\prime}}<\infty
$$

where the supremum is taken over all cubes $Q \in \mathbb{H}^{n}$.
Weighted versions for Fourier multipliers on the Heisenberg group are also available in the literature, see for instance [3, Theorem 1.3]. A more general result concerning spectral multipliers in spaces of homogeneous type whose derivatives up to any order are bounded is contained in the important work [5, Theorem 1.1]. A simplified version adapted to our setting reads as follows. Let us denote $T:=\mathcal{L}^{-s} \mathcal{L}_{s}$.

Theorem 2.1 ([5, Theorem 1.1]). Let $0<s<1$. For $1<p<\infty$, there exists a constant $c_{p}$ such that, for every weight $w \in A_{p}$,

$$
\|T\|_{L^{p}(w) \rightarrow L^{p}(w)} \leq c_{p}[w]_{A_{p}}^{1 /(p-1)} .
$$

From Theorem 2.1 we can deduce a weighted version of 15), namely, for $w \in A_{p}$ with $1<p<\infty$,

$$
\begin{equation*}
c\left\|\mathcal{L}^{s} f\right\|_{L^{p}(w)} \leq\left\|\mathcal{L}_{s} f\right\|_{L^{p}(w)} \leq C\left\|\mathcal{L}^{s} f\right\|_{L^{p}(w)}, \tag{16}
\end{equation*}
$$

for some $c, C>0$.

## 3. Toolbox

In this section we collect and study several ingredients that will be used to prove the main theorems, namely the extension problem and the integral representation associated with $\mathcal{L}_{s}$, mapping properties for the square function and the nontangential square function, and a mean value theorem for subsolutions of hypoelliptic equations with a potential on $\mathbb{H}^{n} \times \mathbb{R}^{+}$.
3.1. The extension problem and a bilinear form associated with $\mathcal{L}_{s}$. Let

$$
\begin{equation*}
\varphi_{s, \rho}(z, t)=\left(\left(\rho^{2}+|z|^{2}\right)^{2}+16 t^{2}\right)^{-\frac{n+1+s}{2}}, \tag{17}
\end{equation*}
$$

which is integrable on $\mathbb{H}^{n}$ for all $s>0$, and

$$
\begin{equation*}
C(n, s)=\frac{4}{\pi^{n+1 / 2}} \frac{\Gamma(n+s) \Gamma\left(\frac{n+1+s}{2}\right)}{\Gamma(s) \Gamma\left(\frac{n+s}{2}\right)} . \tag{18}
\end{equation*}
$$

The following theorem, which provides a solution to the extension problem (3), realizes $\mathcal{L}_{s} f$ as the Dirichlet-to-Neumann map associated to the extension problem, and shows a pointwise representation for $\mathcal{L}_{s}$, can be found in [45, Theorem 1.2] (actually, here we are stating a reduced version of the result therein), see also 44].

Theorem 3.1. [45, Theorem 1.2] Let $s>0$. Let $f \in L^{p}\left(\mathbb{H}^{n}\right), 1 \leq p<\infty$. Then, as $\rho \rightarrow 0^{+}$,

$$
\begin{equation*}
w=C(n, s) \rho^{2 s} f * \varphi_{s, \rho} \rightarrow f \quad \text { in } L^{p}\left(\mathbb{H}^{n}\right) \tag{19}
\end{equation*}
$$

where $\varphi_{s, \rho}$ is defined in (17) and $C(n, s)$ is the one in 18). If we further assume that $\mathcal{L}_{s} f \in L^{p}\left(\mathbb{H}^{n}\right)$ then

$$
-\lim _{\rho \rightarrow 0^{+}} \rho^{1-2 s} \partial_{\rho}(w(z, t, \rho))=2^{1-2 s} \frac{\Gamma(1-s)}{\Gamma(s)} \mathcal{L}_{s} f(z, t)
$$

Moreover, when $0<s<1 / 2$, we also have the pointwise representation

$$
\begin{equation*}
\mathcal{L}_{s} f(x)=b(n, s) \int_{\mathbb{H}^{n}} \frac{f(x)-f(y)}{\left|x y^{-1}\right|^{Q+2 s}} d y \tag{20}
\end{equation*}
$$

for all $f \in C^{1}\left(\mathbb{H}^{n}\right)$ such that $X_{j} f, Y_{j} f, T f \in L^{\infty}\left(\mathbb{H}^{n}\right), j=1, \ldots, n$, where

$$
\begin{equation*}
b(n, s):=\frac{4^{1+s}}{\pi^{n+1 / 2}} \frac{\Gamma(n+s) \Gamma\left(\frac{n+1+s}{2}\right)}{\Gamma\left(\frac{n+s}{2}\right)|\Gamma(-s)|} . \tag{21}
\end{equation*}
$$

In view of Theorem 3.1, the function $C(n, s) \varphi_{s, \rho}$ is understood as a generalized conformal Poisson kernel, which is a solution to a generalized conformal harmonic extension. Observe that, when $s=1 / 2$ in (3), we are reduced to the (conformal) harmonic extension

$$
\left(\partial_{\rho \rho}+\frac{1}{4} \rho^{2} \partial_{t t}-\mathcal{L}\right) U(z, t, \rho)=0 \quad \lim _{\rho \rightarrow 0} U(z, t, \rho)=f(z, t) \quad \text { in } \mathbb{H}^{n} \times \mathbb{R}^{+},
$$

so that we write $U=C(n, 1 / 2) f * \varphi_{1 / 2, \rho}$ in (19).
On the other hand, when $s=1 / 2$, the extension problem (1) takes the form

$$
\begin{equation*}
\left(\partial_{\rho}^{2}-\mathcal{L}\right) U=0 \quad \text { in } \mathbb{H}^{n} \times \mathbb{R}^{+}, \quad U(z, t, 0)=u(z, t), \quad \text { in } \mathbb{H}^{n} \tag{22}
\end{equation*}
$$

We will denote $U(x, \rho):=e^{-\rho \mathcal{L}^{1 / 2}} u(x)$. An explicit expression is not known for the solution of this problem, however the subordination formula

$$
e^{-\rho \mathcal{L}^{1 / 2}}=\rho \int_{0}^{\infty}(4 \pi w)^{-\frac{1}{2}} e^{-\frac{\rho^{2}}{4 w}} e^{-w \mathcal{L}} d w
$$

allows to write the non-conformal Poisson kernel $P_{\rho}(x)$ as

$$
P_{\rho}(x)=\rho \int_{0}^{\infty}(4 \pi w)^{-\frac{1}{2}} e^{-\frac{\rho^{2}}{4 w}} q_{w}(x) d w
$$

and the known sharp estimates for the heat kernel $q_{w}(z, t)$ (see e.g. [53, Proposition 2.8.2]) yield the following sharp estimates for the Poisson kernel (see also [2, Theorem 6.11 (i)])

$$
\begin{equation*}
P_{\rho}(x) \leq C_{n} \frac{\rho}{\left(\rho^{2}+|x|^{2}\right)^{\frac{Q+1}{2}}} . \tag{23}
\end{equation*}
$$

The latter estimate will be crucial to prove mapping properties of the square function operators given in the next subsection. It is also important to notice that $e^{-\rho \mathcal{L}^{1 / 2}}$ is indeed a semigroup, in contrast with the fact that the operator $f \mapsto f * \varphi_{1 / 2, \rho}$ is not.
3.2. The square functions $g, g_{\lambda}^{*}$. Recall that we are letting

$$
\nabla=\left(X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}, T, \partial_{\rho}\right) .
$$

We define the square $g$-function by

$$
g(u)(x)=\left(\int_{0}^{\infty}|\nabla U(x, \rho)|^{2} \rho d \rho\right)^{1 / 2}
$$

and the Littlewood nontangential square function $g_{\lambda}^{*}$ as

$$
\begin{equation*}
g_{\lambda}^{*}(u)(x):=\left(\int_{0}^{\infty} \int_{\mathbb{H}^{n}}\left(\frac{\rho}{\rho+|y|}\right)^{\lambda Q} \rho^{1-Q}\left|\nabla U\left(x y^{-1}, \rho\right)\right|^{2} d y d \rho\right)^{1 / 2}, \tag{24}
\end{equation*}
$$

where $U(x, \rho)$ is the non-conformal harmonic extension of $u(x)$ in the upper half space in (22). In [52. Chapter 2.6], Thangavelu defined $g$ and $g^{*}$ functions in terms of the heat semigroup and proved $L^{p}$ mapping properties for these operators.

For $g$, the following basic result can be proven as in the Euclidean case, see [50, Chapter 4, §1].
Theorem 3.2. Let $n \geq 1$ and $w \in A_{p}$. For any $u \in L^{p}(w):=L^{p}\left(\mathbb{H}^{n}, w\right)$ we have, for $1<p<\infty$,

$$
c_{p}\|u\|_{L^{p}(w)} \leq\|g(u)\|_{L^{p}(w)} \leq C_{p}\|u\|_{L^{p}(w)} .
$$

Proof. The proof follows classical arguments, we point out the main steps. Observe that $|\nabla U(x, \rho)|^{2}=$ $\left|\partial_{\rho} U\right|^{2}+\left|\nabla_{x} U(x, \rho)\right|^{2}$, where $\left|\nabla_{x} U(x, \rho)\right|^{2}=\sum_{j=1}^{n}\left(\left|X_{j} U\right|^{2}+\left|Y_{j} U\right|^{2}+|T U|^{2}\right)$. It will be appropriate to introduce the following two partial $g$-functions, namely

$$
g_{1}(u)(x)=\left(\int_{0}^{\infty}\left|\partial_{\rho} U(x, \rho)\right|^{2} \rho d \rho\right)^{1 / 2}, \quad g_{x}(u)(x)=\left(\int_{0}^{\infty}\left|\nabla_{x} U(x, \rho)\right|^{2} \rho d \rho\right)^{1 / 2}
$$

Note that $g^{2}=g_{1}^{2}+g_{x}^{2}$.
Let us focus on the $L^{2}$ estimate for $g_{1}$. Applying Plancherel theorem for the Fourier transform on $\mathbb{H}^{n}$, we get $\left(\right.$ call $\left.U(x, \rho)=: U_{\rho}(x)\right)$

$$
\left\|g_{1}(u)\right\|_{L^{2}}^{2}=\int_{0}^{\infty} \int_{\mathbb{H}^{n}}\left|\partial_{\rho} U(x, \rho)\right|^{2} \rho d x d \rho=\frac{2^{n-1}}{\pi^{n+1}} \int_{0}^{\infty} \int_{-\infty}^{\infty}\left\|\widehat{\left(\partial_{\rho} U_{\rho}\right)}(\lambda)\right\|_{\mathrm{HS}}^{2}|\lambda|^{n} d \lambda \rho d \rho .
$$

We also have

$$
\widehat{\left(\partial_{\rho} U_{\rho}\right)}(\lambda)=-\widehat{u}(\lambda) H(\lambda)^{1 / 2} e^{-\rho H(\lambda)^{1 / 2}}
$$

and so the squared Hilbert-Schmidt norm is given by the sum

$$
\sum_{\alpha \in \mathbb{N}^{n}}(2|\alpha|+n)|\lambda| e^{-2 \rho((2|\alpha|+n)|\lambda|)^{1 / 2}}\left\|\widehat{u}(\lambda) \Phi_{\alpha}^{\lambda}\right\|_{L^{2}}^{2} .
$$

Integrating the above with respect to $\rho d \rho$, we get

$$
\begin{equation*}
\left\|g_{1}(u)\right\|_{L^{2}}^{2}=\frac{1}{4} \frac{2^{n-1}}{\pi^{n+1}} \int_{-\infty}^{\infty}\|\widehat{u}(\lambda)\|_{\mathrm{HS}}^{2}|\lambda|^{n} d \lambda=\frac{1}{4}\|u\|_{L^{2}}^{2} . \tag{25}
\end{equation*}
$$

Now, for $p \neq 2$, the converse inequality $\|u\|_{L^{p}(w)} \leq c\|g(u)\|_{L^{p}(w)}$ can be derived with a polarization argument from the $L^{2}$ identity (25) involving the weight and its dual, as in [14, Section 6] and the fact that $g_{1}(x) \leq g(x)$ implies $\left\|g_{1}\right\|_{L^{p}(w)} \leq\|g\|_{L^{p}(w)}$.

The inequality $\|g(u)\|_{L^{p}(w)} \leq C\|u\|_{L^{p}(w)}$ for $1<p<\infty$ follows as in [50, Chapter 4, §1] by using the estimates for the Poisson kernel (23) and the theory of vector-valued operators in spaces of homogeneous type [28, 46].

We will also need to prove estimates for $g_{\lambda}^{*}$.

Theorem 3.3. Let $n \geq 1$ and $\lambda>1$. For any $u \in L^{p}\left(\mathbb{H}^{n}\right)$ we have, for $1<p<\infty$,

$$
\left\|g_{\lambda}^{*}(u)\right\|_{L^{p}} \lesssim\|u\|_{L^{p}}
$$

for $\lambda>\max \left\{1, \frac{2}{p}\right\}$.
Proof. The proof of Theorem 3.3 also follows the lines of the corresponding Euclidean result, see [50, Chapter 4, §2]. We detail the pertinent ingredients.

We start with the case $p \geq 2$, where only the hypothesis $\lambda>1$ is relevant. We can write

On the other hand

$$
\sup _{\rho>0} \int_{\mathbb{H}^{n}}\left(\frac{\rho}{\rho+\left|x^{-1} y\right|}\right)^{\lambda Q} \rho^{-Q} \psi(x) d x \leq C \sup _{\rho>0}\left(\psi * \varphi_{\rho}\right)(y),
$$

where $\varphi_{\rho}(x)=\rho^{-Q} \varphi(x / \rho)$ with $\varphi(x)=(1+|x|)^{-\lambda Q}$. It can be proved, analogously as in [50, Theorem 2, $\S 2.2$ of Chapter III], that

$$
\sup _{\rho>0}\left(\psi * \varphi_{\rho}\right)(y) \leq C M \psi(y)
$$

where, for $f \in L_{\mathrm{loc}}^{1}\left(\mathbb{H}^{n}\right), M$ is the centered Hardy-Littlewood maximal function given by

$$
M f(z, t)=\sup _{r>0} \frac{1}{|B((z, t), r)|} \int_{B((z, t), r)}\left|f\left(z^{\prime}, t^{\prime}\right)\right| d z^{\prime}, \quad(z, t) \in \mathbb{H}^{n}
$$

Here $B((z, t), r)$ denotes the open ball with center $(z, t)$ and radius $r$ induced by the Korányi norm $d$ and, for a measurable set $A$, we denote the volume by $|A|$. Observe that the Hardy-Littlewood maximal operator is bounded in $L^{p}\left(\mathbb{H}^{n}\right)$ for $1<p<\infty$. This follows from general results on a space of homogeneous type in the sense of Coifman and Weiss [16]. Therefore,

$$
\left\|g_{\lambda}^{*}(u)\right\|_{L^{p}}^{2} \leq C_{\lambda} \int_{\mathbb{H}^{n}}|g(u)(y)|^{2} M \psi(y) d y \leq C_{\lambda}\|g(u)\|_{L^{p}}^{2}\|M \psi\|_{L^{(p / 2)^{\prime}}} \leq C_{\lambda}\|f\|_{L^{p}}^{2} .
$$

Here we have used Theorem 3.2 and the boundedness of the maximal function.
Let us move to the case $p<2$. Let $\mu \geq 1$ and write the following variant of the maximal function

$$
M_{\mu} f(z, t)=\left(\sup _{r>0} \frac{1}{|B((z, t), r)|} \int_{B((z, t), r)}\left|f\left(z^{\prime}, t^{\prime}\right)\right|^{\mu} d z^{\prime}\right)^{1 / \mu}, \quad(z, t) \in \mathbb{H}^{n}
$$

for which the following holds

$$
\left\|M_{\mu} f\right\|_{L^{p}} \leq C_{p, \mu}\|f\|_{L^{p}}, \quad p>\mu .
$$

We also have the estimate

$$
\left|U\left(x^{-1} y, \rho\right)\right| \leq C_{\mu}\left(1+\frac{|y|}{\rho}\right)^{Q / \mu} M_{\mu} u(x) .
$$

The above follows analogously as in [50, Chapter IV, Lemma 4] with the help of the bound for the Poisson kernel in (23). With this, proceeding as in [50, Chapter IV, §2.1], we have

$$
\begin{aligned}
\left(g_{\lambda}^{*}(u)(x)\right)^{2} & =\frac{1}{p(p-1)} \int_{0}^{\infty} \int_{\mathbb{H}^{n}}\left(\frac{\rho}{\rho+|y|}\right)^{\lambda Q} \rho^{1-Q}\left(U\left(x^{-1} y, \rho\right)\right)^{2-p}\left|\mathcal{L} U^{p}\left(x^{-1} y, \rho\right)\right| d y d \rho \\
& \leq C_{\mu}^{2-p}\left(M_{\mu} u(x)\right)^{2-p} I^{*}(x),
\end{aligned}
$$

with

$$
I^{*}(x)=\int_{0}^{\infty} \int_{\mathbb{H}^{n}}\left(\frac{\rho}{\rho+|y|}\right)^{\lambda^{\prime} Q} \rho^{1-Q} \mathcal{L} U^{p}\left(x^{-1} y, \rho\right) d y d \rho .
$$

Observe that

$$
\begin{aligned}
\int_{\mathbb{H}^{n}} I^{*}(x) d x & =\int_{0}^{\infty} \int_{\mathbb{H}^{n}} \int_{\mathbb{H}^{n}}\left(\frac{\rho}{\rho+\left|x y^{-1}\right|}\right)^{\lambda^{\prime} Q} \rho^{1-Q} \mathcal{L} U^{p}(y, \rho) d x d y d \rho \\
& =C_{\lambda^{\prime}} \int_{0}^{\infty} \int_{\mathbb{H}^{n}} \rho \mathcal{L} U^{p}(y, \rho) d y d \rho
\end{aligned}
$$

where in the last step we used that, for $\lambda^{\prime}>1$,

$$
\rho^{-Q} \int_{\mathbb{H}^{n}}\left(\frac{\rho}{\rho+|x|}\right)^{\lambda^{\prime} Q} d x=\int_{\mathbb{H}^{n}}\left(\frac{1}{1+|x|}\right)^{\lambda^{\prime} Q} d x=C_{\lambda^{\prime}}<\infty .
$$

It is easy to check that an analogous identity to [50, Chapter IV, Lemma 2] also holds in our context, namely

$$
\int_{0}^{\infty} \int_{\mathbb{H}^{n}} \rho \mathcal{L} U^{p}(y, \rho) d y d \rho=\int_{\mathbb{H}^{n}} U^{p}(y, 0) d y .
$$

Gathering all the ingredients above, we infer that

$$
\begin{equation*}
\int_{\mathbb{H}^{n}} I^{*}(x) d x=C_{\lambda^{\prime}}\|u\|_{L^{p}}^{p} \tag{26}
\end{equation*}
$$

Finally, by Hölder's inequality with exponents $r$ and $r^{\prime}, 1<r<2$ (which is possible by the fact that $\left(\frac{2-p}{2}\right) p r^{\prime}=p$ and $r p / 2=1$ if $\left.r=2 / p\right)$

$$
\begin{aligned}
\int_{\mathbb{H}^{n}}\left(g_{\lambda}^{*}(u)(x)\right)^{p} d x & \leq C \int_{\mathbb{H}^{n}}\left(M_{\mu} u(x)\right)^{p(2-p) / 2}\left(I^{*}(x)\right)^{p / 2} d x \\
& \leq C\left(\int_{\mathbb{H}^{n}}\left(M_{\mu} u(x)\right)^{p} d x\right)^{1 / r^{\prime}}\left(\int_{\mathbb{H}^{n}} I^{*}(x) d x\right)^{1 / r} .
\end{aligned}
$$

The conclusion follows in view of the boundedness of the maximal operator $M_{\mu}$ and 26 .
With the corresponding modifications in the proof, a weighted version of Theorem 3.3 can be also obtained, (or by adapting the proof in [40, Corollary, p. 110] to an space of homogeneous type, taking into account the estimates for the Poisson kernel (23), using the weighted boundedness for the Hardy-Littlewood maximal operator on spaces of homogeneous type (e.g. [1]).

Theorem 3.4. Let $n \geq 1$ and $\lambda>1$. For any $u \in L^{p}\left(\mathbb{H}^{n}\right)$ we have, for $1<p<\infty$, and $w \in A_{\min \left\{p, \frac{p \lambda}{2}\right\}}$,

$$
\left\|g_{\lambda}^{*}(u)\right\|_{L^{p}(w)} \lesssim\|u\|_{L^{p}(w)} .
$$

for $\lambda>\max \left\{1, \frac{2}{p}\right\}$.
3.3. A mean value theorem on $\mathbb{H}^{n} \times \mathbb{R}^{+}$. Let us write $E:=-\mathcal{L}+\partial_{\rho \rho}$. It turns out that $E$ is homogeneous of degree 2 , hypoelliptic ${ }^{1}$ and formally self-adjoint. These facts imply that it possesses a fundamental solution $\Gamma$ which is $C^{\infty}$ off the diagonal in $\mathbb{H}^{n} \times \mathbb{R}^{+} \times \mathbb{H}^{n} \times \mathbb{R}^{+}$, see [23, 47]. Recall that $d(z, t)=|(z, t)|=\left(|z|^{4}+16 t^{2}\right)^{1 / 4}$. Let us denote $\widetilde{d}((z, t), \rho)=\left(\rho^{4}+|z|^{4}+16 t^{2}\right)^{1 / 4}$,

$$
\begin{equation*}
B_{r}=\left\{((z, t), \rho) \in \mathbb{H}^{n} \times \mathbb{R}^{+}: \widetilde{d}((z, t), \rho)<r\right\} \tag{27}
\end{equation*}
$$

and call this set the extended Heisenberg ball centered at the origin with radius $r$. Balls centered at points other than the origin are defined by left-translation and the usual Euclidean distance. We let $d\left((z, t),\left(z^{\prime}, t^{\prime}\right)\right)=d\left(\left(z^{\prime}, t^{\prime}\right)^{-1}(z, t)\right)$ denote the distance between $(z, t)$ and $\left(z^{\prime}, t^{\prime}\right)$. Then the ball $B_{r}\left(\left(z^{\prime}, t^{\prime}\right), \rho^{\prime}\right)=B\left(\left(\left(z^{\prime}, t^{\prime}\right), \rho^{\prime}\right), r\right)$ centered at $\left(z^{\prime}, t^{\prime}, \rho^{\prime}\right)$ with radius $r$ is obtained by replacing

[^1]$\left(\rho^{4}+|z|^{4}+16 t^{2}\right)^{1 / 4}$ in 27$)$ with $\widetilde{d}\left(((z, t), \rho),\left(\left(z^{\prime}, t^{\prime}\right), \rho^{\prime}\right)\right)=\left(d\left((z, t),\left(z^{\prime}, t^{\prime}\right)\right)^{4}+\left|\rho-\rho^{\prime}\right|^{4}\right)^{1 / 4}$. For simplicity, below we will denote $(x, \rho)=((z, t), \rho),\left(y, \rho^{\prime}\right)=\left(\left(z^{\prime}, t^{\prime}\right), \rho^{\prime}\right)$.

In the remarkable work [15], the authors establish a uniform Harnack's inequality for nonnegative subsolutions of equations involving a general hypoelliptic operator which is sum of squares of vector fields plus a potential $V$ which is a measurable function belonging to a certain analogue of the local Kato class. Rewriting the results in [15] specified to our context, such a Harnack's inequality concerns equations of the type $(E-V) u \geq 0$, where $V$ satisfies

$$
\begin{equation*}
\lim _{r \rightarrow 0} \sup _{(x, \rho) \in \Omega} \int_{B_{r}(x, \rho)}|V(y, \rho)| \Gamma\left((x, \rho),\left(y, \rho^{\prime}\right)\right) d y d \rho^{\prime}=0 \tag{28}
\end{equation*}
$$

where $\Omega \subset \mathbb{H}^{n} \times \mathbb{R}^{+}$is an open set. Observe that in the definition above we took the discussion on [15, page 703] into account to replace the $E$-balls by the balls $B_{r}(x, \rho)$ in [15, (1.5)].

Given an open set $\Omega \subset \mathbb{H}^{n} \times \mathbb{R}^{+}$, let $\widetilde{W}(\Omega)$ be the completion of $C^{\infty}(\Omega)$ with respect to the norm

$$
\|u\|_{\widetilde{W}(\Omega)}^{2}=\int_{\Omega}\left(|\nabla u|^{2}+u^{2}\right) d x d \rho
$$

where $\nabla$ is the one in $(7)$. We also denote $\widetilde{W}_{\text {loc }}(\Omega)$ as the class of those $u \in L_{\text {loc }}^{2}$ such $\varphi u \in \widetilde{W}(\Omega)$ for every $\varphi \in C_{0}^{\infty}(\Omega)$. Following [15, Definition 3.3], we say that $u \in \widetilde{W}_{\text {loc }}(\Omega)$ is a solution of $E u-V u \geq 0$ in $U$ if

$$
\int_{\Omega}(\nabla u \cdot \nabla \varphi+V u \varphi) d x d \rho \leq 0 \quad \text { for every } \varphi \in \widetilde{W}_{\mathrm{loc}}(\Omega), \quad \varphi \geq 0 \text { a.e. in } \Omega
$$

We will prove the following mean value inequality, which is inspired by the Harnack inequality in [15, Lemma 4.1] adapted to the present setting.

Lemma 3.5. There exist $r_{0}>0$ and for every $p>0$ a constant $C>0$, such that if $u \in \widetilde{W}_{\mathrm{loc}}(\Omega)$ is a nonnegative solution of $E u-V u \geq 0$ in $\Omega$, with $V$ satisfying (28), then

$$
\begin{equation*}
u^{p}(x, \rho) \leq \frac{C}{\left|B_{r}(x, \rho)\right|} \int_{B_{r}(x, \rho)} u^{p}\left(y, \rho^{\prime}\right) d y d \rho^{\prime} \tag{29}
\end{equation*}
$$

for every $r \leq r_{0}$ provided $B_{4 r}(x, \rho) \subset \Omega$.
In order to prove Lemma 3.5, we will need two results from [15] adapted to the current setting.
Theorem 3.6 ([15, Theorem 3.9]). There exist $C=C(\Omega)>0$ and $R=R(\Omega)>0$ such that for every $r<R$ such that $B_{3 r}(x, \rho) \subset \Omega$,

$$
u(x, \rho) \leq C\left(f_{B_{r}(x, \rho)} u^{2}\right)^{1 / 2} \quad \text { a.e. in } \Omega
$$

for every nonnegative function $u \in \widetilde{W}_{\mathrm{loc}}(\Omega)$ such that $E u-V u \geq 0$.
Corollary 3.7 ([15, Corollary 3.10]). There exist positive constants $C=C(\Omega), R=R(\Omega)$, and $M=M(\Omega)$ such that if $u \in \widetilde{W}_{\mathrm{loc}}(\Omega), u \geq 0$ satisfies $E u-V u \geq 0$ in $\Omega, r<R$ and $B_{4 r}(x, \rho) \subset \Omega$, then

$$
\sup _{B_{s r}(x, \rho)} u^{2} \leq \frac{C}{(t-s)^{M}\left|B_{r}(x, \rho)\right|} \int_{B_{t r}(x, \rho)} u^{2} d y d \rho
$$

for every $s, t$, with $1 / 2 \leq s<t \leq 1$.
Proof of Lemma 3.5. The proof follows the lines of [15, Proof of Lemma 4.1], but slightly twisting the argument therein. Let us assume, without loss of generality, that $0<p<2$. Set

$$
J(s)=\frac{1}{\left|B_{r}(x, \rho)\right|^{1-2 / p}}\left(\int_{B_{s r}(x, \rho)} u^{2} d y d \rho\right)\left(\int_{B_{r}(x, \rho)} u^{p} d y d \rho\right)^{-2 / p}
$$

By Theorem 3.6 we have

$$
\begin{aligned}
u(x, \rho)^{p} & \leq C\left(f_{B_{r / 2}(x, \rho)} u^{2}\right)^{p / 2} \\
& =\frac{C}{\left|B_{r / 2}(x, \rho)\right|^{p / 2}}\left[J(1 / 2)\left|B_{r}(x, \rho)\right|^{1-2 / p}\left(\int_{B_{r}(x, \rho)} u^{p}\right)^{2 / p}\right]^{p / 2} \\
& \simeq \frac{1}{\left|B_{r}(x, \rho)\right|} J(1 / 2)^{p / 2} \int_{B_{r}(x, \rho)} u^{p},
\end{aligned}
$$

where the above $\simeq$ holds in view of the doubling condition for the balls $B_{\delta}(x, \rho)$, namely $\left|B_{\delta}(x, \rho)\right| \leq$ $\left|B_{2 \delta}(x, \rho)\right| \leq C\left|B_{\delta}(x, \rho)\right|$ for some $C>0$, see [42] and [15, (1.12)].

At this point we have to show that $J(1 / 2) \leq C$. We get, for $1 / 2 \leq s<t \leq 1$,

$$
\begin{aligned}
& J(s)=\frac{1}{\left|B_{r}(x, \rho)\right|^{1-2 / p}}\left(\int_{B_{s r}(x, \rho)} u^{2-p} u^{p} d y d \rho\right)\left(\int_{B_{r}(x, \rho)} u^{p} d y d \rho\right)^{-2 / p} \\
& \leq \frac{1}{\left|B_{r}(x, \rho)\right|^{1-2 / p}}\left(\sup _{B_{s r}(x, \rho)} u^{2}\right)^{(2-p) / 2} \int_{B_{s r}(x, \rho)} u^{p} d y d \rho\left(\int_{B_{r}(x, \rho)} u^{p} d y d \rho\right)^{-2 / p} \\
& \underset{\text { Corollary }}{\leq} \frac{1}{\text { 3.7 }} \frac{C}{\left|B_{r}(x, \rho)\right|^{1-2 / p}}\left(\frac{C}{(t-s)^{M}\left|B_{r}(x, \rho)\right|} \int_{B_{t r}(x, \rho)} u^{2} d y d \rho\right)^{(2-p) / 2} \\
& \times \int_{B_{s r}(x, \rho)} u^{p} d y d \rho\left(\int_{B_{r}(x, \rho)} u^{p} d y d \rho\right)^{-2 / p} \\
& \underset{B_{s r}(x, \rho) \subset B_{r}(x, \rho)}{\leq}\left[\frac{1}{\left|B_{r}(x, \rho)\right|^{-2 / p}}\left(\int_{B_{r}(x, \rho)} u^{p} d y d \rho\right)^{-2 / p}\right]^{(2-p) / 2} \\
& \times\left(\frac{C}{(t-s)^{M}\left|B_{r}(x, \rho)\right|} \int_{B_{t r}(x, \rho)} u^{2} d y d \rho\right)^{(2-p) / 2} \\
& =\left(\frac{C}{(t-s)^{M}}\right)^{(2-p) / 2} J(t)^{(2-p) / 2} .
\end{aligned}
$$

From this inequality it can be proved, see [12, pp. 417-418], [15, Proof of Lemma 4.1], or [20, pp. 1004-1005] (by a reasoning originally by Dahlberg and Kenig), that $J(1 / 2) \leq C$, uniformly in $r$. This concludes the proof.

Remark 3.8. We observe that, in the proof of Lemma 3.5, the local result Corollary 3.7 is only used to prove the inequality involving $J(s)$. Lemma 3.5 extends the mean value inequality of Theorem 3.6 to allow $L^{p}$-averages on the right hand side.

We also recall the following result proved in [47], stated in our context.
Theorem 3.9 ([47). For every bounded set $\Omega \subset \mathbb{H}^{n} \times \mathbb{R}^{+}$there exist $C_{1}, C_{2}, r_{0}>0$ such that for every $(x, \rho) \in \Omega$ and every $\left(y, \rho^{\prime}\right) \in \Omega \backslash\{(x, \rho)\}$ with $\widetilde{d}\left((x, \rho),\left(y, \rho^{\prime}\right)\right) \leq r_{0}$ we have

$$
C_{1} \frac{\widetilde{d}\left((x, \rho),\left(y, \rho^{\prime}\right)\right)^{2}}{\left|B_{\widetilde{d}\left((x, \rho),\left(y, \rho^{\prime}\right)\right)}(x, \rho)\right|} \leq \Gamma\left((x, \rho),\left(y, \rho^{\prime}\right)\right) \leq C_{2} \frac{\widetilde{d}\left((x, \rho),\left(y, \rho^{\prime}\right)\right)^{2}}{\left|B_{\widetilde{d}\left((x, \rho),\left(y, \rho^{\prime}\right)\right)}(x, \rho)\right|}
$$

Observe that, if $V$ is constant on a bounded open set $\Omega \subset \mathbb{H}^{n} \times \mathbb{R}^{+}$then the condition (28) holds, in virtue of Theorem 3.9.

We finally mention that other mean value inequalities have been proved in the literature for sublaplacians on Carnot groups (see [6, 7, 8]). In the following sections, it will be fundamental to involve such an inequality for solutions of equations involving a sublaplacian and a suitable potential.

## 4. Proof of Theorem 1.3

The proof follows the arguments in [18], which in turn are inspired by the strategy sketched in [50]. Without loss of generality, we will prove the inequality at $x=0$. Let $u \in \mathcal{S}\left(\mathbb{H}^{n}\right)$ and recall that we denote by $U(x, \rho):=e^{-\rho \mathcal{L}^{1 / 2}} u(x)$ the Poisson semigroup associated with the non-conformal harmonic extension (22). In $\mathbb{H}^{n} \times \mathbb{R}^{+}$, let $\Gamma$ be the path joining the points $(0,0)$ and $(y, 0)$, consisting of the line segments joining $(0,0)$ with $(0,|y|),(0,|y|)$ with $(y,|y|)$, and $(y,|y|)$ with $(y, 0)$, where $y \in \mathbb{H}^{n}$. By Stokes' theorem we have

$$
\int_{\Gamma} \nabla U d \lambda=U(y, 0)-U(0,0)=u(y)-u(0)
$$

which implies

$$
|u(y)-u(0)| \leq \int_{0}^{|y|}(|\nabla U(y, \lambda)|+|\nabla U(0, \lambda)|+|\nabla U(\lambda \widehat{y},|y|)|) d \lambda, \quad \widehat{y}=\frac{y}{|y|}
$$

Let us denote by $F(x, \rho):=e^{-\rho \mathcal{L}^{1 / 2}}\left(\mathcal{L}^{s} u\right)$ the non-conformal harmonic extension of $\mathcal{L}^{s} u$.
We will need two lemmas. First, we have the following fundamental identity.
Lemma 4.1. Let $u \in \mathcal{S}\left(\mathbb{H}^{n}\right)$. Then, for $0<2 s<n+1$,

$$
U(x, \rho)=\frac{1}{\Gamma(s)} \int_{0}^{\infty} F(x, \rho+\mu) \mu^{2 s-1} d \mu .
$$

Proof. By using the semigroup property of $e^{-\rho \mathcal{L}^{1 / 2}} u(x)$ and the fact that $\mathcal{L}^{-s} \mathcal{L}^{s}=I d$, we get

$$
\begin{aligned}
\int_{0}^{\infty} F(x, \rho+\mu) \mu^{2 s-1} d \mu & =\int_{0}^{\infty} e^{-(\rho+\mu) \mathcal{L}^{1 / 2}}\left(\mathcal{L}^{s} u\right)(x) \mu^{2 s-1} d \mu \\
& =e^{-\rho \mathcal{L}^{1 / 2}} \int_{0}^{\infty} e^{-\mu \mathcal{L}^{1 / 2}}\left(\mathcal{L}^{s} u\right)(x) \mu^{2 s-1} d \mu \\
& =\Gamma(2 s) e^{-\rho \mathcal{L}^{1 / 2}} \mathcal{L}^{-s}\left(\mathcal{L}^{s}\right) u(x) \\
& =\Gamma(2 s) e^{-\rho \mathcal{L}^{1 / 2}} u(x)=\Gamma(2 s) U(x, \rho),
\end{aligned}
$$

as desired.
It is important to remark that Lemma 4.1 is strongly based on the fact that, for $0<2 s<n+1$, the Riesz potentials $\mathcal{L}^{-s}$ are defined via function calculus in terms of the (non-conformal) Poisson semigroup associated with $\mathcal{L}$ as

$$
\mathcal{L}^{-s} f(z, t)=\frac{1}{\Gamma(s)} \int_{0}^{\infty} e^{-\mu \mathcal{L}^{1 / 2}} f(z, t) \frac{d \mu}{\mu^{1-2 s}} .
$$

There is no such an analogue representation for the Riesz potentials $\mathcal{L}_{-s}$ in terms of the solution $f \mapsto f * \varphi_{1 / 2, \rho}$ of the conformally invariant harmonic extension (see the interesting discussion in [26, Section 1, (1.3) and (1.11)]) which is the reason why we refrain from using a $g_{\lambda}^{*}$-function associated with $\mathcal{L}_{1 / 2}$.

The second lemma shows that $|\nabla F|^{2}$ is a solution to the inequality $\left(\partial_{\rho \rho}-\mathcal{L}\right) u+2 u \geq 0$.
Lemma 4.2. Let $F(x, \rho)$ be the non-conformal harmonic extension of $\mathcal{L}^{s} u$, i.e. $\left(\partial_{\rho \rho}-\mathcal{L}\right) F=0$, with $F(x, 0)=c_{n} \mathcal{L}^{s} u(x)$. Then

$$
\left(\partial_{\rho \rho}-\mathcal{L}\right)|\nabla F|^{2}+2|\nabla F|^{2} \geq 0 .
$$

Proof. Denote

$$
f:=|\nabla F|^{2}=\sum_{i=1}^{n}\left(\left(X_{i} F\right)^{2}+\left(Y_{i} F\right)^{2}\right)+(T F)^{2}+\left(\partial_{\rho} F\right)^{2} .
$$

We also have the following commuting relations

$$
\begin{equation*}
\left[X_{j}, Y_{j}\right]=-T, \quad\left[X_{j}^{2}, Y_{j}\right]=2 X_{j} T, \quad\left[Y_{j}^{2}, X_{j}\right]=-2 Y_{j} T \tag{30}
\end{equation*}
$$

and all other brackets vanish. We have that

$$
X_{j} f=2 \sum_{i=1}^{n}\left(X_{i} F\right)\left(X_{j} X_{i} F\right)+2 \sum_{i=1}^{n}\left(Y_{i} F\right)\left(X_{j} Y_{i} F\right)+2(T F)\left(X_{j} T F\right)+2\left(\partial_{\rho} F\right)\left(X_{j} \partial_{\rho} F\right)
$$

and

$$
\begin{aligned}
X_{j}^{2} f=2 \sum_{i=1}^{n}\left(\left(X_{j} X_{i} F\right)^{2}+\left(X_{i} F\right)\right. & \left.\left(X_{j}^{2} X_{i} F\right)\right)+2 \sum_{i=1}^{n}\left(\left(X_{j} Y_{i} F\right)^{2}+\left(Y_{i} F\right)\left(X_{j}^{2} Y_{i} F\right)\right) \\
& +2\left(X_{j} T F\right)^{2}+2(T F)\left(X_{j}^{2} T F\right)+2\left(X_{j} \partial_{\rho} F\right)^{2}+2\left(\partial_{\rho} F\right)\left(X_{j}^{2} \partial_{\rho} F\right) .
\end{aligned}
$$

Analogously,

$$
\begin{aligned}
Y_{j}^{2} f=2 \sum_{i=1}^{n}\left(\left(Y_{j} X_{i} F\right)^{2}+\left(X_{i} F\right)\right. & \left.\left(Y_{j}^{2} X_{i} F\right)\right)+2 \sum_{i=1}^{n}\left(\left(Y_{j} Y_{i} F\right)^{2}+\left(Y_{i} F\right)\left(Y_{j}^{2} Y_{i} F\right)\right) \\
& +2\left(Y_{j} T F\right)^{2}+2(T F)\left(Y_{j}^{2} T F\right)+2\left(Y_{j} \partial_{\rho} F\right)^{2}+2\left(\partial_{\rho} F\right)\left(Y_{j}^{2} \partial_{\rho} F\right)
\end{aligned}
$$

and, finally

$$
\begin{aligned}
& \partial_{\rho \rho} f=2 \sum_{i=1}^{n}\left(\left(\partial_{\rho} X_{i} F\right)^{2}+\left(X_{i} F\right)\left(\partial_{\rho \rho} X_{i} F\right)\right)+2 \sum_{i=1}^{n}\left(\left(\partial_{\rho} Y_{i} F\right)^{2}+\left(Y_{i} F\right)\left(\partial_{\rho \rho} Y_{i} F\right)\right) \\
&+2\left(\partial_{\rho} T F\right)^{2}+2(T F)\left(\partial_{\rho \rho} T F\right)+2\left(\partial_{\rho \rho} F\right)^{2}+2\left(\partial_{\rho} F\right)\left(\partial_{\rho \rho \rho} F\right) .
\end{aligned}
$$

Adding all the terms in $j$, and taking the commutation relations into account, we have

$$
\begin{aligned}
& \left(\partial_{\rho \rho}-\mathcal{L}\right)|\nabla F|^{2} \\
& =\underbrace{2 \sum_{j=1}^{n} \sum_{i=1}^{n}\left(\left(X_{j} X_{i} F\right)^{2}+\left(Y_{j} X_{i} F\right)^{2}+\left(X_{j} Y_{i} F\right)^{2}+\left(Y_{j} Y_{i} F\right)^{2}+\left(X_{j} \partial_{\rho} F\right)^{2}+\left(Y_{j} \partial_{\rho} F\right)^{2}\right)}_{I} \\
& +\underbrace{2 \sum_{i=1}^{n}\left(\left(\partial_{\rho} X_{i} F\right)^{2}+\left(\partial_{\rho} Y_{i} F\right)^{2}\right)}_{I I} \\
& +\underbrace{2 \sum_{j=1}^{n}\left(\left(X_{j} T F\right)^{2}+\left(Y_{j} T F\right)^{2}+\left(\partial_{\rho} T F\right)^{2}+\left(X_{j} \partial_{\rho} F\right)^{2}+\left(Y_{j} \partial_{\rho} F\right)^{2}+\left(\partial_{\rho \rho} F\right)^{2}\right)}_{I I I} \\
& +\underbrace{2 \sum_{i=1}^{n}\left(X_{i} F\right)\left[\sum_{j=1}^{n}\left(\left(X_{i} X_{j}^{2} F\right)+\left(X_{i} Y_{j}^{2} F\right)\right)+\left(X_{i} \partial_{\rho \rho} F\right)\right]}_{I V} \\
& +\underbrace{2 \sum_{i=1}^{n}\left(Y_{i} F\right)\left[\sum_{j=1}^{n}\left(\left(Y_{i} X_{j}^{2} F\right)+\left(Y_{i} Y_{j}^{2} F\right)\right)+\left(Y_{i} \partial_{\rho \rho} F\right)\right]}_{V} \\
& +\underbrace{2(T F)\left[\sum_{j=1}^{n}\left(\left(T X_{j}^{2} F\right)+\left(T Y_{j}^{2} F\right)\right)+\left(T \partial_{\rho \rho} F\right)\right]}_{V I} \\
& +\underbrace{2\left(\partial_{\rho} F\right)\left[\sum_{j=1}^{n}\left(\left(\partial_{\rho} X_{j}^{2} F\right)+\left(\partial_{\rho} Y_{j}^{2} F\right)\right)+\left(\partial_{\rho} \partial_{\rho \rho} F\right)\right]}_{V I I} \\
& +\underbrace{2 \sum_{j=1}^{n}\left(\left(X_{j} T F\right)^{2}+\left(Y_{j} T F\right)^{2}+\left(\partial_{\rho} T F\right)^{2}\right)+4 \sum_{j=1}^{n}\left(\left(X_{j} F\right)\left(Y_{j} T F\right)-\left(Y_{j} F\right)\left(X_{j} T F\right)\right)}_{V I I I} .
\end{aligned}
$$

First notice that $I+I I+I I I \geq 0$. Moreover, since $F$ is harmonic, that is $\left(\partial_{\rho \rho}+\sum_{j=1}^{n}\left(X_{j}^{2}+Y_{j}^{2}\right)\right) F=$ 0 , we also have that $I V+V+V I+V I I=0$. Therefore, by the elementary inequality $a b \leq \frac{a^{2}}{2}+\frac{b^{2}}{2}$ we can easily estimate

$$
\begin{aligned}
& \left(\partial_{\rho \rho}-\mathcal{L}\right)|\nabla F|^{2} \geq \text { VIII } \\
& \geq 2 \sum_{j=1}^{n}\left(\left(X_{j} T F\right)^{2}+\left(Y_{j} T F\right)^{2}+\left(\partial_{\rho} T F\right)^{2}\right)-2 \sum_{j=1}^{n}\left(\left(X_{j} F\right)^{2}+\left(Y_{j} T F\right)^{2}+\left(Y_{j} F\right)^{2}+\left(X_{j} T F\right)^{2}\right) \\
& \geq-2 \sum_{j=1}^{n}\left(\left(X_{j} F\right)^{2}+\left(Y_{j} F\right)^{2}\right) \geq-2|\nabla F|^{2},
\end{aligned}
$$

and this completes the proof of the lemma.

We can now start with the proof of Theorem 1.3. Lemma 4.1 and a change of variables yield

$$
\begin{aligned}
|u(y)-u(0)| & \leq \int_{0}^{|y|}\left(\int_{\lambda}^{\infty}(|\nabla F(y, \mu)|+|\nabla F(0, \mu)|+|\nabla F(\lambda \widehat{y}, \mu+|y|-\lambda)|)(\mu-\lambda)^{2 s-1} d \mu\right) d \lambda \\
& =I+I I+I I I+I V,
\end{aligned}
$$

where

$$
\begin{aligned}
I & :=\int_{0}^{|y|} \int_{\lambda}^{|y|}|\nabla F(y, \mu)|(\mu-\lambda)^{2 s-1} d \mu d \lambda, \quad I I:=\int_{0}^{|y|} \int_{\lambda}^{|y|}|\nabla F(0, \mu)|(\mu-\lambda)^{2 s-1} d \mu d \lambda, \\
I I I & :=\int_{0}^{|y|} \int_{\lambda}^{|y|}|\nabla F(\lambda \widehat{y}, \mu+|y|-\lambda)|(\mu-\lambda)^{2 s-1} d \mu d \lambda, \\
I V & \left.:=\int_{0}^{|y|} \int_{|y|}^{\infty}(|\nabla F(y, \mu)|+|\nabla F(0, \mu)|+|\nabla F(\lambda \widehat{y}, \mu+|y|-\lambda)|)(\mu-\lambda)^{2 s-1} d \mu\right) d \lambda .
\end{aligned}
$$

Estimate of $I V$. Observe that, for $A>0$ and $2 s<A<1$,

$$
\begin{equation*}
I V \lesssim \sup _{|x| \leq|y|<\rho}|\nabla F(x, \rho)| \rho^{A} \int_{0}^{|y|} \int_{|y|}^{\infty} \mu^{-A}(\mu-\lambda)^{2 s-1} d \mu d \lambda \lesssim \sup _{|x| \leq|y|<\rho}|\nabla F(x, \rho)| \rho^{A}|y|^{1+2 s-A} \tag{31}
\end{equation*}
$$

In view of Lemma 4.2 we have, by Lemma 3.5 with $p=1$,

$$
\begin{equation*}
|\nabla F|^{2} \leq \frac{C}{|B(x, \rho)|} \int_{B_{\rho}(x, \rho)}|\nabla F|^{2}(y) d y \tag{32}
\end{equation*}
$$

Moreover, we have that

$$
D(x, \rho):=\left\{(\xi, \tau) \in \mathbb{H}^{n} \times \mathbb{R}^{+}:|\xi-x|<\frac{\rho}{2},|\tau-\rho|<\frac{\rho}{2}\right\}
$$

has equivalent measure to $B_{\rho / 2}(x, \rho)$.
Then, from (31) and (32), we get

$$
(I V)^{2} \lesssim \sup _{|x| \leq|y|<\rho} \rho^{2 A}|y|^{2+4 s-2 A} \int_{D}|\nabla F(\xi, \tau)|^{2} d \xi d \tau \frac{1}{\rho^{1+Q}}
$$

Let

$$
C:=\left\{(\xi, \tau) \in \mathbb{H}^{n} \times \mathbb{R}^{+}:|\xi| \leq 3 \tau\right\} .
$$

Notice that $D \subset\{(\xi, \tau) \in C: \tau \geq|y| / 2\}$ and in $D$ we have that $\rho / 2 \leq \tau \leq 3 / 2 \rho$, see Figure 1, thus

$$
(I V)^{2} \lesssim|y|^{2+4 s-2 A} \int_{C, \tau \geq|y| / 2}|\nabla F(\xi, \tau)|^{2} \tau^{2 A-Q-1} d \xi d \tau
$$

We divide by $|y|^{Q+4 s}$ and integrate in $y$, to obtain

$$
\begin{equation*}
\int_{\mathbb{H}^{n}} \frac{(I V)^{2}}{|y|^{Q+4 s}} d y \lesssim \int_{C}\left(\int_{|y| \leq 2 \tau}|y|^{2-Q-2 A} d y\right)|\nabla F(\xi, \tau)|^{2} \tau^{2 A-Q-1} d \xi d \tau \lesssim \int_{C}|\nabla F(\xi, \tau)|^{2} \tau^{1-Q} d \xi d \tau \tag{33}
\end{equation*}
$$

Estimate of $I I I$. In this case, $0 \leq \lambda \leq \mu \leq|y|$, so that $\mu+|y|-\lambda \geq \lambda+|y|-\lambda=|y| \geq \lambda=|\lambda \widehat{y}|$, and then

$$
\begin{aligned}
I I I & \lesssim \sup _{|x| \leq|y| \leq \rho} \rho^{A}|\nabla F(x, \rho)| \int_{0}^{|y|} \int_{\lambda}^{|y|}(|y|+\mu-\lambda)^{-A}(\mu-\lambda)^{2 s-1} d \xi d \lambda \\
& \lesssim \sup _{|x| \leq|y| \leq \rho} \rho^{A}|\nabla F(x, \rho)||y|^{-A+1+2 s} .
\end{aligned}
$$



Figure 1. The sets $D$ and $C$.

Hence, reasoning as in the case of $I V$, we conclude that $I I I$ is also bounded by the right-hand side of (33), namely

$$
\begin{equation*}
\int_{\mathbb{H}^{n}} \frac{(I I I)^{2}}{|y|^{Q+4 s}} d y \lesssim \int_{C}|\nabla F(\xi, \tau)|^{2} \tau^{1-Q} d \xi d \tau . \tag{34}
\end{equation*}
$$

Estimate of $I I$. Let $0<\varepsilon<4 s$. By Fubini and Cauchy-Schwarz, we have

$$
\begin{aligned}
I I & =\int_{0}^{|y|}\left(\int_{0}^{\mu}|\nabla F(0, \mu)|(\mu-\lambda)^{2 s-1} d \lambda\right) d \mu \\
& \simeq \int_{0}^{|y|}|\nabla F(0, \mu)| \mu^{2} s d \mu \\
& \leq\left(\int_{0}^{|y|}|\nabla F(0, \mu)|^{2} \mu^{1+4 s-\varepsilon} d \mu\right)^{1 / 2}\left(\int_{0}^{|y|} \mu^{\varepsilon-1} d \mu\right)^{1 / 2} \\
& \lesssim\left(\int_{0}^{|y|}|\nabla F(0, \mu)|^{2} \mu^{1+4 s-\varepsilon} d \mu\right)^{1 / 2}|y|^{\varepsilon / 2} .
\end{aligned}
$$

From here,

$$
(I I)^{2} \lesssim \int_{0}^{|y|}|\nabla F(0, \mu)|^{2} \mu^{1+4 s-\varepsilon} d \mu|y|^{\varepsilon},
$$

thus, applying Fubini

$$
\begin{aligned}
\int_{\mathbb{H}^{n}} \frac{(I I)^{2}}{|y|^{Q+4 s}} d y & \lesssim \int_{\mathbb{H}^{n}}|y|^{\varepsilon-Q-4 s}\left(\int_{0}^{|y|}|\nabla F(0, \mu)|^{2} \mu^{1+4 s-\varepsilon} d \mu\right) d y \\
& =\int_{0}^{\infty}\left(\int_{|y| \geq \mu}|y|^{\varepsilon-Q-4 s} d y\right)|\nabla F(0, \mu)|^{2} \mu^{1+4 s-\varepsilon} d \mu \\
& \lesssim \int_{0}^{\infty}|\nabla F(0, \mu)|^{2} \mu d \mu .
\end{aligned}
$$

Then by Lemma 3.5 with $p=1$ we obtain

$$
\int_{\mathbb{H}^{n}} \frac{(I I)^{2}}{|y|^{Q+4 s}} d y \lesssim \int_{0}^{\infty} \mu \mu^{-1-Q} \int_{E}|\nabla F(\xi, \tau)|^{2} d \xi d \tau d \mu
$$

with $E:=\{(\xi, \tau):|\xi| \leq \mu / 2,|\tau-\mu| \leq \mu / 2\}$. Notice that, in $E, \mu / 2 \leq \tau \leq 3 / 2 \mu$, so $2 / 3 \tau \leq \mu \leq 2 \tau$ and $E \subset C$, where $C$ is the cone defined above. By Fubini,

$$
\begin{equation*}
\int_{\mathbb{H}^{n}} \frac{(I I)^{2}}{|y|^{Q+4 s}} d y \lesssim \int_{C}|\nabla F(\xi, \tau)|^{2}\left(\int_{2 / 3 \tau}^{2 \tau} \mu^{-Q} d \mu\right) d \xi d \tau \lesssim \int_{C}|\nabla F(\xi, \tau)|^{2} \tau^{1-Q} d \xi d \tau . \tag{35}
\end{equation*}
$$

Estimate of $I$. Let $0<\varepsilon<4 s$. By Fubini and Cauchy-Schwarz, we get

$$
\begin{aligned}
I=\int_{0}^{|y|}\left(\int_{0}^{\mu}|\nabla F(y, \mu)|(\mu-\lambda)^{2 s-1} d \lambda\right) d \mu & \simeq \int_{0}^{|y|}|\nabla F(y, \mu)| \mu^{2 s} d \mu \\
& \lesssim\left(\int_{0}^{|y|}|\nabla F(y, \mu)|^{2} \mu^{1+4 s-\varepsilon} d \mu\right)^{1 / 2}|y|^{\varepsilon / 2}
\end{aligned}
$$

Therefore, by using Fubini again

$$
\begin{aligned}
\int_{\mathbb{H}^{n}} \frac{(I)^{2}}{|y|^{Q+4 s}} d y & \lesssim \int_{\mathbb{H}^{n}}|y|^{\varepsilon-Q-4 s}\left(\int_{0}^{|y|}|\nabla F(y, \mu)|^{2} \mu^{1+4 s-\varepsilon} d \mu\right) d y \\
& =\int_{0}^{\infty}\left(\int_{|y| \geq \mu}|y|^{\varepsilon-Q-4 s}|\nabla F(y, \mu)|^{2} d y\right) \mu^{1+4 s-\varepsilon} d \mu .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\int_{\mathbb{H}^{n} n} \frac{(I)^{2}}{|y|^{Q+4 s}} d y \lesssim \int_{|y| \geq \mu}|\nabla F(y, \mu)|^{2} \frac{\mu^{1+4 s-\varepsilon}}{|y|^{Q+4 s-\varepsilon}} d y d \mu . \tag{36}
\end{equation*}
$$

Gathering (33), (34), (35), and (36), we have that, for $\varepsilon \in(0,4 s)$,

$$
\begin{equation*}
\int_{\mathbb{H}^{n}} \frac{|u(y)-u(0)|^{2}}{|y|^{Q+4 s}} d y \lesssim \int_{C}|\nabla F(\xi, \tau)|^{2} \tau^{1-Q} d \xi d \tau+\int_{|y| \leq \mu}|\nabla F(y, \mu)|^{2} \frac{\mu^{1+4 s-\varepsilon}}{|y|^{Q+4 s-\varepsilon}} d y d \mu . \tag{37}
\end{equation*}
$$

Recalling the definition of $g_{\lambda}^{*}$ in (24), then

$$
g_{\lambda}^{*}\left(\mathcal{L}^{s} u\right)(0)^{2}=\int_{0}^{\infty} \int_{\mathbb{H}^{n}}\left(\frac{\tau}{\tau+|\xi|}\right)^{\lambda Q} \tau^{1-Q}|\nabla F(\xi, \tau)|^{2} d \tau .
$$

It is easy to see that the first integral in the right-hand side of (37) can be estimated by $g_{\lambda}^{*}\left(\mathcal{L}^{s} u\right)(0)^{2}$ for any $\lambda$. For the second one, observe that the restriction $\mu \leq|y|$ implies that $\frac{1}{|y|} \leq \frac{2}{\mu+|y|}$, therefore

$$
\frac{\mu^{1+4 s-\varepsilon}}{|y|^{Q+4 s-\varepsilon}} \lesssim \frac{\mu^{1+4 s-\varepsilon}}{(|y|+\mu)^{Q+4 s-\varepsilon}} .
$$

Then the second term is bounded by $g_{\lambda}^{*}\left(\mathcal{L}^{s} u\right)(0)^{2}$ with $\lambda=\frac{1}{Q}(Q+4 s-\varepsilon)$. Since $\varepsilon$ is arbitrarily small, the proof is finished.

## 5. Proof of Theorem 1.1

Let us denote by $x=(z, t)$. The pointwise representation 20) implies the identity

$$
\mathcal{L}_{s}(u v)-u \mathcal{L}_{s} v-v \mathcal{L}_{s} u=b(n, s) T_{s}(u, v), \quad 0<s<1 / 2,
$$

where $b(n, s)$ is the constant in (21) and $T_{s}(u, v)$ is the bilinear form

$$
T_{s}(u, v)(x)=\int_{\mathbb{H}^{n}} \frac{\left[\left(u\left(x y^{-1}\right)-u(x)\right)\left(v\left(x y^{-1}\right)-v(x)\right)\right]}{|y|^{Q+2 s}} d y, \quad x \in \mathbb{H}^{n}, \quad 0<s<1 / 2 .
$$

Then, in order to prove Theorem 1.1. we are reduced to show that, for all $u, v \in \mathcal{S}\left(\mathbb{H}^{n}\right)$ we have

$$
\left\|T_{s}(u, v)\right\|_{L^{p}} \lesssim\left\|\mathcal{L}_{s_{1}} u\right\|_{L^{p_{1}}}\left\|\mathcal{L}_{s_{2}} v\right\|_{L^{p_{2}}}
$$

Recall the definition of the square fractional integral

$$
\mathcal{D}_{s} u(x):=\left(\int_{\mathbb{H}^{n}} \frac{\left|u\left(x y^{-1}\right)-u(x)\right|^{2}}{|y|^{Q+4 s}} d y\right)^{1 / 2}, \quad 0<s<1 / 2 .
$$

Observe that, by Cauchy-Schwarz we have the poinwise estimate

$$
\begin{equation*}
\left|T_{s}(u, v)(x)\right| \leq \mathcal{D}_{s_{1}} u(x) \mathcal{D}_{s_{2}} v(x), \quad x \in \mathbb{H}^{n}, \quad s=s_{1}+s_{2}, \quad s \in(0,1 / 2) \quad s_{j} \in(0,1 / 2) \tag{38}
\end{equation*}
$$

In view of (38), Hölder's inequality and Theorem 1.3 yield

$$
\left\|T_{s}(u, v)\right\|_{L^{p}} \lesssim\left\|\mathcal{D}_{s_{1}} u\right\|_{L^{p_{1}}}\left\|\mathcal{D}_{s_{2}} u\right\|_{L^{p_{2}}} \leq \Lambda\left(n, s_{1}\right) \Lambda\left(n, s_{2}\right)\left\|g_{\lambda_{1}}^{*}\left(\mathcal{L}^{s_{1}} u\right)\right\|_{L^{p_{1}}}\left\|g_{\lambda_{2}}^{*}\left(\mathcal{L}^{s_{2}} u\right)\right\|_{L^{p_{2}}}
$$

for any $p, p_{1}, p_{2} \in(0, \infty]$ with $\frac{1}{p}=\frac{1}{p_{1}}+\frac{1}{p_{2}}$, any $s_{j} \in(0,1 / 2), s_{1}+s_{2}=s<1 / 2$ and any $\lambda_{j}<1+\frac{4 s_{j}}{Q}$. By Theorem 3.3 and (15) we conclude (5), namely

$$
\left\|T_{s}(u, v)\right\|_{L^{p}} \lesssim\left\|\mathcal{D}_{s_{1}} u\right\|_{L^{p_{1}}}\left\|\mathcal{D}_{s_{2}} u\right\|_{L^{p_{2}}} \lesssim \Lambda\left(n, s_{1}\right) \Lambda\left(n, s_{2}\right)\left\|\mathcal{L}_{s_{1}} u\right\|_{L^{p_{1}}}\left\|\mathcal{L}_{s_{2}} u\right\|_{L^{p_{2}}}
$$

provided $\lambda_{j}$ is such that $\max \left\{1, \frac{2}{p_{j}}\right\}<\lambda_{j}<1+\frac{4 s_{j}}{Q}$.
The weighted estimate (6) is proved similarly. First, instead of Theorem 3.3, we use Theorem 3.4 , which imposes the conditions $w_{j} \in A_{q_{j}}$, for $1<q_{j}<\min \left\{p_{j}, p_{j}\left(\frac{1}{2}+\frac{2 s_{j}}{Q}\right)\right\}$. Nevertheless, the selfimproving property of Muckenhoupt weights (i.e., $A_{q} \subset A_{p}, 1 \leq q<p$, see [19, Proposition 7.2 (1)]) allows to relax the condition into $w_{j} \in A_{q_{j}}$, for $1<q_{j}=\min \left\{p_{j}, p_{j}\left(\frac{1}{2}+\frac{2 s_{j}}{Q}\right)\right\}$. Since we always have $2 s_{j} / Q<1 / 2$, we obtain that $w_{j} \in A_{q_{j}}$, for $1<q_{j}=p_{j}\left(\frac{1}{2}+\frac{2 s_{j}}{Q}\right)$, as desired. The conclusion follows by using (16).
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[^1]:    ${ }^{1}$ A differential operator $D$ is hypoelliptic if the solutions of the equation $D f=g$ with $g \in C^{\infty}$, are also $C^{\infty}$. In our case, by a theorem of Hörmander [30], since $X_{j}, Y_{j}, j=1, \ldots, n$ are vector fields with the property that their commutators up to a certain order span the tangent space at every point, then $\sum_{j=1}^{n}\left(X_{j}^{2}+Y_{j}^{2}\right)$ is hypoelliptic, and hence $E$ is.

