
21 May 2023

Becattini, F., Bongini, P., Bulla, L., Del Bimbo, A., Marinucci, L., Mongiovì, M., et al. (2023). VISCOUNTH: A
Large-Scale Multilingual Visual Question Answering Dataset for Cultural Heritage. ACM TRANSACTIONS ON
MULTIMEDIA COMPUTING, COMMUNICATIONS AND APPLICATIONS [10.1145/3590773].

VISCOUNTH: A Large-Scale Multilingual Visual Question Answering Dataset for
Cultural Heritage

Published:

DOI:10.1145/3590773

Terms of use:

Open Access

(Article begins on next page)

The terms and conditions for the reuse of this version of the manuscript are specified in the publishing
policy. Works made available under a Creative Commons license can be used according to the terms and
conditions of said license.
For all terms of use and more information see the publisher's website.

Availability:

This version is availablehttp://hdl.handle.net/11365/1230154 since 2023-04-13T08:59:06Z

Original:

This is the peer reviewed version of the following article:



VISCOUNTH: A Large-Scale Multilingual Visualuestion Answering

Dataset for Cultural Heritage

FEDERICO BECATTINI∗, University of Florence, Italy

PIETRO BONGINI, University of Florence, Italy

LUANA BULLA, Institute of Science and Technology of Cognition, National Research Council, Italy

ALBERTO DEL BIMBO, University of Florence, Italy

LUDOVICA MARINUCCI, Institute of Science and Technology of Cognition, National Research Council,

Italy

MISAEL MONGIOVÌ2, Institute of Science and Technology of Cognition, National Research Council, Italy

VALENTINA PRESUTTI, University of Bologna, Italy

Visual question answering has recently been settled as a fundamental multi-modal reasoning task of artiicial intelligence
that allows users to get information about visual content by asking questions in natural language. In the cultural heritage
domain this task can contribute to assist visitors in museums and cultural sites, thus increasing engagement. However, the
development of visual question answering models for cultural heritage is prevented by the lack of suitable large-scale datasets.
To meet this demand, we built a large-scale heterogeneous and multilingual (Italian and English) dataset for cultural heritage
that comprises approximately 500K Italian cultural assets and 6.5M question-answer pairs. We propose a novel formulation of
the task that requires reasoning over both the visual content and an associated natural language description, and present
baselines for this task. Results show that the current state of the art is reasonably efective, but still far from satisfactory,
therefore further research is this area is recommended. Nonetheless, we also present a holistic baseline to address visual and
contextual questions and foster future research on the topic.
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1 INTRODUCTION

The fruition of museum experiences, as well as the management of cultural assets, has been profoundly afected
by recent technological advancements involving multimedia analysis and processing. Numerous applications have
been developed to assist visitors in understanding and deepening their comprehension of the artworks exposed in
a museum [6, 19, 28, 46, 54]. Interactivity is important in such applications, both to increase engagement [6, 11, 24]
and to personalize the visit according to the interests of the user [32, 55]. Recently, machine learning models to
enable interaction as a form of dialogue have been proposed [1, 29]. In particular, the task of Visual Question
Answering (VQA) [36] allows users to ask questions in natural language to a machine learning model regarding
the content of a visual media. Independently of the cultural heritage domain, this task has gained signiicant
attention in the last years as a representative multi-modal reasoning task, where both visual content and natural
language text need to be processed to get a result. Recent approaches have shifted from a basic formulation were
the answer is directly contained in the image (e.g. how many people are there) [26, 31, 44] to the use of external
or common sense knowledge for answering more complex questions (e.g. which game is she playing at) [37, 57].
Nonetheless, a domain shift exists between standard machine learning datasets used to train such models and the
cultural heritage domain.

A few attempts have been made to address these tasks, speciically for art and museum visits [7, 9, 10, 27, 48].
Most of these works irst collected a dataset of questions and answers relative to artwork images and then
retrained a new model for VQA. However, there appears to be a general consensus regarding the fact that visual
media alone are not suicient to solve VQA in the cultural heritage domain. Most relevant information for users
in fact appears to be found in contextual descriptions rather than in the visual content of the artwork itself.
Whereas the artwork conveys its aesthetics, contextual information such as the name of the author, the artistic
current or its allegoric meaning, requires an additional source of knowledge to be communicated to the visitor.
General VQA models able to handle external knowledge are not adequate for the cultural heritage domain for
multiple reasons. First, features such as painting style, architectural style and degree of conservation are speciic
of the cultural heritage ield and hence they cannot be learnt from out-of-domain datasets. Second, reasoning
with large knowledge bases makes the task harder, therefore current state-of-the-art performances are still far
from satisfactory.

Fortunately, the cultural heritage domain presents speciic characteristics that might help increase performance.
Traditionally, external knowledge is provided by a human expert or an informative sheet. Therefore, the additional
knowledge necessary for generating the answer can be given as input, together with the image, thus avoiding
the need for reasoning with or retrieving from a large knowledge base. For instance a virtual guide in a museum
might have access to both the picture of an object (e.g. a painting) and a textual description associated to it.
Analogously, a virtual guide app might recognize an object from a taken picture (e.g. a church) and retrieve his
corresponding description from Wikipedia or other textual sources. VQA methods for cultural heritage need
to build holistic models capable of deriving answers both from an image depicting the artwork and a textual
description describing the content that cannot be directly inferred by looking. Such models need somehow to
combine two independently studied tasks, i.e. the classic question answering from natural language [42] and VQA,
for which available approaches have interesting performances [23, 65]. Fig. 1 shows the basis of our approach.
Given a question (e.g., łWhat are the technical characteristics of the painting?ž), the system considers features
from both the image and a related natural language description for generating the answer (e.g., łThe technical
characteristics are canvas, oil paintingž).
However, there are no available large datasets with the characteristics discussed above, necessary to train

machine learning models that jointly consider the image and the associated natural language description. In
this work we aim to ill this gap by generating a large multi-language VQA dataset for the cultural heritage
domain. Diiculties are twofold: on the one hand not only images of artworks must be collected, but also accurate
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Fig. 1. Overview of our approach. The system takes as input the question, an image of the cultural asset and a related natural
language description for generating the answer.

descriptions which require a domain expert; on the other hand, relevant questions with correct answers derivable
from either the image or the description must be collected for each piece of art. In our work we generate a
large-scale dataset for cultural heritage in Italian and English by means of a semi-automatic approach that exploits
data from an existing ontology-based knowledge graph. We irst obtain a set of question templates asking expert
and non-expert users to provide relevant questions for observed artworks. The question templates are then used
to automatically extract answers from the knowledge graph, thus associating question-answer pairs with entities
belonging to the cultural domain. We produce both short synthetic answers, useful for validating correctness of
the prediction, and long colloquial answers, useful for user interaction through dialogue. A preliminary version
of the dataset has been presented in [2]. We signiicantly extend the dataset by considering a broader variety of
question verbal forms (from 282 to 427), in particular by considering verbal forms that are speciic for certain
cultural assets (e.g. łwho is the author of this paintingž, speciic for paintings) and including additional details
(e.g. the span of the answer for contextual question). Furthermore, we present baselines for our proposed VQA
task and discuss current state-of-the-art performances, criticality and research directions.

Overall the main contributions of our work are the following:

• We present the irst complete large-scale multi-language visual question answering dataset for cultural
heritage comprising approximately 500K images and 6.5M question-answer pairs in Italian and English.
We detail our data collection process based on ArCO, the Italian cultural heritage knowledge graph.

• We rise the issue of domain shift in Visual Question Answering datasets for cultural heritage, which does
not allow the exploitation of of-the-shelf VQA models without a re-training phase. We also take into
account visual and contextual question answering, exploring the limitations of existing image-based and
text-based question answering models for artworks.

• We propose baselines for the proposed dataset, analyzing the results according to diferent criteria such
as question type and artwork type. We believe that this will foster the advancement and development of
interactive smart assistants in museum visits enabling visual and contextual question answering capabilities.

ACM Trans. Multimedia Comput. Commun. Appl.
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2 RELATED WORK

Since its introduction, VQA [36] has received a lot of attention from the Computer Vision and Machine Learning
community. Several VQA datasets (DAQUAR [36], KB-VQA [57], COCO-QA [44], FM-IQA [26], VQA-real [1])
and methods [5, 26, 31, 44, 59, 61, 62, 65, 66, 68] have been provided since then. Other efort has been spent on
grounding visual concepts to language [18, 25, 63], perhaps the most popular example being Visual Genome [33],
and in general for associating images with information in natural language (Visual madlibs [64]). The interest in
learning to match the visual domain with text stems from the need to address diferent multimodal tasks such
as image captioning [63]. Large pretraining to align the two modalities are often required before addressing
downstream tasks. Chen et al. [18] proposed Uniter, a joint image-text embedding learned by combining massive
amounts of data from four diferent datasets and encouraging ine-grained alignment. The idea has then beed
extended in [25] leveraging adversarial learning.
In its original deinition, the VQA task requires to answer questions that can be retrieved directly from the

image (e.g. łhow many cars are there?ž). A more challenging yet valuable scenario considers questions that
require external (or common sense) knowledge to be answered (e.g. łwhat are these people doing?ž, referring
to a picture with snowboarders on the slope of a mountain). The external knowledge can be retrieved from a
knowledge graph (e.g. ConceptNet [49], DBpedia [3], Wikidata [56]), approach employed in Ahab [57] and other
works [37, 47, 58, 69], or an external textual source (e.g. Wikipedia) [38].

In some application domains the additional knowledge necessary for generating the answer can be found
associated to the image in the form of natural language text. For instance, the answer to a question about a igure
in a book might be contained in the surrounding text. A noteworthy scenario involves the cultural heritage
domain, where external knowledge is often provided as an informative sheet associated to the cultural asset.
Available datasets that contain natural language text associated with images (e.g. MS-COCO [34], ImageNet [22])
either do not contain question/answer pairs or their descriptions are not detailed enough for inding the answer to
meaningful questions. Moreover, the cultural heritage domain contains speciic characteristics that make models
trained from other domains barely adaptable. For instance the painting technique, the degree of conservation, the
architectural style, are all speciic features of the cultural heritage domain and can barely be learned from other
domains.

In the cultural heritage domain most approaches have focused on classifying [16, 39, 40, 52] and recognizing [21,
30, 53] artworks. Detailed overviews of approaches for understanding and extracting patterns from artwork can
be found in recent reviews [14, 17]. Del Chiaro et al. [20] provided NoisyArt, a dataset of artwork images taken
from diferent perspectives, with their association to DBpedia entities. The dataset contains 89,095 images that
refers to 3,120 artworks. Speciic datasets for VQA on the cutural heritage domain are limited to AQUA [27] and
an annotated subset of Artpedia [9]. AQUA contains three datasets (Train, Validation and Test) with 69, 812, 5, 124
and 4, 912 question-answer pairs, respectively, associated with 21,384 images of paintings. The Artpedia-based
VQA dataset [9] is composed by 30 Artpedia [50] paintings, each one associated to textual descriptions from
Wikipedia, with manually generated question-answer pairs. The dataset we propose in this paper is orders of
magnitude larger than existing datasets since it is composed by ~6.5M question/answer pairs, associated with
~500K images of cultural assets. Moreover it covers a much broader variety of cultural assets, that includes
paintings, statues, inds, prints and churches.

Recent work has focused on developing models able to reason on artwork images and an associated knowledge
base, with the goal of answering complex questions about the artwork. Zheng et al. [67] proposed a model
that generates the answer starting from embeddings of the image, the question and the knowledge graph. Yan
et al. [60] considers the problem of capturing the association between artwork visual content and afective
explanations. Other work [4, 15] has dealt with the problem of generating informative captions of paintings by
considering style, content and contextual knowledge. Biten et al. [8] has focused on the use of the information
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conveyed by text within an image. None of these works consider the scenario where the external knowledge is
expressed in a natural language text document associated with the image.

3 BUILDING VISCOUNTH: A LARGE VISUAL AND CONTEXTUAL QUESTION ANSWERING
DATASET FOR CULTURAL HERITAGE

The need for large datasets in the Cultural Heritage domain has motivated us to exploit the large and detailed
amount of structured data in the ArCo Knowledge Graph [13] to produce a comprehensive VQA dataset, useful
for training and evaluating VQA systems.

ArCo consists of (i) a network of seven ontologies (in RDF/OWL) modeling the cultural heritage domain (with
focus on cultural assets) at a ine-grained level of detail, and (ii) a Linked Open Data dataset counting ∼200M
triples, which describe ∼0.8M cultural assets and their catalog records derived from the General Catalog of Italian
Cultural Heritage (ICCD), i.e. the institutional database of the Italian cultural heritage, published by the Italian
Ministry of Culture (MiC). The ArCo ontology network is openly released with a CC-BY-SA 4.0 license both on
GitHub1 and on the oicial MiC website2, where data can be browsed and acceded through the SPARQL query
language3.

Extracting information from ArCo to generate a dataset for VQA is not free of obstacles. First, ArCo does not
give us a measure of which kind of questions might be interesting for average users in a real scenario. Second,
ArCo data need to be suitably transformed and cleaned to produce answers in a usable form and questions need
to be associated to corresponding answers. Third, the dataset we aim at generating is huge, and therefore manual
validation of produced data cannot be performed.

3.1 A semi-automatic approach for generating the VQA dataset

To create our VQA dataset, we resorted to a semi-automatic approach that involves the collaboration of expert and
non-expert users and the use of text processing and natural language processing techniques to obtain an accurate
list of question-answer pairs. We considered a scenario where an image is associated to available knowledge
either manually (e.g., artworks in a museum can be associated with their descriptions) or by object recognition
(e.g., architectural properties identiied by taking pictures), and generated a dataset as a list of question-answer
pairs, each one associated to an image, a description and a set of available information items. An instance of
question-answer pair is: łWho is the author?ž - łThe author of the cultural asset is Pierre François Basanž.

Our semi-automatic approach consisted in two main steps. The irst part of the process focused on generating
a list of question types with associated verbal forms by considering both expert and non-expert perspectives, the
latter assessed by surveys. Then, for each question type, we automatically generated a list of question-answer
pairs by combining question forms and associated answer templates with information from relevant cultural
assets in ArCo, and accurately cleaning the results. This process was performed by an ad-hoc tool, developed
following a build-and-evaluate iterative process. At each step we evaluated a sample of the produced dataset
to propose new data cleaning rules for improving results. The process ended when the desired accuracy was
achieved. Eventually, question-answer pairs from diferent question types were combined. Next, we irst detail
our question types generation process, then fully describe the question-answer pairs generation by drawing from
question types.

The question types generation process was based on the following two perspectives carried out independently:
a domain experts’ perspective, represented by a selection of natural language competency questions (CQs) [41]
previously considered to model the ArCo ontology network [13], and a user-centered perspective, represented by

1https://github.com/ICCD-MiBACT/ArCo/tree/master/ArCo-release
2http://dati.beniculturali.it/
3https://www.w3.org/TR/rdf-sparql-query/
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a set of questions from mostly non-expert (65 out of 104) users, collected through ive questionnaires on a set of
diferent images of cultural assets belonging to ArCo (ive cultural assets per questionnaire). In the questionnaires,
the users were asked to formulate a number of questions (minimum 5, maximum 10) that they considered related
to each image presented (questions they would ask if they were enjoying the cultural asset in a museum or a
cultural site). In this way, we collected 2, 920 questions from a very heterogeneous group of users in terms of age
(from 24 to 70 years old and 42 years average age), cultural background and interests. Subsequently, the questions
were semi-automatically analyzed and annotated in order to recognize their semantics, associate them (when
possible) with ArCo’s metadata, and create corresponding SPARQL queries for data extraction.
In the clustering process, we grouped user-produced questions into semantic clusters, named question types,

with the purpose of grouping together questions that ask for the same information. Clustering was irst performed
automatically by text analysis and sentence similarity, then validated and corrected manually. The automatic
procedure consisted in the following steps. We initially aggregated sentences that resulted to be identical after
tokenization, lemmatization and stop words removal. Then, for each question, we identiied the most semantically
similar one in the whole set by Sentence-BERT [43] and aggregated sentences whose similarity was above 84%
(we found empirically that this value resulted in a low error rate). Eventually, we performed average linkage
agglomerative clustering with a similarity threshold of 60%. To prepare for manual validation, we extracted a list
of question forms, each one associated to a numerical ID representing the cluster it belongs to. Questions in the
same cluster (e.g., łWho is the author?ž and łWho made it?ž) were placed close to each other. After removing
identical sentences, we obtained about 1, 659 questions, grouped in 126 clusters. Each question was then manually
associated to a textual (humanmeaningful) ID (e.g., łAUTHORž) agreed by the annotators and a special łNODATAž
ID (about 10%) was introduced for questions that refer to information that is not contained in ArCo. Table 1
gives an overview of the question types generation process, where the efort of users and experts is combined.
Each question type is labeled as łExpertž if it comes from the competency questions of ArCo ontology network
and has been formulates by the team of experts (counted once in column Mention), łUsersž if the question was
formulated by non-expert users through the questionnaire, or łBothž if both users and experts proposed such a
question (possibly with diferent verbal forms). At the end of the process, after excluding clusters that refer to
unavailable and unusable information, we obtained 43 question types, with 20 of them referred by both users and
experts.

In addition, the experts grouped the question types into three categories based on their nature. Most questions
(31) were labeled as łcontextualž, as it was not possible to ind the appropriate answers in the images associated
with the question type considered (e.g., łDATINGž). Instead, eight question types were deined as łvisualž (e.g.,
łBLACKANDWHITEž) since the answers can be inferred from the images associated to the cultural asset, while
for four łmixedž question types the answers derive both from visual and contextual information (e.g, łSUBJECTž).
Figure 2 depicts all 43 question types of QA split into this three categories, and some examples of images of
cultural assets (i.e., PAINTING, SCULPTURE, PRINT, FRESCO) to which they are associated. Eventually, the
experts deined an answer template and a SPARQL query for each question type.

We employed SparqlWrapper4 for executing the SPARQL queries and extracting textual data and pictures from
ArCo. We removed cultural assets that have zero or more than one associated pictures. For each record of the
query results we generated a question-answer pair by randomly drawing a question verbal form by the set of
appropriated verbal forms in the associated question cluster, with the same distribution of the results of the user
questionnaires (frequently proposed questions were selected with higher probability), and building the associated
answer from the answer template.

Some question verbal forms are appropriate only for speciic types of cultural assets (e.g., łwho was it painted
by?ž makes sense only for paintings). To establish the appropriated verbal forms for a cultural assets we mapped

4https://github.com/RDFLib/sparqlwrapper
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Table 1. The 43 question types associated to their 427 verbal forms, and to the number of times they are proposed (column
Mentions) by experts and/or non-expert users.

Question type Verbal forms Mentions Expert/Users

TYPE 6 18 Both
CONSERVATION 6 15 Both
DATINGCRITERION 1 1 Expert
CULTURALSCOPE 28 46 Both
DATING 81 294 Both
OWNER 6 12 Both
PREPARATORYWORK 1 1 Expert
CLIENT 19 55 Users
TITLE 8 28 Both
SUBJECT 35 166 Both
MATERIALORTECHNIQUE 4 6 Both
AUTHOR 51 320 Both
LOCATION 51 314 Both
MEASUREMENT 14 50 Both
ROLEAUTHOR 1 1 Expert
AFFIXEDTECHNIQUE 1 1 Expert
AUTHORCRITERION 1 1 Expert
AFFIXEDPOSITION 1 1 Expert
AFFIXEDELEMENT 1 1 Expert
CATEGORY 1 1 Expert
AFFIXEDTRANSCRIPT 3 6 Both
HISTORICALINFO 27 45 Users
EVENTNAME 1 1 Both
AFFIXEDLANGUAGE 1 1 Expert
USEFUNCTION 2 5 Both
TECHNIQUE 17 75 Both
USETIME 2 2 Expert
FOUNDLOCATION 2 14 Users
EVENTTIME 1 1 Expert
MOTIVATION 8 13 Users
MATERIAL 21 70 Both
SHAPE 1 1 Both
AFFIXEDAUTHOR 1 1 Expert
USECONDITIONS 1 1 Expert
DECORATIVEPURPOSE 1 1 Expert
DEDICATION 2 2 Users
STORAGE_LOCATION 2 6 Users
EXHIBITION_LOCATION 1 1 Users
BOOK 3 3 Users
PURPOSE 10 20 Both
ORNAMENTALMOTIV 1 1 Both
BLACKANDWHITE 1 1 Users
EVENTSITE 1 1 Expert

Total 427 1604 -

ACM Trans. Multimedia Comput. Commun. Appl.
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Fig. 2. Overview of the 43 question types of QA labeled as "visual", "contextual" and "mixed". At the center some images
representative of the types of cultural assets (e.g., PAINTING, SCULPTURE, PRINT, FRESCO) present in VISCOUNTH.

both question verbal forms and cultural assets with corresponding macro-categories (we deined nine macro-
categories, i.e., SCULPTURE, OBJECT, PHOTO, FRESCO, CHURCH, FIND, PRINT, PAINTING, OTHER). Since this
information is not available in ArCo, we considered the available textual description of the cultural asset category
to build the mapping. Due to the multitude of categories, we performed a iltering and mapping operation to
bring the wide range of types back into a small but explanatory set. As a state-of-the-art work on Italian cultural
heritage, we took into account the controlled vocabularies deined by the ICCD-MiC5, which also provided the
data for ArCo KG [13]. These controlled vocabularies ensure a standardized terminology for the description and
cataloging of cultural heritage and help overcome the semantic heterogeneity that is often present in creating
such catalogs. First, we iltered the vocabularies’ elements closest to the type of artworks to which users refer in
their questions. We mapped each textual description of category with an entry in the controlled vocabularies.
As detailed in [12], we used a string matching algorithm that takes as input a list of words from a well-deined
taxonomy and a general description in free text and returns the equivalent term from the reference taxonomy.
In order to improve both the form of the answer itself and its rendering in its context, we adopted two

approaches. First, we applied a set of cleaning rules, such as removing data with errors and changing patterns of
verbal forms (e.g., from łBaldin, Luigiž to łLuigi Baldinž)6. Second, we employed pre-trained language models
to improve the form of conversational answers by adapting each sentence to its associated datum (e.g., Italian
prepositions and articles have to be chosen according to the gender and number of corresponding nouns or
adjectives). To solve this problem we applied the cloze task of BERT [23] on the generated answers, asking to

5http://www.iccd.beniculturali.it/it/strumenti-terminologici
6a complete list is available on https://github.com/misaelmongiovi/IDEHAdataset
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infer words whose genre and number depend on the speciic datum and cannot be previously determined.7

Furthermore, we applied a inal grammar correction task by automatic translating the sentence from Italian to
English and back to Italian by means of a pre-trained language models for translation8.

Eventually, we automatically generated the description of each cultural asset by combining the long answers
of all associated question-answer pairs, since this information is not available in ArCo.

Fig. 3. Overview of the 26 question types associated to the PRINT representing the Doge Donà facing the Virgin. 16 question
types are labeled as łcontextualž, five question types are łvisualž, and three are łmixedž. For each group three examples of
natural language question types (i.e. TYPE, CONSERVATION and SUBJECT) are given.

3.2 A large and detailed VQA dataset for Cultural Heritage

The generated VQA dataset contains 6.49M question-answer pairs covering cultural assets, 43 question types and
427 verbal forms. The number of question-answer pairs per template ranges from 35 to 576K. Each question-
answer pair is associated with the corresponding cultural asset and its information, including its picture, a
description and its URI in ArCo. The number of question types associated to each image depends on the cultural
asset’s type and ranges from a minimum of 1 to a maximum of 26 question types associated to a certain cultural
asset, as in the example of 26 IDs associated to the łPRINTž depicted in Fig. 3.
The inal dataset is the largest resource available for training and validating VQA models in the cultural

heritage domain. It comprises 6.493.867 question-answer pairs, with associated visual, textual and structured
information. In Table 2, we report this data in comparison to the AQUA [27] dataset statistics. In contrast to
AQUA, we consider a new dimension that incorporates mixed (contextual and visual) question types. Additionally,
our dataset is two orders of magnitude larger than AQUA.
We associate each cultural asset in our dataset with a set of question-answer pairs, with both a long conver-

sational answer and a short synthetic answer, an image, a natural language description, its URI in ArCo, the
reference ontology class and its type. In addition, we provide information on the text span of the answer in the
description, when possible.

7https://huggingface.co/dbmdz/bert-base-italian-uncased
8https://huggingface.co/Helsinki-NLP/opus-mt-it-en and opus-mt-en-it
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Table 2. Comparison of statistics from the VISCOUNTH and AQUA [27] datasets.

AQUA VISCOUNTH

Train Val Test Train Val Test

Visual QA pairs 29,568 1,507 127 800,440 100,003 99,748
Contextual QA pairs 40,244 3,617 3,642 3,492,984 437,101 437,254
Mixed QA pairs 0 0 0 901,672 112,281 112,384
QA pairs 69,812 5,124 4,912 5,195,096 649,385 649,386

We make our dataset available on GitHub9. We also provide two samples in Italian and English of 50 question-
answer pairs per question type that we manually evaluated. Results show an overall accuracy of the long answers
(percent of correct entries) of 96, 6% for the Italian sample, and of 93% for the English one. We also provide
statistics that reports, for each question type, its usage, the number of associated question forms, the number
of question-answer pairs generated, and the accuracy. The distribution of cultural asset types in the dataset is
provided in Fig. 4. The most common question type are łTYPEž, łTITLEž and łMATERIALORTECHNIQUEž while
łEVENTSITEž, łPURPOSEž and łBLACKANDWHITEž have fewer associated cultural assets. Excluding cultural
assets not classiied in a speciic category (łOTHERž), the macro categories with more elements are łOBJECTž
(26%) and łPAINTINGž(13%) while the less populated one is łFRESCOž (<1%).

Fig. 4. Distribution of the cultural asset’s typology in VISCOUNTH dataset

Furthermore, Table 3 shows the breakdown of the number of question-answer pairs by cultural asset type and
question type.

9Cf. https://github.com/misael77/IDEHAdataset
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Table 3. Number of question-answer pairs by cultural asset typology

Question type PHOTO FINDS PAINTING SCULPTURE OBJECT CHURCH FRESCO PRINT Other Total

TYPE 27,244 0 68,938 24,832 157,849 1,907 19 51,829 244,379 576,997
CONSERVATION 0 0 66,890 21,560 115,554 308 3 51,518 184,124 439,957
DATINGCRITERION 0 0 64,075 21,107 116,134 560 4 50,074 187,720 439,674
CULTURALSCOPE 0 0 26,744 13,765 96,606 1,828 3 9,976 140,848 289,770
DATING 25,247 0 68,589 23,343 130,031 957 4 51,598 192,023 491,792
OWNER 0 0 65,991 23,443 142,577 1,308 17 50,195 241,347 524,878
PREPARATORYWORK 0 0 14,256 4,790 33,646 15 3 18,672 37,295 108,677
CLIENT 0 0 4,310 1,170 641 0 0 1,663 4,153 11,937
TITLE 0 0 68,364 24,683 157,037 1,753 18 50,975 267,023 569,853
SUBJECT 0 0 64,307 19,904 67,791 0 3 48,102 94,791 294,898
MATERIALORTECHNIQUE 0 0 68,871 24,177 150,141 0 19 51,220 244,285 538,713
AUTHOR 21,432 0 37,994 7,523 34,128 221 0 40,507 40,105 181,910
LOCATION 0 104,210 47,797 14,580 103,088 0 0 48,426 138,830 456,931
MEASUREMENT 0 0 17,131 5,666 84,490 7 19 45,719 116,900 269,932
ROLEAUTHOR 0 0 10,207 2,949 27,387 228 0 18,014 35,828 94,613
AFFIXEDTECHNIQUE 0 0 17,987 2,721 20,012 0 0 22,817 61,846 125,383
AUTHORCRITERION 0 0 36,710 7,393 28,452 95 0 41,122 55,648 169,420
AFFIXEDPOSITION 0 0 19,864 3,235 38,381 50 0 24,442 56,950 142,922
AFFIXEDELEMENT 0 0 23,092 4,186 49,996 68 0 34,567 78,517 190,426
CATEGORY 0 0 0 1,186 29,216 12 15 0 75,102 105,531
AFFIXEDTRANSCRIPT 0 0 21,272 3,420 31,908 33 0 31,117 62,372 150,122
HISTORICALINFO 0 0 18,912 4,776 21,591 3 6 11,807 35,719 92,814
EVENTNAME 0 0 7,764 1,546 4,344 0 0 3,044 4,182 20,880
AFFIXEDLANGUAGE 0 0 6,922 1,082 15,536 0 0 5,890 26,202 55,632
USEFUNCTION 0 0 37 313 4,181 1,392 0 8 12,594 18,525
TECHNIQUE 0 0 36 315 4,016 0 0 0 13,543 17,910
USETIME 0 0 0 3 551 44 0 0 1,171 1,769
FOUNDLOCATION 0 11,173 25 1 557 0 0 16 129 11,901
EVENTTIME 0 0 7,318 1,536 4,247 0 0 3,509 3,810 20,420
MOTIVATION 0 0 2,151 960 319 0 0 1,402 2,756 7,588
MATERIAL 0 0 36 318 5,716 0 0 8 16,716 22,794
SHAPE 0 0 7,180 715 3,255 0 0 3,052 5,617 19,819
AFFIXEDAUTHOR 0 0 2,439 225 3,599 0 0 4,325 1,067 11,655
USECONDITIONS 0 0 20 299 1,878 0 0 0 3,998 6,195
DECORATIVEPURPOSE 0 0 0 6 647 0 0 0 1,349 2002
DEDICATION 0 0 0 0 914 0 0 354 1 1,269
STORAGE_LOCATION 0 0 2,412 58 411 0 0 1,185 862 4,928
EXHIBITION_LOCATION 0 0 758 24 27 0 0 4 92 905
BOOK 0 0 0 0 588 0 0 315 151 1,054
PURPOSE 0 0 0 0 8 11 0 0 104 123
ORNAMENTALMOTIV 0 0 0 0 432 0 0 0 753 1,185
BLACKANDWHITE 0 0 0 0 0 0 0 0 128 128
EVENTSITE 0 0 0 0 2 0 0 0 33 35

Total 73,923 115,383 869,399 267,810 1,687,884 10,800 133 777,472 2,691,063 6,493,867

4 A VQA MODEL FOR CULTURAL HERITAGE

Visual Question Answering for Cultural Heritage requires to analyze two heterogeneous sources of information:
an image depicting the artwork and a textual description providing external contextual knowledge. A model
capable of efectively providing answers to both visual and contextual questions must therefore combine computer
vision and natural language processing. In literature, however, most approaches deal with either one of the
two modalities. To understand the challenges posed by our proposed dataset, we irst propose single-modality
baselines from the state of the art:
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• DistilBert [45] is a very common language transformer trained by distilling the Bert base model [23].
It results to be lighter and faster with respect to Bert thanks to knowledge distillation used at training
time. For this reason the size of the DistilBert model is 40% lower, while retaining 97% of its language
understanding capabilities and being 60% faster. This model can then be ine-tuned with good performances
on a wide range of tasks.

• RoBERTa [35] has the same architecture of Bert [23] but is trained with optimized parameters, employs a
diferent tokenizer and uses a diferent pretraining scheme.

• LXMERT [51] is a Large multimodal transformer for vision and language. It consists of three encoders:
a visual encoder, a language encoder and a cross-modality encoder. This model is pretrained with large
amounts of image-and-sentence pairs via diverse pretraining tasks. It has been shown that this model can
achieve impressive results on diferent downstream multimodal tasks after an appropriate inetuning.

We then propose a multi-modality baseline model by combining DistilBert and LXMERT with a question
classiier, that predicts whether the question is contextual or visual and thus if a text-based model (DistilBert) or a
vision-based model (LXMERT) is required. Similar approaches have been previously adopted in VQA for cultural
heritage [9, 27]. The question classiier is based on Bert [23]. We inetuned a Bert model with a binary classiier
on top. The model predicts if a given question is visual or contextual. Depending on the classiier prediction,
the question is passed to the most suitable branch (vision model or text-based model) together with additional
information (image or textual description).
All models have been trained/inetuned using the Adam optimizer with a learning rate of 0.0001 and a batch

size of 32 on an Nvidia Titan RTX.

5 RESULTS AND DISCUSSION

5.1 Evaluation Metrics

To evaluate VQA models on the collected dataset, we follow the standard evaluation setting proposed in [42]. We
rely on two metrics, Exact match and Macro-averaged F1 score:

• Exact match measures the percentage of predictions that exactly match the ground truth answer.
• Macro-averaged F1 score measures the average overlap between the predicted answer and the ground truth.
Both answers are considered as a set of unordered words among which the F1 score is computed. F1 scores
are averaged over all questions in the dataset.

Note that for both metrics we do not consider articles and punctuations.
In addition, text-based models generate variable length sentences as a subset of the textual description, whereas

vision-based models pick a a candidate among a predeined dictionary of possible answers. In both cases, we take
the set of words and compare it to the ground truth to compute Exact match and F1 score.

5.2 Evaluation

We carry out a quantitative evaluation by irst testing of-the-shelf language pre-trained models. We do not
expect such models to perform well on visual questions but we want to assess whether such models can exploit
their language understanding to comprehend questions relative to the cultural heritage domain. As detailed in
Sec. 4, we use as text-based models RoBERTa [35] and DistilBert [45]. Both datasets have been pre-trained on
SQUAD [42], a reading comprehension dataset with more than 100.000 questions-answer pairs crowd-sourced on
a set of Wikipedia articles.
Interestingly, when evaluated on contextual questions, such models perform poorly as can be seen in Tab. 4.

Both models are capable of answering with a certain degree of correctness to a few question categories, namely
łDEDICATIONž and łUSEFUNCTIONž, with DistilBert obtaining good F1 scores on an additional restricted
number of categories such as łTECHNIQUEž and łAFFIXEDAUTHORž. For most of the remaining question
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Table 4. F1-score and Exact Match (EM) for diferent models on contextual questions.

Pretrained Finetuned
RoBERTa [35] Distilbert [45] Distilbert [45] LXMERT [51] Ours

Metric F1 F1 F1 EM F1 EM F1 EM

AFFIXEDTECHNIQUE 0.00 0.06 0.28 0.16 0.00 0.00 0.00 0.00
CULTURALSCOPE 0.00 0.10 0.84 0.40 0.00 0.00 0.84 0.40

EVENTNAME 0.00 0.03 0.97 0.86 0.00 0.00 0.97 0.86

OWNER 0.01 0.10 0.93 0.92 0.00 0.00 0.49 0.27
TECHNIQUE 0.14 0.58 0.46 0.23 0.00 0.00 0.46 0.23

ROLEAUTHOR 0.00 0.15 0.64 0.57 0.00 0.00 0.64 0.57

TYPE 0.03 0.08 0.29 0.20 0.00 0.00 0.22 0.18
LOCATION 0.03 0.15 0.96 0.91 0.00 0.00 0.96 0.91

TITLE 0.03 0.21 0.98 0.97 0.00 0.00 0.93 0.90
DATING 0.01 0.40 0.73 0.71 0.00 0.00 0.73 0.71

DATINGCRITERION 0.00 0.01 0.81 0.66 0.00 0.00 0.81 0.66

HISTORICALINFO 0.00 0.06 0.00 0.00 0.00 0.00 0.00 0.00

AUTHORCRITERION 0.12 0.03 0.52 0.43 0.00 0.00 0.52 0.43

CATEGORY 0.00 0.06 0.39 0.16 0.00 0.00 0.39 0.16

AUTHOR 0.01 0.19 0.99 0.91 0.00 0.00 0.99 0.91

DEDICATION 0.24 0.38 0.98 0.96 0.00 0.00 0.98 0.96

USEFUNCTION 0.38 0.33 0.96 0.92 0.00 0.00 0.96 0.92

FOUNDLOCATION 0.01 0.29 1.00 1.00 0.00 0.00 1.00 1.00

EVENTTIME 0.03 0.03 0.32 0.03 0.00 0.00 0.32 0.03

PREPARATORYWORK 0.14 0.02 0.99 0.99 0.00 0.00 0.99 0.99

STORAGE_LOCATION 0.01 0.08 0.96 0.96 0.00 0.00 0.96 0.96

CLIENT 0.07 0.21 0.95 0.91 0.00 0.00 0.95 0.91

DECORATIVEPURPOSE 0.13 0.18 0.00 0.00 0.00 0.00 0.00 0.00

USECONDITIONS 0.04 0.07 0.96 0.47 0.00 0.00 0.96 0.47

MOTIVATION 0.01 0.13 0.89 0.49 0.00 0.00 0.98 0.49

EXHIBITION_LOCATION 0.01 0.03 0.67 0.63 0.00 0.00 0.67 0.63

AFFIXEDAUTHOR 0.01 0.46 0.86 0.67 0.00 0.00 0.89 0.67

USETIME 0.18 0.04 0.95 0.75 0.00 0.00 0.95 0.75

PURPOSE 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00

BOOK 0.10 0.08 0.57 0.54 0.00 0.00 0.57 0.54

EVENTSITE 0.00 0.00 0.55 0.55 0.00 0.00 0.55 0.55

Mean Contextual 0.06 0.15 0.69 0.58 0.00 0.00 0.67 0.55

categories we report an F1 close to 0. This suggests the presence of a domain shift between standard question
answering datasets (such as SQUAD) and VISCOUNTH. In fact, in art related question-answers, as well as
descriptions, there is often usage of domain speciic jargon that is not present in generic text corpora, making the
models unable to understand the question or identify the answer within the description.
Nonetheless, although unlikely given the proven capabilities of such pre-trained models, a low F1 could be

caused by intrinsic limits in the architectures. To further conirm the presence of a domain shift, rather than some
form of model limitation, we ine-tuned the best of the two models, DistilBert, on the VISCOUNTH dataset. This
leads to a signiicant improvement. The model gains on average 54 points of F1-score, obtaining close to perfect
results for question types such as łTITLEž, łAUTHORž, łFOUNDLOCATIONž and łPREPARATORYWORKž.
Interestingly, for other categories instead DistilBert still reports low scores, close to zero łHISTORICALINFOž,
łDECORATIVEPURPORSEž, łPURPORSEž). These categories however either are less represented in the data
as shown in Tab. 3 or are intrinsically harder. For instance, the łHISTORICALINFOž category presents a high

ACM Trans. Multimedia Comput. Commun. Appl.



14 • F. Becatini et al.

variability in how questions are formulated and frequently asks for generic concepts, which require a high level
reasoning on the description content.

We also perform a similar evaluation with the vision-based model LXMERT [51]. However, two issues must be
taken into account. First, as in most vision-based models since they cannot rely on textual descriptions, the VQA
task is treated as a classiication task. Answering a question corresponds to selecting the most relevant answer
among a dictionary of pre-deined words or short sentences. For this reason, the domain shift is much more
emphasized: if the dictionary does not contain terms suitable for cultural heritage the model will not perform
well. Second, whereas a text-based model could answer visual questions if the requested information is also in the
description, a vision-based model cannot answer contextual questions in any way. As a consequence, we cannot
apply a pre-trained vision-model due to signiicant diferences in the answer dictionary. But even ine-tuning the
model on VISCOUNTH leads to an F1-score of 0. In order to perform such inetuning, we create a new dictionary
of answers by iltering the most frequent answers in the training set. More precisely we selected the answers that
appear more than 8 times.

Moving to mixed questions (Tab. 5), on the one hand we can observe a similar behaviour for text-based models,
although the overall F1-score is much lower since visual knowledge is required to answer correctly. On the
other hand, LXMERT is able to provide correct answers to some of the questions. Notably, for the łMATERIALž
question type, LXMERT surpasses text-based models by a considerable margin, yet it is unable to answer to
łMEASUREMENTž questions, contrary to DistilBert.

Table 5. F1-score and Exact Match (EM) for diferent models on mixed questions

Pretrained Finetuned
RoBERTa [35] Distilbert [45] Distilbert [45] LXMERT [51] Ours

Metric F1 F1 F1 EM F1 EM F1 EM

MATERIALORTECHNIQUE 0.00 0.27 0.36 0.32 0.27 0.16 0.36 0.32

SUBJECT 0.04 0.13 0.00 0.00 0.00 0.00 0.00 0.00

MEASUREMENT 0.00 0.04 0.84 0.68 0.00 0.00 0.00 0.00
MATERIAL 0.00 0.39 0.09 0.04 0.29 0.14 0.29 0.14

Mean Mixed 0.01 0.21 0.32 0.26 0.14 0.07 0.16 0.11

As expected, for visual questions we can observe an opposite trend compared to contextual questions. In Tab. 6
we report the results, showing that LXMERT can provide for almost all question categories a high rate of correct
questions. However, after being ine-tuned on VISCOUNTH, DistilBert is capable of addressing questions related
to łAFFIXEDTRANSCRIPTž and łBLACKANDWHITEž. This is due to the fact that sometimes the answers can
also be found in the textual description.
For most experiments we report both the macro-averaged F1-score and the Exact Match (EM) metrics. It can

be noticed that the F1 score is a relaxation of the EM metric in the sense that it allows an answer to be loosely
compared to the ground truth, even when not all words are the same, thus accounting for synonyms or diferent
phrasings.
Finally, we evaluate our combined model. We exploit the question classiier to understand which model is

more suitable to address a speciic question, without looking at the description nor the image. The BERT-based
classiier, described in Sec. 4, obtains a question classiication accuracy of 98.4% on the test set, indicating that it
is fully capable of understanding the nature of the questions. We do not include mixed questions in training and
at inference time we consider the question to be either visual or contextual based on the output of the classiier.
As can be seen from Tab. 4, Tab. 5 and Tab. 6, the model is able to exploit both models to accurately answer

visual and contextual questions, with only a slight drop for language-based samples. For mixed questions, our
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Table 6. F1-score and Exact Match (EM) for diferent models on visual questions

Pretrained Finetuned
RoBERTa [35] Distilbert [45] Distilbert [45] LXMERT [51] Ours

Metric F1 F1 F1 EM F1 EM F1 EM

CONSERVATION 0.00 0.01 0.00 0.00 0.79 0.53 0.79 0.53

AFFIXEDLANGUAGE 0.13 0.66 0.01 0.01 0.67 0.66 0.66 0.66

AFFIXEDELEMENT 0.00 0.01 0.00 0.00 0.83 0.83 0.83 0.83

AFFIXEDTRANSCRIPT 0.02 0.08 0.80 0.69 0.05 0.04 0.04 0.04
AFFIXEDPOSITION 0.00 0.01 0.00 0.00 0.47 0.32 0.47 0.32

SHAPE 0.00 0.00 0.00 0.00 0.68 0.68 0.68 0.68

ORNAMENTALMOTIV 0.00 0.00 0.00 0.00 0.54 0.54 0.54 0.54

BLACKANDWHITE 0.00 0.00 0.70 0.70 0.96 0.96 0.96 0.96

Mean Visual 0.02 0.10 0.19 0.17 0.62 0.57 0.62 0.57

model is able to improve compared to LXMERT but exhibits a drop compared to DistilBert. This conirms that
mixed questions indeed pose a challenge yet to be solved in question answering applications.
In Tab. 7 we report the overall average scores in terms of F1 and Exact Match. The average is computed as

the mean of all category scores, i.e. contextual, mixed and visual together. Our combined model retains the best
results, providing a baseline for future work in visual question answering for cultural heritage.

Table 7. F1-score and Exact Match (EM) for diferent models averaged over all question types

Pretrained Finetuned
RoBERTa [35] Distilbert [45] Distilbert [45] LXMERT [51] Ours

Metric F1 F1 F1 EM F1 EM F1 EM

Mean Overall 0.05 0.14 0.57 0.47 0.13 0.11 0.61 0.51

To better understand the challenges in the dataset, we show a breakdown of results divided by question
category and type of cultural property in Tab 8. We do this only for visual questions, since contextual questions
do not exploit visual information. This table shows how the performance of our approach vary depending on the
type of artwork. We can observe, as expected, that there is a gap between the score obtained for diferent types
of artwork on speciic question classes. As example the question category łCONSERVATIONž (that includes
questions about the conservation state of the artwork) results easier for prints than sculptures. Vice-versa, the
category łAFFIXEDLANGUAGEž (that has questions about the language of the writing attached to the cultural
asset) has better results for sculptures. Finally, we can observe that the category łAFFIXEDTRANSCRIPTž, that
refers to the text present in the artwork, obtains very low results. This is due to the fact that these kind of
questions are very challenging and require the extraction and the understanding of text in images and currently
this can be done only with speciic networks.

5.3 ualitative Analysis

In this section we provide a qualitative analysis of the answers given by our approach to questions in the
VISCOUNTH dataset.

The dataset is divided into three main question types: visual, contextual and mixed. For each type there are
multiple question categories, which refer to diferent types of cultural assets. We thus expect the answers given by
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Table 8. F1-score breakdown for cultural asset category and question type. We do not report the PHOTO and FIND categories
since no visual question is present for such artworks.

PRINT OBJECT OTHER PAINTING SCULPTURE FRESCO CHURCH

CONSERVATION 0.81 0.79 0.78 0.78 0.77 1.00 0.34
AFFIXEDLANGUAGE 0.61 0.63 0.69 0.78 0.87 - -
AFFIXEDELEMENT 0.89 0.89 0.78 0.96 0.82 - 0.57
AFFIXEDTRANSCRIPT 0.07 0.09 0.03 0.01 0.01 - 0.00
AFFIXEDPOSITION 0.54 0.61 0.40 0.32 0.22 - 0.11
SHAPE 0.81 0.73 0.71 0.59 0.46 - -
ORNAMENTALMOTIV - 0.56 0.54 - - - -
BLACKANDWHITE - - 0.96 - - - -

our model to be afected by all this aspects. In Fig. 5 we show the behaviour of our model in answering diferent
kinds of questions for diferent types of cultural assets. For contextual questions we expect that the answer has
to be extracted from a natural language description, therefore a language model is suicient to answer these
questions. As we can see in Tab. 3 and Tab. 4, our model is able to answer the most common contextual questions
in the dataset but has lower performance for questions that appear in few examples. In Fig. 5 we can observe how
our model is able to answer correctly to diferent categories of contextual questions (łLOCATION, AUTHOR,
TITLE, DATINGž, etc.) for diferent types of artworks. For these types of questions we do not observe diferent
performances for diferent types of artworks. This is due to the fact that in these cases, our question answering
language model is agnostic to visual information, being solely based on textual descriptions.
Conirming the results of Tab. 5, we observe that our model obtains low performances on mixed questions.

This kind of questions result to be very challenging since they require both visual knowledge and contextual
knowledge. For instance, for the łMATERIALž category, the model should be able to describe the diferent
materials the artworks are made of and learn how to recognize them visually. Our model selects either the
vision-based model or the textual-based model to answer a question, hence there is not a speciic way to handle
this kind of questions, thus leading to a lack of performance.

Regarding visual questions, we can observe from Tab. 8 that we have a variation in the performances based on
the type of artwork for diferent classes of visual questions. For example we can observe that the questions of
the łSHAPEž category, that refers to the shape of the artwork, as expected, perform better for prints than for
sculptures. Moreover, as shown in Fig. 5, several artworks contain transcripts and there is a speciic question
category (łAFFIXEDTRANSCRIPTž) for this detail. Our model obtains very low performance on this question
class since it does not contain a speciic trained model for scene text extraction.

6 CONCLUSION AND FUTURE WORKS

We presented a large scale heterogeneous multi-language dataset for visual question answering in the cultural
heritage domain. Our dataset contains approximately 6.5M question-answer pairs in Italian and English, spanning
500K cultural assets of diferent types, including artworks, churches, historical objects and others. Each cultural
asset is associated to an image, a natural language description and other information. We presented some baselines
that employ and combine machine learning models for both contextual (natural language description) and visual
processing. Our results show that ine-tuning on a domain-speciic dataset is crucial for this task, thus conirming
the utility of our dataset. Our best model achieves an overall accuracy (F1 average) of 0.61. Although these result
is promising, we found out that certain question categories are hard to compute, especially the ones that require
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Q: CONTEXTUAL / LOCATION: Where is 

the painting kept?

A: Uffizi Gallery ✓

Q: MIXED / SUBJECT: Who does it 

represent?

A: ✗

Q: MIXED / MATERIALORTECHNIQUE:

What is the material and technique used?

A: table, oil painting ✓

Q: CONTEXTUAL / AUTHORCRITERION:

On the basis of what criterion is the 

cultural asset attributed to the author?

A: Bibliography ✓

Q: VISUAL / AFFIXEDTRANSCRIPT: What

do the written sentences say?

A: ✗

Q: VISUAL / CONSERVATION: What is the 

state of preservation of the work?: 

A: mediocre state of conservation ✓

Q: CONTEXTUAL / AUTHOR:  Who's the 

author?

A: De Finetti Gino ✓

Q: CONTEXTUAL / TITLE:  What's it called?

A: Horse show in Trieste ✓

Q: MIXED / MATERIALORTECHNIQUE:

What are the techniques and materials?

A: Paper, Etching  ✓

Q: CONTEXTUAL / ROLEAUTHOR:

What role did the author play in creating 

the work?: 

A: Engraver ✓

Q: CONTEXTUAL / DATING: When was 

the drawing made?

A: 1559 ✓

Q: VISUAL / AFFIXEDPOSITION:  Where

in the cultural asset is the element posted?

A: Bottom right corner ✓

Q: CONTEXTUAL / AUTHOR:
Who took the photograph?
A: Anonymous ✓

Q: MIXED / MATERIALORTECHNIQUE:
What are the materials and techniques of 
realization?: 
A: Collodium, glass ✓

Q: CONTEXTUAL / AFFIXEDTECHNIQUE:
What are the technical characteristics of the 
element attached to the cultural asset?
A: Graffito ✓

Q: VISUAL / AFFIXEDTRANSCRIPT:  
What does it say in the captions?
A: ✗

Fig. 5. ualitative Results. Answers given by our approach for diferent question categories/classes on diferent artwork
types.

mixed (visual and contextual) reasoning. We believe that further research in this direction would be beneicial for
the cultural heritage ield, as well as for other ields where multi-modal (visual and natural language) reasoning
is required.
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