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proton (uud) and di-lepton pair using lattice QCD. To determine this observable one needs
to numerically evaluate baryonic two-, three-, and four-point correlation functions related
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growing Euclidean time dependence and, in the case of the two-particle intermediate states,
to power-like volume effects. We discuss how to treat these issues in the context of the
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1 Introduction

The transition of an s- to a d-quark (s→ d) requires a flavour changing neutral current,
which is only allowed through quantum corrections within the Standard Model of particle
physics. Consequently, processes involving such transitions are rare in the Standard Model
and could be enhanced by potential new physics that includes a flavour changing neutral
current in its Lagrangian. An example for such a process is the rare semi-leptonic hyperon
decay Σ+ → p`+`−, for which the muonic mode has been recently measured by the LHCb
experiment [1] with a branching ratio of

B(Σ+ → pµ+µ−) =
(
2.2+1.8
−1.3

)
× 10−8 . (1.1)

Evidence for this decay had previously been found by the HyperCP collaboration [2] giving

B(Σ+ → pµ+µ−) =
(
8.6+6.6
−5.4 ± 5.5

)
× 10−8 , (1.2)

where the first uncertainties are statistical, and the second is systematic. This determination
follows from three events, all at nearly the same invariant mass of the µ+µ− pair. However,
such a resonant structure in the µ+µ− invariant mass could not be confirmed by the more
recent LHCb measurement [1].

The current state-of-the-art Standard Model theory predictions for this process [3–5] use
a combination of dispersion relations, experimental input, various formulations of Baryon
Chiral Perturbation Theory and model estimates (e.g. vector meson dominance) and arrive
at a range of results [5]

1.6× 10−8 ≤ B
(
Σ+ → pµ+µ−

)
≤ 8.9× 10−8 . (1.3)

More details on the phenomenological background of this decay can be found in section 2.
The rare hyperon decay Σ+ → p`+`− can be viewed as the baryonic analogue of the

rare kaon decay K → π`+`−, which has been previously calculated from first principles
using lattice simulations by the RBC/UKQCD collaboration, including recent results at
physical quark masses [6–8]. Taking inspiration from this progress, in this paper we explore
prospects for calculating the required form factors for the Σ+ → p`+`− decay using lattice
QCD. While other hyperon decays with much higher yields, such as Σ− → n`−ν`, can
be used to make measurements of the CKM matrix element Vus in order to test for new
physics that would break the CKM unitarity relations, this decay can be sensitive to new
physics due to its rarity within the Standard Model.

As already discussed in refs. [6–10], a key challenge in extracting decays such as
Σ+ → p`+`− and K → π`+`− from lattice QCD is that the physical observables (most
directly defined in terms of infinite-volume Minkowski-signature correlation functions)
contain on-shell intermediate states that can propagate between the weak Hamiltonian,
effecting the s→ d transition, and the electromagnetic current emitting the di-lepton pair.
For the case of the rare hyperon decay in particular, intermediate Nπ states contribute,
where N represents the nucleon doublet and π the pion triplet. As we discuss in more
detail in the following sections, in practice the states are projected to definite isospin as
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this is a good quantum number of the numerical calculation, provided the light quarks
are degenerate and dynamical electromagnetism is not included, as we assume throughout.
Fortunately, three-(or-more)-particle intermediate states are kinematically guaranteed to be
off-shell and do not require special treatment.

Complications arise because numerical lattice QCD calculations only allow one to
directly determine Euclidean correlation functions in a finite spacetime volume. Specifically,
the finite-volume Euclidean correlator that most closely matches the rare hyperon decay is
a four-point function, defined with operators to create the incoming Σ+ and the outgoing p
as well as the weak Hamiltonian and electromagnetic current. Careful examination of this
correlator shows that the on-shell Nπ intermediate states manifest in a number of ways, all
of which complicate the calculation.

First, after the baryonic operators are used to project out the Σ+ and p states, one finds
that the on-shell intermediate states lead to exponentials that grow with the Euclidean-time
separation between the weak Hamiltonian and the current [9]. In practice, the number of
such exponentials is finite, dictated by the discrete finite-volume spectrum, and thus these
states can be removed through various strategies that we detail in the following sections.

However, a consequence of discarding these terms is that the resulting finite-volume
estimator has poles at the locations of all finite-volume energies with Nπ quantum numbers.
In addition, the resulting quantity is known to have power-like volume effects away from
the poles, and to miss the imaginary part appearing in the physical amplitude due to the
long-distance propagation of intermediate states. In short, removing growing exponentials
defines a finite-volume object that a priori has no clear relation to the targeted amplitude.
Fortunately, as we describe in section 4 following refs. [9, 10], the strategy to convert the
finite-volume estimator to the physical observable (and thereby cancel the poles and include
the imaginary contribution) is known and can be applied in this case.

The remainder of this paper is organized as follows: in section 2 we discuss the currently
available phenomenological strategy and predictions to compute the Σ+ → p`+`− branching
ratio. Section 3 then outlines our strategy on the lattice, which aims to recover the
Σ+ → p`+`− amplitude via carefully chosen, numerically calculable Euclidean correlation
functions. Here we discuss various strategies to remove the exponentially growing terms that
will appear in the direct lattice result. In section 4 we discuss the removal of finite-volume
singularities and make contact with the physical observable. In addition to translating
the general formalism of refs. [9, 10] to our particular case, we also provide an explicit
expression for an expansion that arises when the volume is tuned so that the mass of the
Σ+ coincides with one of the finite-volume Nπ energies. We close with a brief summary in
section 5. This work also contains five appendices detailing various technical aspects useful
for the practical calculation.

2 Phenomenological background

In the following, we will briefly review the phenomenological determination [3–5] of the
branching ratio for Σ+ → p`+`− leading to the result quoted in eq. (1.3). Short distance
contributions to Σ+ → p`+`− originate from penguin and box diagrams (cf. figure 1) and
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Figure 1. Short-distance Standard Model contributions to the s→ d transition from penguin and
box diagrams.

are found to contribute only at the order of 10−12 [3] to the branching ratio of the muonic
mode Σ+ → pµ+µ−, which is much smaller than the experimental measurements (eqs. (1.1)
and (1.2)), indicating that this decay is long-distance dominated.

The matrix element for the long-distance Standard Model contribution to the Σ+ →
p`+`− decay can be written as [3, 11]

A(Σ+ → p`+`−) = −e2GF × u`(p`−) γν v`(p`+)

× up(p)
[
i

q2

(
a(q2) + b(q2)γ5

)
σµνq

µ + γν
(
c(q2) + d(q2)γ5

) ]
uΣ(k) ,

(2.1)

in terms of the four form factors a(q2), b(q2), c(q2) and d(q2). Here γν , γ5 and σµν are
(combinations of) Minkowski gamma matrices, with conventions defined in appendix B, and
uΣ(k), up(p), u`(p`−), and v`(p`+) are the usual Dirac spinors for the incoming Σ+ and
the outgoing proton, `−, and `+, respectively. The four-momentum transfer is q = k − p,
where k and p are the on-shell four-momenta of the Σ+ and proton, respectively.

Some information about the form factors a and b can be obtained from the decay
Σ+ → pγ with a real photon. The respective decay rate1 can be written as

Γ(Σ+ → pγ) = G2
F e

2

π
|q|3

(
|a(0)|2 + |b(0)|2

)
, (2.2)

dΓ(Σ+ → pγ)
d cos θ ∝ 1 + α cos θ with α = 2Re(a(0)b(0)∗)

|a(0)|2 + |b(0)|2 , (2.3)

where |q| is the energy of the photon and θ is the angle between the spin of the Σ+ and the
momentum of the proton.

The imaginary parts of the four form factors can be obtained from unitarity using
amplitudes for Σ→ Nπ and Nπ → Nγ∗. While the amplitude for Σ→ Nπ is known from
experimental measurements [12], the authors of ref. [3] calculate the amplitude Nπ → Nγ∗

from Chiral Perturbation Theory (ChiPT) using either the relativistic baryon ChiPT [13] or
the heavy-baryon ChiPT [14, 15] formulation. The momentum dependence of the imaginary
parts of the form factors is found to be very mild. Once the imaginary parts of the form
factors are known, information on the real parts of a(q2) and b(q2) at q2 = 0 can be obtained
from equations (2.2) and (2.3) and experimental data for the decay Σ+ → pγ. Since this

1The Particle Data Group [12] quotes B
(
Σ+ → pγ

)
= 1.23±0.05×10−3 with τΣ+ = 0.8018±0.0026×

10−10 s, giving Γ(Σ+ → pγ) = (10.1± 0.4)× 10−15 MeV and α = −0.76± 0.08.

– 3 –



J
H
E
P
0
4
(
2
0
2
3
)
1
0
8

decay only determines values for |a(0)|2+|b(0)|2 and Re[a(0)b(0)∗], this leads to four possible
solutions for

(
Re
[
a(0)

]
, Re

[
b(0)

])
. Motivated by the mild q2-dependence of the imaginary

parts of the form factors, the authors of ref. [3] assume that Re
[
a(q2)

]
= Re

[
a(0)

]
and

Re
[
b(q2)

]
= Re

[
b(0)

]
for their prediction of B(Σ+ → p`+`−). The real parts of the c(q2)

and d(q2) form factors are calculated assuming vector meson dominance in [3] and explicitly
calculating vector meson pole contributions to the decay Σ+ → p`+`−. The q2-dependence
of Re

[
c(q2)

]
and Re

[
d(q2)

]
is found to be mild, just like in the imaginary parts.

Depending on the formulation of baryon ChiPT used and the four possible solutions
for Re

[
a(0)

]
and Re

[
b(0)

]
from Σ+ → pγ decays, the authors of ref. [3] find the Standard

Model prediction for B(Σ+ → pµ+µ−) to be in the range

1.6× 10−8 ≤ B
(
Σ+ → pµ+µ−

)
≤ 9.0× 10−8 , (2.4)

and very similar ranges are found in refs. [4, 5].

3 Extracting the amplitude from Euclidean correlators

In this section and the next, we describe how to extract the Σ+ → p`+`− amplitude from
a numerical lattice calculation. The approach closely follows the methods of refs. [6–10],
adjusted here to treat issues specific to this system. This section details the Euclidean two-,
three-, and four-point correlation functions needed to construct a finite-volume estimator,
denoted by F̃µ(k,p)L. The following section describes how to relate this quantity to the
physical rare hyperon amplitude.

3.1 Spectral representation

The determination of the long-distance contribution to Σ+ → p`+`− requires a calculation
of the Σ+ → pγ∗ amplitude, defined as

Arsµ (k, p) =
∫

d4x
〈
p(p), r

∣∣T [HW (x) Jµ(0)]
∣∣Σ+(k), s

〉
, (3.1)

with r and s labelling the azimuthal spin component of the state. Here we are assuming
Minkowski-signature conventions and working in an infinite space-time volume. This
amplitude can be re-expressed as a Dirac matrix, Ãµ(k, p), using the relation

Arsµ (k, p) = urp(p) Ãµ(k, p)usΣ(k) , (3.2)

with the spinors up and uΣ of the proton and Σ+, respectively.2

The effective weak-Hamiltonian density of the qs→ qd transition is given by [16]

HW (x) = GF√
2
VusV

∗
ud

[
C1
(
Qu1(x)−Qc1(x)

)
+ C2

(
Qu2(x)−Qc2(x)

)
+ · · ·

]
, (3.3)

where the Ci are Wilson coefficients, the Qqi are four-quark operators, defined in terms of
Dirac spinors for up, down, strange and charm quarks (respectively u, d, s and c) as

Qq1 = (diγLµsi)(qjγLµ qj) , Qq2 = (diγLµqi)(qjγLµ sj) , (3.4)
2To avoid clutter in notation, we denote indices for the Σ+ by Σ only. We still use Σ+ where the charge

is relevant, e.g. for creation and annihilation operators.
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and it is understood that the two are renormalized in the same scheme, at the same scale,
such that the weak Hamiltonian is scheme independent. Here i, j denote colour indices and
we define γLµ ≡ γµ(1− γ5). There are additional four-quark operators in (3.3) with Wilson
coefficients of order | VtsVtdVusVud

| ' 0.00142 which will be neglected in this work.
The electromagnetic current in eq. (3.1) is given by

Jµ = 2
3uγµu−

1
3dγµd−

1
3sγµs+ 2

3cγµc , (3.5)

and we make use of translational invariance by fixing the position of the electromagnetic
current to y = 0. Including an additional Fourier transform on the current would lead to
an overall momentum-conserving Dirac delta function, to be removed at a later step, and
we find it more convenient to follow the approach where this is never introduced.

The Hamiltonian density decomposes into a parity-positive and a parity-
negative component

HW (x) = H+
W (x) +H−W (x) , (3.6)

defined via the parity operator P̂ according to

P̂H±W (x)P̂ = ±H±W (P · x) , (3.7)

where Pµν = diag
[
1,−1,−1,−1

]
and P̂ is the Hilbert-space representation of the parity

operator. Both parity sectors contribute to the amplitude we are evaluating.
Defining Ã±µ (k, p) as in eqs. (3.1) and (3.2), but with HW (x) replaced by H±W (x), one

can next decompose each definite-parity amplitude in terms of form factors as follows [3, 11]:

Ã+
µ (k, p) = iσνµq

νa(q2) +
(
q2γµ − qµ/q

)
c(q2) , (3.8)

Ã−µ (k, p) = iσνµq
νγ5b(q2) +

(
q2γµ − qµ/q

)
γ5d(q2) , (3.9)

where we recall that q = k − p is the four-momentum transfer of the virtual photon. This
form-factor decomposition is derived in appendix A. Note also that, while the amplitude is
a Dirac matrix and thus depends on individual components of the four-momenta, the form
factors are Lorentz scalars and can therefore only depend on q2.

We will see in the following that the amplitude, and thus also the form factors, are
complex-valued due to on-shell intermediate Nπ states. Since the Euclidean correlators
are real-valued, this complexity already signals the fact that it is non-trivial to extract the
amplitudes. This turns out to be closely related to the interplay of the Euclidean signature
and the finite volume. As we will show in the following, the quantum numbers of the
contributing Nπ states differ for Ã+

µ and Ã−µ , and thus the finite-volume formalism must
be applied independently to the two quantities.

To explain this in more detail we return to eq. (3.1) and insert a complete set of states
between the current and the weak Hamiltonian to write

Ã±µ (k, p) =
∫ ∞

0
dω
[ ∫ 0

−∞
dt ρ̃±µ (ω) e−i(EΣ(k)−ω+iε)t +

∫ ∞
0

dt σ̃±µ (ω) e−i(ω−Ep(p)−iε)t
]
,

(3.10)

– 5 –



J
H
E
P
0
4
(
2
0
2
3
)
1
0
8

where we have introduced the spectral functions, satisfying

urp(p) ρ̃±µ (ω)usΣ(k) =
∑
α

δ(ω − Eα(k))
2Eα(k)

〈
p(p), r

∣∣Jµ(0)
∣∣Eα,k〉〈Eα,k∣∣H±W (0)

∣∣Σ+(k), s
〉
,

(3.11)

urp(p) σ̃±µ (ω)usΣ(k) =
∑
β

δ(ω − Eβ(p))
2Eβ(p)

〈
p(p), r

∣∣H±W (0)
∣∣Eβ ,p〉〈Eβ ,p∣∣Jµ(0)

∣∣Σ+(k), s
〉
.

(3.12)

Note that one must treat the two time orderings separately and this leads to two types
of intermediate states encoded in ρ̃ and σ̃, which have strangeness S = 0 and S = −1
respectively. The sums over α and β represent both sums and phase-space integrals over
the multi-particle QCD Fock space for all states that contribute. For example, the sum
over α includes Nπ, Nππ, ∆π and ΛK states.

Evaluating the time integrals then gives a compact result

Ã±µ (k, p) = i

∫ ∞
0

dω
ρ̃±µ (ω)

EΣ(k)− ω + iε
− i

∫ ∞
0

dω
σ̃±µ (ω)

ω − Ep(p)− iε . (3.13)

The aim of the following sections is to review how this amplitude can be extracted from
finite-volume Euclidean-signature correlation functions.

3.2 Euclidean correlation functions

We now discuss how to extract a finite-volume estimator for the desired Minkowski-space
amplitude (3.13) from Euclidean correlation functions that can be calculated on the lattice.
All quantities in this section (e.g. Dirac γ-matrices, four-vectors) are defined with Euclidean
conventions detailed in appendix B.

3.2.1 Two-point functions

The two-point function of a baryon B can be written as

Γ(2)
B (t,p)αβ =

∫
d3x e−ip·x

〈
ψBα (t,x)ψBβ (0)

〉
, (3.14)

where ψBβ (t,x) and ψBα (t,x) create and annihilate, respectively, a baryon B and α and β
are Dirac spinor indices. Examples for operators that have overlap with the proton p and
Σ+ are

ψpδ (t,x) = εabc (P+ΓA)δγ uc,γ(x)
(
ua,α(x) ΓBαβ db,β(x)

)
, (3.15)

ψΣ+
δ (t,x) = εabc (P+ΓA)δγ uc,γ(x)

(
ua,α(x) ΓBαβ sb,β(x)

)
, (3.16)

with ΓA = 1, ΓB = Cγ5 for spin 1/2 particles and the charge conjugation operator defined
by C = γ0γ2. P+ = 1

2(1 + γ0) projects to the positive parity state. Here, and below, Roman
and Greek indices refer to colour and Dirac indices, respectively.
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For t > 0, the two-point function (3.14) has the spectral representation

Γ(2)
B (t,p) =

∑
s

|ZB|2usBusB
2EB(p) e−tEB(p) = |ZB|2

MB

EB(p) PB(p)e−tEB(p) , (3.17)

plus contributions from excited states, which are exponentially suppressed in t by their
higher energies. The moving-frame energy of the baryon is given by EB(p) =

√
M2
B + p2

and the four-momentum vector is pB ≡ (iEB(p),p). We have introduced the projector

PB(p) = 1
2MB

∑
r

urB(p)ūrB(p) =
(−i/pB +MB)

2MB
. (3.18)

The overlap factor ZB is defined by〈
B(p), s

∣∣ψB(0)
∣∣0〉∞ = Z†

B(p) usB(pB) ,
〈
0
∣∣ψB(0)

∣∣B(p), s
〉
∞ = ZB(p) usB(pB) .

(3.19)
Throughout this section and the next, we neglect the finite-volume effects on single-hadron
energies and matrix elements. These are known to be exponentially suppressed, scaling as
e−MπL. We also include the ∞ label on states that are normalized according to〈

B(p′), s′
∣∣B(p), s

〉
∞ = 2EB(p)δs′s(2π)3δ3(p′ − p) , (3.20)

as this differs from the normalization of finite-volume states used below.

3.2.2 Three-point functions

We turn now to the three-point function of the effective weak Hamiltonian HW between a
Σ+ and a p operator

Γ(3)
H (tH , tp, tΣ;p)αβ =

∫
d3xpd3xΣ e

−ip·(xp−xΣ)
〈
ψpα(tp,xp) HW (tH ,0) ψΣ+

β (tΣ,xΣ)
〉
,

(3.21)
with the effective weak-Hamiltonian density HW given in eq. (3.3). We leave the parity
labels implicit throughout this section unless stated explicitly.

Here the weak-Hamiltonian is assumed to be appropriately renormalised. In the case of
chirally symmetric fermion discretisations and a massless renormalisation scheme, the 4-
quark operators in (3.4) are protected from mixing with other dimension-6 operators. In fact,
the V −A structure of our particular 4-quark operator guarantees that all divergences are
removed with massless renormalisation factors, even when the matrix elements themselves
are evaluated at non-zero quark mass. This is described in detail, in the context of domain-
wall-fermion lattice calculations, in refs. [17, 18], where the KL −KS mass difference is
evaluated using the same operator. The key point for the present work is that no aspects
of the renormalisation are affected by the external states, so we can directly adopt the
strategy of the earlier publications. See also the text in the paragraph after eq. (3.31).

The three-point function (3.21) gives rise to four different topologies3 for the Wick
contractions, which are shown in figure 2. The double point labelled with HW shows the

3Naming conventions for the diagrams shown in figure 2 are inspired by ref. [6].
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Figure 2. The four different topologies for the Wick contractions of the three-point function (3.21).
Two fully connected contractions Csd and Csu and two topologies (E and S) containing quark loops.
The two diagrams on the left (Csd and E) arise from contractions using the Q1 operator, the two
diagrams on the right (Csu and S) from Q2.

position of the weak Hamiltonian, and the points labelled Σ+ and p are the positions of the
Σ+ and proton operator, respectively. The quark lines are labelled by their respective quark
flavours. The two diagrams shown on the left-hand side of figure 2 arise from contractions
using the Q1 operator in the weak Hamiltonian, the two diagrams on the right-hand side
arise from contractions using the Q2 operator.

The spectral representation of the Euclidean three-point function Γ(3) is given by

Γ(3)
H (tH , tp, tΣ;p) =

∑
r,s

Zp(p)Z†
Σ(p) urp(p) ArsH usΣ(p)
4Ep(p)EΣ(p) e−Ep(p) (tp−tH) e−EΣ(p) (tH−tΣ) ,

(3.22)
for large time-separations tΣ � tH and tH � tp, such that excited states are suppressed, with

ArsH =
〈
p(p), r

∣∣HW (0)
∣∣Σ+(p), s

〉
∞ ≡ urp(p) ÃH usΣ(p) , (3.23)

where r and s are the spins of the proton and Σ+, respectively. In the following it will be
convenient to define the overall normalization factor

ZBB′(tB, tB′ ;p,k) ≡
ZB(p)Z†

B′(k)MBMB′

EB(p)EB′(k) e−EB(p) tB eEB′ (k) tB′ , (3.24)

where B,B′ ∈ {p,Σ}. This factor can be constructed using information extracted from
Σ+ and proton two-point functions (cf. eq. (3.17)). Completing the spin sum, the spectral
representation (3.22) can be written as

Γ(3)
H (tH , tp, tΣ;p) = ZpΣ(tp, tΣ;p,p)Pp(p) ÃH PΣ(p) e−tH [(EΣ(p)−Ep(p)] , (3.25)
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plus contributions from excited states. Similarly, one can define the three-point function for
a baryon B (here B ∈ {p,Σ}) with an electromagnetic current Jµ

Γ(3)
µ,B(tJ , tf , ti;p,k)αβ =

∫
d3xfd3xi e

−i(p·xf−k·xi)
〈
ψBα (tf ,xf ) Jµ(tJ ,0) ψBβ (ti,xi)

〉
.

(3.26)
The spectral representation of such a three-point function is given by

Γ(3)
µ,B(tJ , tf , ti;p,k) = ZBB(tf , ti;p,k)PB(p) Ãµ,B(q)PB(k)e−tJ (EB(k)−EB(p)) , (3.27)

with Ãµ,B defined by

Arsµ,B(q) =
〈
B(p), r

∣∣ Jµ(0)
∣∣B(k), s

〉
∞ ≡ u

r
B(p) Ãµ,B(q) usB(k) . (3.28)

Just as with the weak-Hamiltonian operator, the electromagnetic vector current is also
assumed to be renormalised. If the conserved Noether current is used, then the vector Ward
identity is exactly obeyed on the lattice and no renormalisation is necessary.

Here we have only considered three-point functions with single-hadron states. However,
as discussed in the following subsection, to construct the target finite-volume estimator,
one may also require matrix elements involving the finite-volume analogue of a multi-
particle excited state. Many details of the construction of ArsH and Arsµ,B(q) also apply for
the excited-state analogues, but important differences arise. We describe this in detail
in appendix D.

Finally, we define amputated versions of three-point functions with certain factors
removed. For the vector current we take

Γ̂(3)
µ,p(tJ ;p,k) ≡ Γ(3)

µ,p(tJ , tf , ti;p,k)
Zpp(ti, tf ;p,k) = Pp(p)

[
Ãµ,p(q)e−tJ (Ep(k)−Ep(p))]Pp(k) , (3.29)

and for the weak Hamiltonian

Γ̂(3)
H (tH ;k) ≡ Γ(3)

H (tH , tp, tΣ;k)
ZpΣ(tp, tΣ;k,k) = Pp(k)

[
ÃH e−tH(EΣ(k)−Ep(k))]PΣ(k) . (3.30)

In both cases we drop time dependence which cancels in the limit that the ground-
state dominates.

3.2.3 Four-point functions

We turn now to the four-point function of the time-ordered product of the weak-Hamiltonian
density, HW (x), and the electromagnetic current, Jµ(0), between a Σ+ and a p state

Γ(4)
µ,αβ(tH , tp, tΣ;p,k)L,T =

∫
L
d3xd3xpd3xΣ e

−i(xp·p−xΣ·k)

×
〈
ψpα(tp,xp) T [HW (tH ,x) Jµ(0)] ψΣ+

β (tΣ,xΣ)
〉
L,T

. (3.31)

Here the subscripts L, T indicate that the quantity is evaluated in a finite space-time volume.
This is of particular importance for the four-point function, so we emphasize the fact with
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our notation. Note also that the lattice path integral will always give the time-ordered
product of all four-fields. We restrict attention to the case of tΣ < 0, tH < tp so that the
fields can be written as shown.

The weak-Hamiltonian and electromagnetic current operators should be renormalised
in the same way as the relevant three-point functions above to remove divergences coming
from the operators themselves. However, additional divergences can come from the contact
of the two operators x = (tH ,x) → 0. Refs. [6, 19] describe in detail the origin and
cancellation of these divergences, which we summarise here. From power counting, the
contact term between HW and Jµ can diverge at most quadratically. However, use of
the conserved Noether current for the electromagnetic operator gives exact QED gauge
invariance, which reduces the degree of divergence by two down to a logarithmic one. Finally,
this logarithmic divergence is independent of the quark mass, and therefore cancels in the
GIM subtraction between the up and charm quarks Qui −Qci in (3.3). Therefore, so long
as a conserved electromagnetic vector current is used, there are no divergences as HW
approaches Jµ. While this previous work has been performed in the context of the rare
Kaon decay K → π`+`−, since none of the arguments rely on the nature of the external
states, no additional modifications are required for use in the baryonic decay Σ+ → p`+`−.

As with the Minkowski amplitude and the three-point function considered above,
q = k − p denotes the momentum transfer at the electromagnetic vertex. From the four-
point function, one obtains six Wick contractions for each of the four topologies (cf. figure 2)
of the three-point function with the weak Hamiltonian: the electromagnetic current Jµ can
be inserted on any of the five quark lines or on a disconnected quark-loop. The diagrams
corresponding to the in total 24 Wick contractions are shown in appendix E.

We next remove the overlap factor ZpΣ(tp, tΣ;p,k), given in eq. (3.24), to define Γ̂(4)
µ as

Γ̂(4)
µ (tH ;p,k)L = ZpΣ(tp, tΣ;p,k)−1 Γ(4)

µ (tH , tp, tΣ;p,k)L,T . (3.32)

We drop the dependence on T , tp, and tΣ in this quantity since the ratio is independent
of these time coordinates as long as T � tp, T � |tΣ| � 1/∆EΣ and |tp| � 1/∆Ep,
where ∆EΣ, ∆Ep are the gaps between the ground and first-excited states for the quantum
numbers indicated by the subscript. We view it as a task of the numerical analysis to
remove or quantify residual dependence on T, tp, and |tΣ| and omit these coordinates for
the remainder of this work.

The amputated four-point function is then equal to the matrix element

Γ̂(4)
µ (tH ;p,k)L = Pp(k) Ãµ(tH ;p,k)L PΣ(k) , (3.33)

where Ãµ(tH ;p,k)L is defined implicitly through

Arsµ (tH ;p,k)L ≡ urp(p) Ãµ(tH ;p,k)L usΣ(p) , (3.34)

where we have introduced the finite-volume, Euclidean-time-dependent analogue of eq. (3.1)

Arsµ (tH ;p,k)L ≡
∫
L
d3x

〈
p(p), r

∣∣T [HW (tH ,x)Jµ(0)]
∣∣Σ+(k), s

〉
L
. (3.35)
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Inserting a complete set of finite-volume states between the current and weak-Hamiltonian
density, one can give a spectral representation of the four-point function in Euclidean space-
time as

Γ̂(4)
µ (tH ;p,k)L =



∫ ∞
0

dω Pp(p) σ̃µ(ω)L PΣ(k) e−tH [ω−Ep(p)] , for tH > 0 , (3.36a)

∫ ∞
0

dω Pp(p) ρ̃µ(ω)L PΣ(k) e−tH [EΣ(k)−ω] , for tH < 0 , (3.36b)

where ρ̃µ(ω)L and σ̃µ(ω)L are defined as in eqs. (3.11) and (3.12) above but here with the
Euclidean conventions in the gamma matrices and with the sum now running over the
discrete finite-volume spectrum. For example, ρ̃µ(ω)L can be written as

ρ̃µ(ω)L =
∑
n

C̃n,µ(k)
2En(k) δ

(
En(k)− ω

)
, (3.37)

where

ūrp(p) C̃n,µ(k)usΣ(k) ≡
〈
p(p), r

∣∣Jµ(0)
∣∣En,k〉L 〈En,k∣∣HW (0)

∣∣Σ+(k), s
〉
L
, (3.38)

and
∣∣En,k〉L is the nth finite-volume state with the relevant quantum numbers to contribute,

normalized as
〈
En,k

∣∣En,k〉L = 2En(k).

3.3 Finite-volume estimator for the decay amplitude

Our aim now is to extract the infinite-volume, Minkowski-signature amplitude (with spectral
representation given in eq. (3.13)) from the finite-volume Euclidean four-point function,
decomposed above in eq. (3.36). To do so, one needs to separately treat the issues of
Euclidean time and finite volume, and we find it most instructive to address the first
point in this subsection and the second in the section following. To this end we define a
physical-energy finite-volume estimator of eq. (3.13) as follows:

F̃µ(k,p)L ≡ i
∫ ∞

0
dω ρ̃µ(ω)L

EΣ(k)− ω − i
∫ ∞

0
dω σ̃µ(ω)L

ω − Ep(p) . (3.39)

This definition looks similar to eq. (3.13) but with the key difference that finite-volume
spectral functions have been substituted. As a result, the iε pole prescription has also been
discarded, since this has no effect in the finite volume. To see this more explicitly we write
out the first term by substituting the definition of ρ̃µ(ω)L∫ ∞

0
dω ρ̃µ(ω)L

EΣ(k)− ω =
∑
n

C̃n,µ(k)
2En(k)

(
EΣ(k)− En(k)

) . (3.40)

The sum over n runs over the discrete set of finite-volume states including the proton-like
ground state and multi-hadron excited states that can be related to proton-pion and other
scattering amplitudes. A subtlety of this analysis is that, for non-zero k, parity is no longer
a good quantum number for the finite-volume multi-particle states. We will avoid this issue
by restricting attention to k = 0 in the following section.
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Various strategies are possible for extracting this finite-volume estimator from the
amputated four-point function. One technical issue affecting all methods is that, because
Γ̂(4)
µ (tH ;p,k)L only depends on the projected spectral functions, Pp(p) σ̃µ(ω)L PΣ(k) and

Pp(p) ρ̃µ(ω)L PΣ(k), it is only possible to extract a similarly projected version of F̃µ(k,p)L.
Rather than carrying these projectors in all subsequent equations, we find it most convenient
to change to spin indices at this stage, defining

F rsµ (k,p)L = ūrp(p)F̃µ(k,p)LusΣ(k) , (3.41)

Γ̂(4)rs
µ (tH ;p,k)L = ūrp(p)Γ̂(4)

µ (tH ;p,k)LusΣ(k) , (3.42)

and similar for all other quantities defined as Dirac matrices above.
To extract F rsµ (k,p)L from Γ̂(4)rs

µ (tH ;p,k)L, a crucial issue that any method must
address is that certain intermediate states lead to exponentially growing Euclidean time
dependence. This arises because, in eq. (3.32), one is multiplying by growing exponentials
depending on the energies of the incoming Σ+ and outgoing proton. If the intermediate
energies in the sum over n are sufficiently large, then these contribute decaying exponentials
that outweigh the growth. However, due to low-lying finite-volume states, Γ̂(4)rs

µ (tH ;p,k)L
can in principle diverge either for tH →∞ or tH → −∞.

To understand the point in more detail, we consider the unphysical quantity

−
∫ ∞
−∞

dtH e−ω
′|tH | Γ̂(4)rs

µ (tH ;p,k)L =
∫ ∞

0
dω

ρrsµ (ω)L
EΣ(k)−ω′−ω−

∫ ∞
0

dω
σrsµ (ω)L

ω+ω′−Ep(p) .

(3.43)
Here ω′ is chosen such that the integral over tH is convergent, and one finds a result that is
very similar to the targeted finite-volume estimator, F rsµ (k,p)L. In fact, the right-hand side
gives this desired quantity in the ω′ → 0 limit, but this is not useful as the integral on the
left-hand side is divergent if evaluated at ω′ = 0. Physically, this expression corresponds to
allowing the weak Hamiltonian to carry away energy from the system such that no on-shell
intermediate states occur. It thus solves the problem of growing exponentials, but at the
unacceptable cost of giving an unphysical quantity.

Two closely related options are available to reach the desired expression at ω′ = 0.
The original proposal, introduced in refs. [6, 9], is to integrate tH over a finite range of
times, i.e. over the range tH ∈ [−Ta, Tb]. One can then remove growing exponentials as a
function of Ta and Tb in order to extract the desired finite-volume quantity. A closely related
alternative, described in ref. [10], is to explicitly remove the exponentials as a function of
tH before integrating and then to re-introduce the missing poles in a second step.

Here we focus on the method of refs. [6, 9], defining

Irsµ (Ta, Tb;p,k) = (−i)
∫ Tb

−Ta
dtH Γ̂(4)rs

µ (tH ;p,k) , (3.44)

with −Ta < 0 < Tb. The summed correlator has a spectral representation given by

Irsµ (Ta, Tb;p,k) =
∫ ∞

0
dω
[
iρrsµ (ω)L

1− e−(ω−EΣ(k))Ta

EΣ(k)− ω − iσrsµ (ω)L
1− e−(ω−Ep(p))Tb

ω − Ep(p)

]
,

(3.45)
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in which the growing exponentials are displayed explicitly. From these expressions one sees
that contributions growing as Ta →∞ will arise if ρrsµ (ω)L includes finite-volume energies
for which En(k) < EΣ(k) and similarly contributions growing as Tb → ∞ will arise if
σrsµ (ω)L includes finite-volume energies for which En(p) < Ep(p).

By studying the contributions in this specific system, we deduce that the limit Tb →∞
can be taken without any difficulties, since all possible baryonic intermediate states with
strangeness S = −1 and momentum p have energies En(p) > Ep(p). This will be true so
long as the strange quark mass is greater than the down quark mass. As a result, the term
with e−Tb(ω−Ep(p)) is exponentially suppressed for large Tb. However, any intermediate state
with S = 0 that has an energy smaller than the initial state energy EΣ(k) will lead to an
exponentially growing term when Ta →∞. For simulations at physical or close-to-physical
quark masses, such intermediate states can be either a single proton state with momentum
k or a nucleon-pion state with total momentum k and an energy smaller than EΣ(k). For
sufficiently large light-quark masses, the energy of the finite-volume nucleon-pion states will
be greater than the Σ+ energy and become decaying exponentials in Ta, leaving only the
single proton state to grow as Ta →∞.

To extract F rsµ (k,p)L from Irsµ (Ta, Tb;p,k), all growing terms need to be removed. It is
additionally possible to remove decaying states such that the Ta →∞ limit is saturated for
smaller values of Ta. The removal of slowly decaying states was already applied in ref. [7],
in the context of rare kaon decays. To express this compactly, it is convenient to introduce
a modification of ρrsµ that is cut off to only include low-lying states

ρ[N ]rs
µ (ω)L =

N−1∑
n=0

δ(ω − En(k))
Crsn,µ(k)
2En(k) , (3.46)

where Cn,µ(k) is defined in eq. (3.38) above, and N must satisfy the condition that
En(k) > EΣ(k) for n ≥ N . We stress here that n = 0 refers to the finite-volume single-
proton state. Then one can write

I
rs
µ (Ta, Tb;p,k) = Irsµ (Ta, Tb; p,k)−∆Irsµ (Ta;p,k) , (3.47)

∆Irsµ (Ta;p,k) ≡ (−i)
∫ ∞

0
dω ρ[N ]rs

µ (ω)L
e−(ω−EΣ(k))Ta

EΣ(k)− ω . (3.48)

Note that Irsµ (Ta, Tb;p,k) then has the desired large Ta,b limits

F rsµ (k,p)L = lim
Ta,b→∞

I
rs
µ (Ta, Tb;p,k) . (3.49)

In contrast to Irsµ , the separate quantities Irsµ and ∆Irsµ , as well as F rsµ (k,p)L, have
poles as a function of L for any fixed kinematics. The distinction arises because, in the
original expression, 1 − e−(En(k)−EΣ(k))Ta vanishes whenever En and EΣ coincide so that
the combination has a finite limit

lim
En→EΣ

1− e−(En(k)−EΣ(k))Ta

EΣ(k)− En(k) = Ta . (3.50)
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This must be the case since the manifestly finite correlator Γ̂(4)rs
µ , integrated over a finite

range of times, cannot diverge for any L. By contrast, ∆Irsµ , Irsµ and F rsµ are divergent if
EΣ(k) coincides with a finite-volume energy. We stress that there is no problem here, this
is simply part of the correct definition of the finite-volume estimator. These poles will be
removed in the final relation between F rsµ and the infinite-volume Minkowski amplitude Arsµ .

A slight variation in extracting F rsµ (k,p)L, discussed in ref. [10], is to remove the
growing exponentials before integrating. In the present context it leads one to define

I≥N,rsµ (Ta, Tb;p,k) ≡ (−i)
∫ Tb

−Ta
dtH

[
Γ̂(4)rs
µ (tH ;p,k)

−Θ(−tH)
∫ ∞

0
dω ρ[N ]rs

µ (ω)L e−tH [EΣ(k)−ω]
]
. (3.51)

This object now has a well-defined Ta,b →∞ limit, but it is not the desired estimator as
the poles from the subtracted states are completely absent. These are then re-introduced
by the relation

F rsµ (k,p)L = lim
Ta,b→∞

I≥N,rsµ (Ta, Tb;p,k) + F [N ]rs
µ (k,p)L , (3.52)

where we have introduced

F [N ]rs
µ (k,p)L ≡ i

∫ ∞
0

dω ρ
[N ]rs
µ (ω)L
EΣ(k)− ω = i

N−1∑
n=0

Crsn,µ(k)
2En(k)

(
EΣ(k)− En(k)

) . (3.53)

This method is analogous to the approach of using low-lying states to estimate the T →∞
integral for the hadronic-vacuum-polarization contribution to the magnetic moment of
the muon [20].

Whether the removal of growing (and slowly decaying) exponentials is performed before
or after tH integration, it requires determination of the overlaps Crsn,µ(k) and energies
En(k) of all states to be removed. We discuss the detailed approach for determining this
information in the following subsections. Having completed this, it is equally important
to understand how to relate F rsµ (k,p)L to the physical amplitude Arsµ (k, p). This requires
treating the multi-hadron finite-volume effects and understanding how to include the Nπ
branch cut that is part of the physical amplitude’s definition. The method is discussed in
detail in section 4. In addition, the general method for extracting the form factors from the
physical amplitude Arsµ (k, p) is given in appendix C, as well as an example for a specific
kinematic setup.

3.3.1 Removal of the single-proton state

In this subsection, we describe two methods for removing the growing exponential arising
from the single-proton state. Recalling the definitions〈

p(p), r
∣∣Jµ(0)

∣∣p(k), r′
〉
∞ ≡ ū

r
p(p) Ãµ,p(q)ur′p (k) , (3.54)〈

p(k), r′
∣∣HW (0)

∣∣Σ+(k), s
〉
∞ ≡ ū

r′
p (k) ÃH usΣ(k) , (3.55)
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denoting the single-proton state with a p subscript (i.e. Crsp,µ(k) = Crsn=0,µ(k)) one can show

Crsp,µ(k) ≡
∑
r′

〈
p(p), r

∣∣Jµ(0)
∣∣p(k), r′

〉 〈
p(k), r′

∣∣HW (0)
∣∣Σ+(k), s

〉
, (3.56)

= 2Mp ū
r
p(p) Ãµ,p(q)Pp(k) ÃH usΣ(k) , (3.57)

= 2Mp ū
r
p(p) · Γ̂(3)

µ,p(0;p,k) · Γ̂(3)
H (tH ;k) · usΣ(k)etH [EΣ(k)−Ep(k)] , (3.58)

where in the last line we have used the hatted three-point functions defined in eqs. (3.29)
and (3.30) and have also applied the identity Pp(p)2 = Pp(p). This expression for Crsp,µ(k)
can then be used to remove the single-particle state. One can define

∆I(p)rs
µ (Ta;p,k) ≡ (−i)

Crsp,µ(k)
2Ep(k)

e−(Ep(k)−EΣ(k))Ta

EΣ(k)− Ep(k) , (3.59)

as the single-proton contribution to ∆Irsµ (Ta;p,k), defined in eq. (3.48).
In fact, it is instructive here to consider the case where only the single proton leads to

a growing exponential, as would be the case for sufficiently large pion mass calculations.
Then the method for extracting F rsµ (p,k)L, with the proton removed after summation, can
be summarized succinctly via

F rsµ (p,k)L = i
Crsp,µ(k)
2Ep(k)

eTa(EΣ(k)−Ep(k))

EΣ(k)− Ep(k) − i
∫ ∞
−Ta

dtH Γ̂(4)rs
µ (tH ;p,k) . (3.60)

The estimator with the proton removed before summation instead gives

F rsµ (p,k)L = i
Crsp,µ(k)
2Ep(k)

1
EΣ(k)− Ep(k)

− i
∫ ∞
−∞

dtH

[
Γ̂(4)rs
µ (tH ;p,k)− Θ(−tH)

Crsp,µ(k) e−tH [EΣ(k)−Ep(k)]

2Ep(k)

]
, (3.61)

where one can directly make use of the time-dependence arising within eq. (3.30)

Crsp,µ(k) e−tH [EΣ(k)−Ep(k)] = 2Mp ū
r
p(p) · Γ̂(3)

µ,p(0;p,k) · Γ̂(3)
H (tH ;k) · usΣ(k) . (3.62)

One can readily show that these two expressions are mathematically equivalent. They may,
however, lead to statistical differences depending on how exactly first term in eq. (3.60) and
the first and last terms in eq. (3.61) are estimated.

Note also that it follows from eqs. (3.60) and (3.61) that, in the case where Crsp,µ(k) = 0,
there is no need to explicitly treat the single-proton state. As was shown in refs. [6–8] for
the single pion intermediate state in K → π`+`−, it is in fact possible to define a modified
weak Hamiltonian, denoted H′W (0), such that F rsµ (p,k)L is invariant under HW → H′W , but

〈p(k), r|H′W (0)
∣∣∣Σ+(k), s

〉
= 0 =⇒ C ′ rsp,µ(k) = 0 , (3.63)

where the prime on Crsp,µ indicates the HW → H′W replacement. The redefined Hamiltonian
density is given explicitly by

H′W (x) = HW (x)− cSS d̄s(x)− cPP d̄s(x) , (3.64)

– 15 –



J
H
E
P
0
4
(
2
0
2
3
)
1
0
8

where cS and cP are constants to be determined and

S q̄′q(x) = q̄′(x)q(x) , P q̄′q(x) = q̄′(x)γ5q(x) , (3.65)

are flavour non-singlet scalar and pseudo-scalar densities. In the following we first prove
that F rsµ (p,k)L is invariant under HW → H′W and then explain how one fixes cS and cP to
set the single-proton contribution to vanish.

Begin by recalling that the conserved and partially conserved vector and axial currents,
V q̄′q
µ and Aq̄′qµ respectively, exactly satisfy the chiral Ward identities:

∂µV q̄′q
µ (x) = i(m′ −m)S q̄′q(x) , ∂µAq̄

′q
µ (x) = i(m′ +m)P q̄′q(x) . (3.66)

Thus, inserting the scalar and pseudo-scalar densities between generic final and initial states
with matching momenta, 〈Ef ,k|L and |Ei,k〉L respectively, one finds

〈Ef ,k| S q̄
′q(x) |Ei,k〉L = i

Ei − Ef
m′ −m

〈Ef ,k|V q̄′q
0 (x) |Ei,k〉L , (3.67)

〈Ef ,k| P q̄
′q(x) |Ei,k〉L = i

Ei − Ef
m′ +m

〈Ef ,k|Aq̄
′q

0 (x) |Ei,k〉L . (3.68)

The crucial point is that S d̄s(x) and P d̄s(x) have no effect on F rsµ (p,k)L. To demonstrate
this we define F ′ rsµ (p,k)L as the result of replacing HW → H′W in F rs

µ , and then use the
cS and cP dependence to unambiguously decompose as

F ′ rsµ (p,k)L = F rsµ (p,k)L − cSSrsµ (p,k)L − cPP rsµ (p,k)L , (3.69)

thereby defining Srsµ (p,k)L and P rsµ (p,k)L. Taking the scalar for concreteness note that
this can then be written explicitly as

Srsµ (p,k)L = i
∑
n′

1
2En′(k)

〈p(p), r| Jµ |En′ ,k〉L 〈En′ ,k| S d̄s
∣∣Σ+(k), s

〉
L

EΣ(k)− En′(k)

− i
∑
n

1
2En(p)

〈p(p), r| S d̄s |En,p〉L 〈En,p| Jµ
∣∣Σ+(k), s

〉
L

En(p)− Ep(p) , (3.70)

where the sum over n′ runs over finite-volume states with proton quantum numbers and
that over n runs over states with strangeness S = −1. Using eq. (3.67) then gives

Srsµ (p,k)L = 1
ms −md

(∑
n′

1
2En′(k) 〈p(p), r| Jµ |En′ ,k〉L 〈En′ ,k|V

d̄s
0

∣∣∣Σ+(k), s
〉
L

−
∑
n

1
2En(p) 〈p(p), r|V d̄s

0 |En,p〉L 〈En,p| Jµ
∣∣∣Σ+(k), s

〉
L

)
,

(3.71)

where the energy differences in the chiral Ward identity have cancelled the poles. As a
result each term now contains an insertion of the identity that can be collapsed to reach

Srsµ (p,k)L = 〈p(p), r| [Jµ, V d̄s
0 ]

∣∣Σ+(k), s
〉

ms −md
. (3.72)
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Similarly, for the pseudoscalar one finds

P rsµ (p,k)L = 〈p(p), r| [Jµ, Ad̄s0 ]
∣∣Σ+(k), s

〉
ms +md

. (3.73)

Since the electromagnetic current Jµ is a singlet in flavour space and the flavour changing
axial and vector currents are not, they will commute causing the shifts to the estimator
to vanish. We can therefore shift the weak Hamiltonian by any amount of the scalar and
pseudoscalar operators without affecting the value of the estimator:

Srsµ (p,k)L = 0 , P rsµ (p,k)L = 0 =⇒ F ′ rsµ (p,k)L = F rsµ (p,k)L . (3.74)

It remains only to fix the values of cS and cP . This can be achieved by demanding

〈p(k), r|H′±W
∣∣∣Σ+(k), s

〉
= 0 , (3.75)

where we have restored the ± superscript as it is relevant here that one can study the definite
parity sectors separately. As shown in appendix A, a generic Lorentz (pseudo)scalar operator
O can be decomposed into scalar and pseudoscalar form factors aO and bO respectively,
giving the decompositions

〈p(k), r|H′+W
∣∣∣Σ+(k), s

〉
= ūrp(k) (aH − cS aS)usΣ(k) , (3.76)

〈p(k), r|H′−W
∣∣∣Σ+(k), s

〉
= ūrp(k) (bH − cP bP ) γ5 u

s
Σ(k) , (3.77)

where we have used that only S d̄s contributes to H+
W (and only P d̄s to H−W ). We deduce

cS = aS
aH

and cP = bP
bH

are required for the single proton intermediate state to vanish.
Comparing this to the scalar shift in the rare kaon decay [6], we note that due to the

additional spin degree of freedom, there is an additional pseudoscalar form factor describing
the weak Hamiltonian matrix element. In general, it is therefore not sufficient to perform
only a scalar shift to remove the single proton intermediate state from both parity sectors.
There is however a kinematic point where the pseudoscalar shift is no longer required. This
is when the spinor contraction ūrp(k)γ5u

s
Σ(k) vanishes at k = 0, corresponding to the Σ+

at rest.

3.3.2 Removal of multi-hadron states

At close-to-physical quark masses, the other growing exponentials come from the lowest-lying
Nπ states, which have energy smaller than the mass of the Σ+. Because these are excited
states, their subtraction is more involved. In general, all lattice interpolating operators with
the correct quantum numbers will overlap the states of interest, but in practice one can
only reliably extract excited state energies and matrix elements by solving a generalized
eigenvalue problem (GEVP) with a diverse set of multi-hadron operators. In the present case,
the low-lying states are expected to be Nπ like states together with resonances. Therefore,
operators built from a nucleon and pion that are individually momentum projected are
required to reliably determine the excited spectrum. Depending on the finite-volume box
size, three-particle states could also become important, requiring an even more complicated
operator basis.
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It is also important to break up the intermediate excited states according to irreducible
representations (irreps) of the octahedral symmetry group (including parity) or, in the case
that the Σ+ baryon has non-zero spatial momentum k, to a little group that leaves the
latter invariant. The GEVP analysis is then performed separately within each irrep and
the final result is constructed from the separately determined spectra. Details are given in
appendix D.

Once an optimized operator for a given excited state is determined, the removal of that
state proceeds as in eq. (3.38) for the single proton. The energy En(k) is extracted from
the two-point function and the product of matrix elements

Crsn,µ(k) ≡
∑
r′

〈
p(p), r

∣∣Jµ(0)
∣∣En,k, r′〉L 〈En,k, r′∣∣HW (0)

∣∣Σ+(k), s
〉
L
, (3.78)

from the three-point functions. It should be noted that this procedure can be applied to
remove the exponentials associated with arbitrarily many intermediate states (whether
growing or decaying), and for states with higher numbers of hadrons, so long as a sufficient
operator basis can be obtained.

This completes our discussion of the construction of F rsµ (k,p)L. We now turn to the
formalism required to relate this object to the physical amplitude for the weak decay
Σ+ → p`+`−.

4 Finite-volume effects

For calculations with sufficiently heavy pions, the energy of the lowest Nπ states will lie
above the EΣ(k) threshold, and therefore only exponentially suppressed finite volume effects
will be present. At the physical point however, the low-lying Nπ states will be below this
threshold, inducing additional power-like finite volume effects.

In this section, we detail the correction of these power-like finite volume effects from such
Nπ states which can be accounted for via a simple additive term, denoted by ∆F rsµ (k,p)L.
This allows one to determine the physical amplitude, up to exponentially suppressed L

effects, using the relation

Arsµ (k, p) = F rsµ (k,p)L + ∆F rsµ (k,p)L . (4.1)

At this stage, we also switch from labelling states by definite individual quark flavour
content (e.g. p and Σ+) to isospin state labels (N for the neutron-proton doublet and
Nπ for two-particle states with possible isospin values I = 1/2, 3/2). This is necessary to
introduce the finite-volume formalism for multi-particle states below.

Since Arsµ (k, p) does not contain poles associated with the finite-volume Nπ intermediate
states, these must cancel between the two terms on the right-hand side. As discussed in
detail in ref. [10], this means that the numerical steps that introduce poles in F rsµ (k,p)L
must match those in the construction of ∆F rsµ (k,p)L, such that the singularities exactly
cancel. To keep track of this, it is useful to group the cancelling poles via the definitions

Arsµ (k, p) = lim
Ta,b→∞

[
Irsµ (Ta, Tb; p,k) + δF

rs
µ (Ta;k,p)L

]
, (4.2)

δF
rs
µ (Ta;k,p)L = −∆Irsµ (Ta;p,k) + ∆F rsµ (k,p)L . (4.3)
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An important subtlety here is that Irsµ (Ta, Tb; p,k) and δF
rs
µ (Ta;k,p)L each diverge as

Ta →∞, in such a way that the combination in eq. (4.2) remains finite.
An alternative to eq. (4.2) can be written by directly using the quantity I≥N,rsµ (Ta, Tb;p,k),

defined in eq. (3.51). In particular, combining the various definitions given above, one finds

Arsµ (k, p) = lim
Ta,b→∞

I≥N,rsµ (Ta, Tb;p,k) + δF rsµ (k,p)L , (4.4)

where we have introduced a Ta-independent analogue of δF rsµ (Ta;k,p)L, defined as

δF rsµ (k,p)L = δF
rs
µ (Ta;k,p)L − i

N−1∑
n=0

Crsn,µ(k)[e−(En(k)−EΣ(k))Ta − 1]
2En(k)(EΣ(k)− En(k)) . (4.5)

Tnhis is the unique combination in this work that is (i) Ta-independent, (ii) free of finite-
volume singularities, and (iii) depends only on the states explicitly removed and not on the
full sum over all states in the spectral decomposition. For this reason it will be useful in
our detailed discussion of the single-channel case below.

We are now ready to give the full definition for ∆F rsµ (k,p)L. The finite-volume
correction can be written as [6, 10, 21]

∆F rsµ (k,p)L = iArJµ(EΣ(k),k,p) · F
(
EΣ(k),k, L

)
· AsHW (EΣ(k),k) , (4.6)

where we have introduced

ArJµ(EΣ(k),k,p) =
〈
N(p), r

∣∣Jµ(0)
∣∣E, (Nπ)in(k)

〉
, (4.7)

AsHW (EΣ(k),k) =
〈
E, (Nπ)out(k)

∣∣HW (0)
∣∣Σ(k), s

〉
, (4.8)

F(E,P , L) = 1
F (E,P , L)−1 +M(Ecm) . (4.9)

Here F (E,P , L) is a known geometric function, reviewed in this work in the following para-
graphs, and ArJµ(k,p), AsHW (k), andM(Ecm) are three types of infinite-volume amplitudes,
each involving Nπ states.

This construction and the following discussion is similar to that given in refs. [9, 22],
in that case of ππ intermediate states in K − K̄ mixing and the decay K → πνν. The
formalism of that work was generalized to particles with any spin, including the present
case, in ref. [10]. The purpose of the following is to explain the relevant formalism in the
specific context of Nπ states, including the role of parity, spin and non-degenerate masses.
The formalism for long-range matrix elements also draws on that used for scattering and
transition amplitudes [21, 23–28].

We begin by specifying the index space used in the definition of ∆F rsµ (k,p)L. The
product on the right-hand side of eq. (4.6) is understood as a matrix (F) contracted with
two vectors (ArJµ and AsHW ) such that no hanging indices remain. The index space of this
contraction is also required for the exact definitions of F (E,P , L) and the other quantities
appearing above. The space is denoted by J, `, µ, referring to the total angular momentum
J , orbital angular momentum, `, total spin (in this case fixed to 1/2), and azimuthal
component of total angular momentum µ. For example,

ArJµ(E,k,p)J,`,µ =
〈
N(p), r

∣∣Jµ(0)
∣∣E, (Nπ)in(k), J, `, µ

〉
, (4.10)

AsHW (E,k)J,`,µ =
〈
E, (Nπ)out(k), J, `, µ

∣∣HW (0)
∣∣Σ(k), s

〉
, (4.11)
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and the combined labels of total energy E, total momentum k, and J, `, µ are both necessary
and sufficient to exactly specify the Nπ state.

We define the geometric matrix, F (E,P , L), for the Nπ system, by first considering
the quantity for two non-identical scalar particles with masses Mπ,MN [29]. Focusing on
the P = 0 case, the definition reads

F`′m′;`m(E,0, L) = lim
α→0+

[ 1
L3

∑
k

−
∫ d3k

(2π)3

]4πY ∗`′m′(k̂)Y`m(k̂)e−α(k2−p2)

2ωπ2ωN (E − ωπ − ωN + iε)

( |k|
p

)`+`′
,

(4.12)

with k̂ = k/|k|, ωπ =
√
M2
π + k2, ωN =

√
M2
N + k2. We have also introduced p as the

magnitude of back-to-back momentum, satisfying

E = Ecm =
√
M2
π + p2 +

√
M2
N + p2 . (4.13)

As discussed in refs. [21, 23], ultraviolet divergences in the sum-integral difference cancel so
that any smooth regulator can be used in the evaluation of each. The explicit exponential
included gives one option that is also convenient for numerical evaluation. As discussed in
ref. [27], a straightforward combination of Clebsch-Gordon coefficients can then be used to
promote this scalar version to the final F function on the full space for particles with spin:

FJ ′`′µ′,J`µ(E,P , L) =
∑

m,σ,m′

〈`m; 1
2σ|Jµ〉〈`

′m′; 1
2σ|J

′µ′〉F`′m′;`m(E,P , L) . (4.14)

This is the quantity entering the definition of F in eq. (4.9).
The second matrix entering the F matrix is the Nπ → Nπ scattering amplitude,

denotedM. This can be represented on the J`µ index space via

MJ ′`′µ′;J`µ(Ecm) = δJ ′Jδl′lδµ′µ
8πEcm

p cot δJ,`(p)− ip
, (4.15)

where
E2

cm = E2 − P 2 , (4.16)

defines the centre-of-mass energy and δJ,`(p) is the scattering phase shift with quantum
numbers as indicated.

This concludes our explanation of all quantities entering ∆F rsµ (k,p)L. The content of
eq. (4.6) can be summarized as follows: by combining a determination of the Nπ → Nπ

scattering amplitude with the Σ HW−→ Nπ and Nπ
Jµ−→ N transition amplitudes, one

can calculate the correction that relates the finite-volume estimator F rsµ (k,p)L to the
amplitude Arsµ (k, p).

4.1 DeterminingM, AsHW and ArJµ
So far we have made reference to poles cancelling between F rsµ (k,p)L and ∆F rsµ (k,p)L,
but without explicitly explaining why the poles are the same between the two terms. This
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follows from the observation that the condition that F(E,P , L) diverges is equivalent to
the Lüscher quantization condition [21, 23]

det
[
M−1(Ecm

n ) + F (En,P , L)
]

= 0 , (4.17)

where
Ecm
n =

√
E2
n − P 2 . (4.18)

This relation allows one to constrain the amplitude M(Ecm) from a numerical lattice
calculation by computing many finite-volume energies.

The energies, En, directly correspond to the poles in ∆F rsµ (k,p)L, as can be readily seen
from its definition in eq. (4.6). In the limit of infinite statistics, the formalism guarantees a
perfect cancellation between the poles in F rsµ (k,p)L and those in ∆F rsµ (k,p)L. However,
for realistic data, with statistical uncertainties, care must be taken. In particular, given
the best fit for the lattice energies En(L) from Euclidean correlators, one can use a given
parametrization in the quantization condition to determine the best fit for M(Ecm). If
the lattice energies (rather than the best-fit quantization energies) are used to construct
F rsµ (k,p)L singularities will fail to cancel in the amplitude. As discussed in ref. [10], the most
straightforward solution here is to directly use the best-fit quantization energies everywhere.

The Lellouch-Lüscher formalism [25] and its extensions can be used to determine the
remaining amplitudes AsHW and ArJµ . This follows from the eigenvectors of the quantization
condition matrix which is known to be rank one near the finite-volume energy

lim
E→En(L)

(
E − En(L)

) 1
M(Ecm

n ) + F−1(En,P , L) = E(n),in ⊗ E (n),out , (4.19)

where the ⊗ indicates an outer-product in the same index space, so that E(n),in and E(n),out

each carry the J, `, µ indices. Then the amplitudes are related to finite-volume matrix
elements via 〈

En,k
∣∣HW (0)

∣∣Σ(k), s
〉
L

= E(n),out · AsHW (E,k) , (4.20)〈
N(p), r

∣∣Jµ(0)
∣∣En,k〉L = ArJµ(E,k,p) · E (n),in , (4.21)

up to an inherent phase ambiguity that will cancel between E(n),out and E(n),in in the full
finite-volume correction.

4.2 Single-channel case

We now show that, in the limit where only a single channel contributes, that this formalism
is equivalent to that of ref. [9]. We first consider the general case in which L is not tuned
such that En(L) = MΣ and then examine the finely tuned case discussed in ref. [9]. We
also extend the latter by expanding to higher orders about the tuned volume point. This
allows one to propagate uncertainties, given that En(L) = MΣ will never hold exactly in
estimators of the variance.

For the purpose of this discussion, we focus attention on the case of zero momentum in
the finite-volume frame (P = 0). We specifically consider the case of a single Nπ channel in
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the P -wave (` = 1). In this case the matricesM(E) and F (E,L) are one-dimensional. It is
standard to describe these in terms of the scattering phase shift δ`=1(E) and the so-called
pseudophase φ(E,L):

M(E) = 8πE
p

1
cot δ(E)− i , F (E,L) = p

8πE
[
cotφ(E,L) + i

]
. (4.22)

Substituting this into eq. (4.19) gives

E(n),inE(n),out = −
[
M2(E) ∂

∂E

(
F (E,L) +M−1(E)

)]−1

E=En
, (4.23)

= − p

8πE

[
sin2δ(E) e2iδ(E) ∂

∂E

(
cotφ(E,L) + cot δ(E)

)]−1

E=En
, (4.24)

= p

8πEe
−2iδ(E)

[
∂

∂E

(
φ(E,L) + δ(E)

)]−1

E=En
. (4.25)

This can be used to express the relation between finite- and infinite-volume matrix ele-
ments as

ArJµ(En,0,p)AsHW (En,0) =
〈
N(p), r

∣∣Jµ(0)
∣∣En,0〉L

× 4π
p
e+2iδ(E)

[
∂φ(E,L)
∂E

+ ∂δ(E)
∂E

]
E=En

〈
En,0

∣∣HW (0)
∣∣Σ(0),s

〉
L
,

(4.26)

where p(E) is given by eq. (4.13). Then, in general, one can envision parametrizing the
unknown function ArJµ(E,0,p)AsHW (E,0) as a function of E and constraining the unknown
parameters using eq. (4.26).

Taking this function as known allows us to construct δF rsµ (k,p)L as defined in eq. (4.5).
This is a useful quantity to focus on as it only depends on the states that have been removed
explicitly, together with the finite-volume correction.

δF rsµ (0,p)L = i
N−1∑
n=0

Crsn,µ(0)
2En

(
MΣ − En

)
− i pΣ

8πMΣ

ArJµ(MΣ,0,p)AsHW (MΣ,0)[
cotφ(MΣ, L) + i

]−1 +
[
cot δ(MΣ)− i

]−1 , (4.27)

where pΣ = p(MΣ). This can alternatively be written as

δF rsµ (0,p)L = i
Crsp,µ(0)

2Mp
(
MΣ−Mp

)
+i

N−1∑
n=1

pn
8πEn

ArJµ(En,0,p)e−2iδ(En)AsHW (En,0)(
MΣ−En

)
∂E [φ(E,L)+δ(E)]

∣∣∣∣
E=En

−i pΣ
8πMΣ

ArJµ(MΣ,0,p)e−2iδ(MΣ)AsHW (MΣ,0)
(
cot
[
δ(MΣ)+φ(MΣ,L)

]
+i
)
,

(4.28)
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where, with the exception of the single-proton state, we have expressed also the finite-volume
matrix elements within Cn,µ(0) in terms of the infinite-volume transition amplitudes. Here
we have also introduced the shorthand ∂E = ∂/∂E to express the derivative factor in the
first term more compactly. The result summarized in eq. (4.28) matches eq. (35) of ref. [9]
up to some superficial differences in notation, motivated by the fact that we are describing a
different system. For example in contrast to the case of the KL-KS mass difference described
in ref. [9], here the two infinite-volume amplitudes entering the correction, ArJµ(En,0,p)
and AsHW (En,0), are different. For this reason we can not express the result as a magnitude-
squared but instead explicitly include the Watson phase e−2iδ such that the combination
ArJµe

−2iδAsHW is real-valued (but not necessarily positive).
This concludes our discussion of the general finite-volume formalism. Before moving to

the next section, which describes the case of a volume tuned such that MΣ coincides with a
finite-volume energy, we close here by summarizing the necessary steps to obtain the full
amplitude Arsµ (k, p) with all power-like finite-volume corrections removed.

First, one needs to compute the finite-volume estimator PB(p) F̃µ(k,p)L PB(k) on the
lattice, giving access to its spin-projected counterpart, F rsµ (k,p)L, as described in eqs. (3.49)
and (3.52). The next step is to perform an Nπ scattering analysis as has been done in
refs. [30, 31] and as we outline in appendix D. This involves obtaining the finite-volume
energies, which via the generalized Lüscher formalism lead to parametrizations of the phase
shift δ(E) as well as its derivative. Similarly, a lattice computation of the three-point
functions on the right-hand side of eq. (4.26), together with the generalized Lellouch-
Lüscher relation, gives access to the infinite-volume transition amplitudes ArJµ(En,0,p) and
AsHW (En,0). Putting everything together, these ingredients can now be put into eq. (4.28)
to obtain δF rsµ (0,p)L and the final amplitude via eqs. (4.2), (4.3), and (4.5). We stress
that the final +i contribution in eq. (4.28) allows direct access to the imaginary part of the
amplitude Arsµ (k, p).

4.3 Expanding about the pole

The result of the previous section gives the finite-volume correction for any value of L for
the case of E = MΣ. In this section we denote by L̄ and n̄ particular values such that
En̄(L̄) = MΣ for one of the finite-volume states. The assumption that one is exactly tuned
to such a volume is built into ref. [6] and performing the expansion here allows us to make
contact to the earlier work.

Cancellation of leading-order singularity. Defining δL = L − L̄ we first note that
the expression for δF rsµ (0,p)L has a pole that must cancel. The leading order expansion
explicitly gives

δF rsµ (0,p)L = i
pΣ

8πMΣ

ArJµ(MΣ,0,p)AsHW (MΣ,0)
δL

×
[
− e−2iδ(MΣ)

∂LEn̄(L) [∂Eφ(E,L) + ∂Eδ(E)]−1
E=MΣ

− 1
∂L [cotφ(MΣ, L) + i]−1

]
L=L̄

+O(δL0) . (4.29)
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To see that the term in square brackets vanishes, first use the identity

0 = d

dL

(
φ(En(L), L) + δ(En(L))

)
, (4.30)

= ∂LEn(L)× ∂E
(
φ(E,L) + δ(E)

)
+ ∂Lφ(E,L) , (4.31)

where we have introduced the shorthand ∂L = ∂/(∂L). In the first line it is understood
that the total derivative is being evaluated along the solution. This allows us to rewrite the
L derivative of the energy to reach

δF rsµ (0,p)L = i
pΣ

8πMΣ

ArJµ(MΣ,0,p)AsHW (MΣ,0)
δL

×
[
e−2iδ(MΣ) [∂Lφ(E,L)]−1

E=MΣ
− 1
∂L
[
cotφ(MΣ, L) + i

]−1

]
L=L̄

+O(δL0) .

(4.32)

Finally, using

∂L

([
cotφ(E,L) + i

]−1
)

= −
[
cotφ(E,L) + i

]−2
∂L cotφ(E,L) , (4.33)

= −e−i2φ(E,L)∂Lφ(E,L) , (4.34)

and replacing φ(MΣ, L̄) with −δ`=1(MΣ), we see the desired cancellation to deduce that
δFµ remains finite as δL→ 0.

Result for L = L̄. To derive the (δL)0 term simply requires carefully expanding to the
next order. Performing the expansion about δL = 0 leads to numerous terms, depending on
both first and second derivatives of En̄(L) with respect to L. The result can be written as

δF rsµ (0,p)L = i
N−1∑
n 6=n̄

Crsn,µ(0)
2En

(
MΣ − En

)
− i

pΣ e
−2iδ(MΣ)ArJµ(MΣ,0,p)AsHW (MΣ,0)

8πMΣ ∂E [φ(E, L̄) + δ(E)]

×
[
∂E log

[
p(E)ArJµ(E,0,p)e−2iδ(E)AsHW (E,0)/E

]
+ i∂E [φ(E, L̄) + δ(E)] + 1

2
∂2
E [φ(E, L̄) + δ(E)]
∂E [φ(E, L̄) + δ(E)]

]
E=MΣ

+O(δL) , (4.35)

where we emphasize that n = 0 (corresponding to the single-proton state) is included in the
sum in the first term. We have reached this result both by expanding about δL (equivalently
taking the L→ L̄ limit) with E = MΣ fixed and, alternatively, by setting L = L̄ exactly
and taking the E →MΣ limit. As expected the same result is recovered in both approaches.
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O(δL) correction. Finally, one can perform the tedious exercise to push this expansion
to one higher order in δL. The result can be written as[

δF rsµ (0,p)L
]O(δL)

= −i e−2iδ(MΣ)(MΣδL)
ArJµ(MΣ,0,p)AsHW (MΣ,0)

96πD4(φ(0,1))2
(
Ξ + X

)
, (4.36)

where the square brackets and superscript on the left-hand side indicate that we are reporting
only the linear order, to be added to the constant order above. Here we have introduced
the lengthy expressions

Ξ =
(
φ(0,1)

)3
[
− 2DΠφ(3,0) + 6φ(1,0)Πφ(2,0) − 3Π

(
φ(2,0)

)2
− 6D2Π(2)

+ 12D2
(
1 + 2iδ(1)

)
Π(1) + 12iD2Πδ(2) + 24D2Π

(
δ(1)

)2
− 24iD2Πδ(1)

+ 4
(
D2 − 3

)
D2Π− 2δ(3)DΠ + 6φ(1,0)Πδ(2) + 3Π

(
δ(2)

)2
]

+
(
φ(0,1)

)2
[
6D

(
DΠφ(2,1) − 2φ(1,1)

[
DΠ(1) + Π

(
δ(2) − 2iDδ(1) −D + φ(1,0)

) ])
+ 6D2

(
φ(0,1)[Π (4iA(1)δ(1) + 2A(1) −A(2)

)
− 2A(1)Π(1)]− 2A(1)Πφ(1,1)

)]
+ 6D2Πφ(0,1)φ(0,2)

(
−φ(2,0) + 2i(D)2 + φ(1,0)

)
− 2D4Πφ(0,3) , (4.37)

together with the shorthand

Π(n) = Mn
Σ∂

n
EpΣ(E)
MΣ

∣∣∣∣
E=MΣ

, D = MΣ∂E [φ(E, L̄) + δ(E)]
∣∣∣∣
E=MΣ

, (4.38)

φ(n,m) = Mn−m
Σ ∂nE∂

m
L φ(E,L)

∣∣∣∣
E=MΣ, L=L̄

, δ(n) = Mn
Σ∂

n
Eδ(E)

∣∣∣∣
E=MΣ

, (4.39)

A(n) = Mn
Σ

[
ArJµ(MΣ,0,p)AsHW (MΣ,0)

]−1 ∂n

∂En

[
ArJµ(E,0,p)AsHW (E,0)

]
E=MΣ

. (4.40)

A Mathematica version of this can be provided upon request to the authors.
Although this result looks quite cumbersome, we argue that it is in fact both conceptually

straightforward and quite useful in practice. Given the value of the phase shift and its first
and second derivatives at E = MΣ and L = L̄ together with the amplitudes ArJµ(MΣ,0,p)
andAsHW (MΣ,0), all information is available to express the above result as a single numerical
coefficient multiplying (MΣδL). If one is in the regime where the volume is sufficiently well
tuned so that δL2 terms can be neglected, then this gives the relevant correction from the
finite-volume formalism due to inevitable slight mistuning. In particular, in a jackknife
or bootstrap error estimate, the above expression gives a straightforward way to evaluate
δF rsµ (0,p)L on each sample and thus to propagate uncertainties into the physical amplitude.

5 Summary

In this paper, we described the different steps necessary to extract the Σ+ → p`+`− rare
decay amplitude from Euclidean lattice correlation functions. The main challenge is the
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radically different contributions from on-shell intermediate states between Minkowski and
Euclidean finite-volume correlation functions. In Euclidean space-time, these states create
spurious contributions in the time-integrated correlation function that grow exponentially
with the time range. In this paper we explain in detail how these contributions can be
reconstructed and subtracted, which generalizes for the hyperon decays what was previously
discussed in the kaon sector [6, 22], and more generally in [10]. Even after subtracting
growing exponentials, the finite-volume estimator for the amplitude still suffers from finite-
size effects following a power-law in the volume extent L. We presented the asymptotic
volume behaviour of the finite-volume estimator in different kinematics, and compared our
result to previous approaches. We also expand on previous work by providing the leading
order correction of the finite-volume effects for lattice volumes tuned to have a finite-volume
energy level near the Σ mass.

This work paves the way for predicting this amplitude in future lattice calculations, and
we are in parallel conducting exploratory numerical simulations to that effect [32]. Beyond
the theoretical problems presented in this paper, one can expect important numerical
challenges to be addressed, in particular related to the generally poor statistical signal
of baryonic correlation functions in lattice calculation. However, such lattice calculation
will generate numerous interesting results beyond the exciting perspective of studying this
flavour-changing neutral current decay observed at LHCb. Indeed, tackling the growing
exponential issue will generate as a side-product first-principle determinations of Nπ
scattering parameters. More generally, this type of process is a perfect ground to extend
our general understanding on how to predict non-local hadronic matrix elements from
lattice simulations.

A Form-factor decomposition (Minkowski)

Generally the matrix element of an operator O between two baryonic states |B(p), s〉 and
|B′(p′), r〉, with momenta p and p′ and spin projections s and r can be split into the
external spinors u and a 4× 4 Dirac-matrix amplitude Ã

Ars(p, p′) =
〈
B′(p′), r

∣∣O |B(p), s〉 = ūrB′(p′)Ã(q, k)usB(p) , (A.1)

where we now parametrize in terms of the 4-momenta q = p− p′ and k = p+ p′. We then
write Ã in terms of all of the available Dirac-matrix structures Γ ∈ {1, γ5, γµ, γµγ5, σµν} in
such a way as the Lorentz structure of the matrix element is recovered. These terms are
associated with a form factor which is a scalar coefficient, and can only be a function of the
Lorentz and spin scalar objects q2 and k2. However, k2 = 2m2 + 2m′2 − q2 and therefore k2

and q2 are not independent, so the forms factors can be written as only a function of q2.
The base set of Dirac-matrix Lorentz scalar objects is:

{1, γ5, /q, /qγ5, /k, /kγ5, σµνq
µkν , σµνq

µkνγ5} . (A.2)

The full list of structures is the infinite set of all combinations of these base elements.
These additional structures can always be decomposed into a linear combination of the base
elements using /p/p = p2 and /p/p′ = 2p · p′ − /p′/p for any p, p′.
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The base set of spin-matrix Lorentz vectors objects is:

{qµ, qµγ5, kµ, kµγ5, γµ, γµγ5, σµνq
ν , σµνq

νγ5, σµνk
ν , σµνk

νγ5} , (A.3)

where again the infinite combinations can be decomposed in terms of the base set.

A.1 Explicit form-factor decompositions

Using the base set for a generic Lorentz (pseudo-)scalar operator S as given above yields
the form factor decomposition

Ars(p, p′) =
〈
B′(p′), r

∣∣S |B(p), s〉 (A.4)

= ūrB′(p′)
[
a(q2) + b(q2)γ5

]
usB(p) , (A.5)

which is relevant for the matrix element of the weak Hamiltonian in the rare hyperon decay.
Analogously, using the base set for a generic Lorentz (axial-)vector operator Jµ one obtains

Arsµ (p, p′) =
〈
B′(p′), r

∣∣Jµ |B(p), s〉 (A.6)

= ūrB′(p′)
[
f1(q2)γµ + if2(q2)σνµqν + f3(q2)qµ (A.7)

+g1(q2)γµγ5 + ig2(q2)σνµqνγ5 + g3(q2)qµγ5
]
usB(p) ,

where we have used the generalisations of the Gordon decomposition identity with initial
and final states of different mass

ū′σµνk
νu = i(m−m′)ū′γµu− iqµū′u (A.8)

ū′σµνq
νu = i(m+m′)ū′γµu− ikµū′u (A.9)

ū′σµνk
νγ5u = −i(m+m′)ū′γµγ5u− iqµū′γ5u (A.10)

ū′σµνγ5q
νu = −i(m−m′)ū′γµγ5u− ikµū′γ5u . (A.11)

Finally, the relevant amplitude for the rare hyperon decay Σ+ → p`+`− decomposes like

Arsµ (p,p′) =
〈
p(p′), r

∣∣HWJµ ∣∣∣Σ+(p),s
〉

(A.12)

= ūrp(p′)
[
iσνµq

ν (a(q2)+b(q2)γ5)+(q2γµ−/qqµ)(c(q2)+d(q2)γ5)
]
usΣ(p) (A.13)

where we have used the Ward-Takahashi identity qµArsµ = 0. Note the different definitions
of momenta in this appendix and in the main text, where the p carries momentum p and
the Σ+ carries momentum k.

B Minkowski and Euclidean definitions and conventions

In the following we give details on our conventions in Minkowski and Euclidean metric.
Quantities with a sub- or super-script “M” and “E” denote quantities in Minkowski and
Euclidean metric respectively.4

4Whether the M or E is written as sub- or a super-script depends on notational convenience for a given
quantity and does not have any meaning.
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B.1 Kinematic variables

For the Minkowski metric we use the mostly-minus convention, i.e. gµν = gµν =
diag(1,−1,−1,−1). Then the four-momentum of a state with energy E and spatial mo-
mentum p is given by

pµM = (E,p) , pMµ = (E,−p) , and pµE = pEµ = (iE,p) , (B.1)

leading to

p2
M = pMµ p

µ
M = E2 − p2 , and p2

E = pEµ p
µ
E = −E2 + p2 = −p2

M . (B.2)

Of course, the limitation of the Euclidean signature in numerical lattice calculations is that
one can often only access Euclidean momenta with real components, so that some effort is
needed to access extract observables for which p2

E < 0.

B.2 Gamma matrices

We define the Euclidean γ-matrices from their Minkowski-counterparts as follows:

γE0 ≡ γM0 = γ0
M γEj ≡ iγMj = −iγjM . (B.3)

These γ-matrices fulfil the following anti-commutation relations{
γMµ , γ

M
ν

}
= 2gµν1 , and

{
γEµ , γ

E
ν

}
= 2δµν1 . (B.4)

With these definitions /p is given by

/pM = pµMγ
M
µ = pMµ γ

µ
M = Eγ0

M − p · γM , (B.5)

/pE = pEµ γ
E
µ = pE0 γ

E
0 + p · γE = iEγ0

M
− ip · γM = i/pM . (B.6)

We further define the γ5-matrix by

γM5 ≡ iγ0
Mγ

1
Mγ

2
Mγ

3
M = iγE0 iγ

E
1 iγ

E
2 iγ

E
3 = γE0 γ

E
1 γ

E
2 γ

E
3 ≡ −γE5 . (B.7)

Finally, we introduce tensor σµν as

σµνM ≡
i

2 [γµM , γ
ν
M ] =



i
2

[
iγEi , iγ

E
j

]
= − i

2

[
γEi , γ

E
j

]
= −σEij for µ = i, ν = j

i
2

[
iγEi , γ

E
0

]
= i · i2

[
γEi , γ

E
0

]
= iσEi0 for µ = i, ν = 0

0 for µ = ν

(B.8)

where we define
σEµν ≡

i

2
[
γEµ , γ

E
ν

]
. (B.9)
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B.3 Rare hyperon form factor decomposition in Euclidean spacetime

Schematically, the rare-hyperon decay matrix element in Minkowski-metric is given by

AMµ = upÃMµ uΣ = 〈p|HMWJMµ |Σ〉 , (B.10)

with the weak Hamiltonian given by HMW ∝ C1Q
M
1 + C2Q

M
2 . The operators QM1 and QM2

can be written as

QM1 =
[
sγL,Mµ d

] [
qγLµM q

]
=
[
sγMµ

(
1− γM5

)
d
] [
qγµM

(
1− γM5

)
q
]

=
[
sγEµ

(
1 + γE5

)
d
] [
qγEµ

(
1 + γE5

)
q
]
≡
[
sγL,Eµ d

] [
qγL,Eµ q

]
≡ QE1 , (B.11)

and
QM2 =

[
sγL,Mµ q

] [
qγLµM d

]
=
[
sγL,Eµ q

] [
qγL,Eµ d

]
≡ QE2 . (B.12)

For the electromagnetic current one finds

JMµ = qγMµ q=


qγM0 q= qγE0 q≡ JE0 for µ= 0

qγMj q=−iqγEj q≡−iJEj for µ= j
(B.13)

where we define JEµ ≡ qγEµ q .
[0.4cm] In total, for the rare-hyperon amplitude we obtain

AMµ = upÃMµ uΣ = 〈p|HMWJMµ |Σ〉 =


〈p|HEWJE0 |Σ〉 = upÃE0 uΣ for µ = 0

〈p|HEW (−i)JEj |Σ〉 = up(−i)ÃEj uΣ for µ = j

(B.14)
i.e. we define

AMµ ≡


AE0 for µ = 0

−iAEj for µ = j
(B.15)

As derived above, written with Minkowski quantities the form factor decomposition for the
rare hyperon decay is given as

ÃMµ = iσMνµq
ν
M

[
a+ γM5 b

]
+
(
q2
Mγ

M
µ − qMµ /qM

) [
c+ γM5 d

]
. (B.16)

For µ = 0 one finds that this can be written with Euclidean quantities as follows:

ÃM0 = iσMν0q
ν
M

[
a+ γM5 b

]
+
(
q2
Mγ

M
0 − qM0 /qM

) [
c+ γM5 d

]
= σEν0q

ν
E

[
a− γE5 b

]
+
(
−q2

Eγ
E
0 + qE0 /qE

) [
c− γE5 d

]
≡ ÃE0 . (B.17)

Similarly, for µ = j can be written as

ÃMj = iσMνj q
ν
M

[
a+ γM5 b

]
+
(
q2
Mγ

M
j − qMj /qM

) [
c+ γM5 d

]
= i((−iσE0j)(−iq0

E) + (−σEij)qiE)
[
a− γE5 b

]
+
(
−q2

E(−iγEj )− (−qEj )(−i/qE)
) [
c− γE5 d

]
= −iσEνjqνE

[
a− γE5 b

]
+ i

(
q2
Eγ

E
j − qEj /qE

) [
c− γE5 d

]
≡ −iÃEj . (B.18)
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In equations (B.17) and (B.18) we have defined

ÃEµ = σEνµq
ν
E

[
a− γE5 b

]
+
(
−q2

Eγ
E
µ + qEµ /qE

) [
c− γE5 d

]
, (B.19)

such that
AEµ = 〈p|HEWJEµ |Σ〉 = upÃEµ uΣ (B.20)

with the rare-hyperon decay matrix element written with Euclidean quantities.

C (Euclidean) traces for extracting the form factors

All quantities (Γ-matrices etc) in this section are understood to be the Euclidean versions,
and we drop sub-/superscripts “E” for better readability. Details of our conventions for
Euclidean metric can be found in appendix B above.

In the following we give examples of traces and combinations that can be used to
extract the form factors a(q2), b(q2), c(q2) and d(q2). For convenience we define

trΓµ ≡ Tr
[
Γ(−i/pp +Mp)Ãµ(−i/kΣ+ +MΣ+)

]
(C.1)

with
Ãµ = σνµq

ν [a− γ5b] +
(
−q2γµ + qµ/q

)
[c− γ5d] . (C.2)

For example, one finds

tr10 = Tr
[
(−i/pp +Mp)Ã0(−i/kΣ+ +MΣ+)

]
= 4 (a+ c (Mp +MΣ+)) · [EΣ+(p · q)− Ep(k · q)]

(C.3)

or
trγ5

0 = Tr
[
γ5(−i/pp +Mp)Ã0(−i/kΣ+ +MΣ+)

]
= 4 (b+ d (Mp −MΣ+)) · [EΣ+(p · q)− Ep(k · q)] .

(C.4)

The goal is to find suitable combinations of the traces trΓµ to extract the four form
factors a, b, c and d. As an example we will give results for the kinematics where the Σ+ is
at rest k = 0 and the proton is moving along the x-direction p = (pp, 0, 0).

The (non-zero) traces for the amplitude using the temporal vector current µ = 0
are listed in table 1. From these traces, one get extract information on the following
combinations of form factors:

trΓ0 ⇒ a+ c(Mp +MΣ+) and b+ d(Mp −MΣ+) . (C.5)

The same information is contained in trΓ1 (when the proton momentum is in x-direction as
in this example). Complementary information can be obtained from µ = 2 (and the same
information from µ = 3) and the respective traces are listed in table 2. From these traces,
one can extract values for the following combination of form factors:

trΓ2 ⇒ a(Mp+MΣ+)+c
(
(Ep−MΣ+)2−p2

p

)
and b(Mp−MΣ+)+d

(
(Ep−MΣ+)2−p2

p

)
.

(C.6)
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Γ trΓ0
γ0 −4MΣ+(a+ c(Mp +MΣ+))p2

p

γ1 4iMΣ+(a+ c(Mp +MΣ+))pp(Ep −Mp)
1 −4MΣ+(a+ c(Mp +MΣ+))p2

p

γ5 −4(b+ d(Mp −MΣ+))MΣ+p2
p

γ0γ5 −4(b+ d(Mp −MΣ+))MΣ+p2
p

γ1γ5 4iMΣ+(b+ d(Mp −MΣ+))pp(Mp + Ep)
σ01 −4MΣ+(a+ c(Mp +MΣ+))pp(Ep −Mp)
σ23 −4MΣ+(b+ d(Mp −MΣ+))pp(Mp + Ep)

Table 1. Traces for µ = 0 and ~k = 0, ~p = (pp, 0, 0). All traces that are not explicitly given are 0.

Γ trΓ2
γ2 −4MΣ+(Ep −Mp)

[
a(Mp +MΣ+) + c((Ep −MΣ+)2 − p2

p)
]

γ3 −4iMΣ+ pp
[
b(Mp −MΣ+) + d((Ep −MΣ+)2 − p2

p)
]

γ2γ5 4MΣ+(Ep +Mp)
[
b(Mp −MΣ+) + d((Ep −MΣ+)2 − p2

p)
]

γ3γ5 4iMΣ+ pp
[
a(Mp +MΣ+) + c((Ep −MΣ+)2 − p2

p)
]

σ02 4iMΣ+(Ep −Mp)
[
a(Mp +MΣ+) + c((Ep −MΣ+)2 − p2

p)
]

σ03 4MΣ+ pp
[
b(Mp −MΣ+) + d((Ep −MΣ+)2 − p2

p)
]

σ12 −4MΣ+ pp
[
a(Mp +MΣ+) + c((Ep −MΣ+)2 − p2

p)
]

σ13 4iMΣ+(Ep +Mp)
[
b(Mp −MΣ+) + d((Ep −MΣ+)2 − p2

p)
]

Table 2. Traces for µ = 2 and ~k = 0, ~p = (pp, 0, 0). All traces that are not explicitly given are 0.

As an example,5 the following combinations of traces (and kinematic factors) can be used
to extract the four form factors

a = MΣ+ +Mp

8M2
Σ+(Mp + Ep)pp

[
tr10

(Ep −MΣ+)2 − p2
p

(MΣ+ +Mp)pp
− pp

(Ep −Mp)
trγ2

2

]
(C.7)

c = 1
8M2

Σ+(Mp + Ep)pp

[
pp

(Ep −Mp)
trγ2

2 − tr10
(Mp +MΣ+)

pp

]
(C.8)

b = MΣ+ −Mp

8M2
Σ+(Ep −Mp)pp

[
trγ5

0
(Ep −MΣ+)2 − p2

p

(MΣ+ −Mp)pp
− trγ2γ5

2
pp

Ep +Mp

]
(C.9)

d = 1
8M2

Σ+(Ep −Mp)pp

[
trγ5

0
MΣ+ −Mp

pp
− trγ2γ5

2
pp

Ep +Mp

]
. (C.10)

5Using other combinations is possible as well; here we give only one of many possibilities.
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D Details on extracting finite-volume excited states

We assume throughout that the Σ+ is at rest in the finite-volume frame. Then the infinite-
volume quantum numbers, JP = 1/2+, of the |Σ+(0)〉 state, imply that it transforms in
the G+

1 irrep [33, 34] of the double-cover of the octahedral group (with parity). In addition
to the J = 1/2 channel, this irrep couples to J = 7/2, which corresponds to orbital angular
momentum values of ` = 3, 4. Neglecting this mixing, by formally assuming that the
Nπ → Nπ scattering amplitude vanishes for ` ≥ 3, the only sectors we have to consider are
the ` = 0 (P = −) and ` = 1 (P = +) states with total angular momentum J = 1/2.

As discussed in the main text, the weak Hamiltonian density is a sum of a scalar (H+
W )

and pseudo-scalar (H−W ) operators. The corresponding states H+
W |Σ+(0)〉 and H−W |Σ+(0)〉

transform in the G+
1 and G−1 irreps respectively and therefore couple to multi-hadron excited

states with these quantum numbers. The latter correspond to different infinite-volume
quantum numbers as follows:

G−1 : J = 1/2, ` = 0, P = − , (D.1)
G+

1 : J = 1/2, ` = 1, P = + . (D.2)

With this information we can now construct the relevant states to remove from the
amplitude. In both these irreps, the calculation is analogous to a phase-shift analysis
for J = 1/2 Nπ scattering, similar to what has been done in [30, 31]. The operator
basis is different in the two irreps and includes both Nπ interpolators with different
back-to-back momenta (for G−1 , this includes an operator with both operators projected
to zero spatial momentum, but for G+

1 , at least one unit of back-to-back momentum is
required). Additionally, the Roper N(1440) resonance is present in the G+

1 irrep and a local
quark bilinear corresponding to this might be included. In a more ambitious calculation
three-hadron Nππ operators might also be incorporated.

Once the basis is established one can apply a suitable technique (e.g. the method of
distillation [35, 36]) to form all possible two-point correlation functions from the operators,
allowing one to construct a correlator matrix

CΛ(t, t0) =


〈OΛ

1 (t)OΛ†
1 (t0)〉 〈OΛ

1 (t)OΛ†
2 (t0)〉 〈OΛ

1 (t)OΛ†
3 (t0)〉 · · ·

〈OΛ
2 (t)OΛ†

1 (t0)〉 〈OΛ
2 (t)OΛ†

2 (t0)〉 〈OΛ
2 (t)OΛ†

3 (t0)〉 · · ·
〈OΛ

3 (t)OΛ†
1 (t0)〉 〈OΛ

3 (t)OΛ†
2 (t0)〉 〈OΛ

3 (t)OΛ†
3 (t0)〉 · · ·

...
...

... . . .

 , (D.3)

where Λ ∈ {G−1 , G
+
1 } denotes the irrep. In a practical implementation, this basis should

include more operators than the number of finite-volume states one plans to reliably extract.
The next step is to apply the variational method, which requires one to solve a GEVP of
the form [37–39]

CΛ(t)v(t, t0) = λ(t, t0)CΛ(t0)v(t, t0) . (D.4)

From the eigenvalues one can then extract the energy spectrum of the system via

λn(t, t0) = e−E
Λ
n (t−t0) +Be−∆EΛ

n (t−t0) + · · · , (D.5)
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where, for a suitable choice of t0, ∆EΛ
n is an energy gap to the lowest level not covered by the

operator basis [40]. With the eigenvectors arising from the GEVP, an optimised interpolator

XΛ
n = vΛ

n (t, t0)†OΛ , (D.6)

can then be formed which couples particularly well to the nth state in the system. These
can then be used exactly as the proton creation operators in the main text, in order to
extract the relevant energies and matrix elements both for determining Fµ(p,k)L and the
finite-volume corrections that define the amplitude.

E Wick contractions for the rare hyperon decay

In the following, we show the diagrams corresponding to the different Wick contractions of
the four-point function Γ(4)

µ defined in eq. (3.31). There are six different contractions for
each of the four topologies of the three-point function (3.21).
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Figure 3. Four-point diagrams for the Csd class. The squared vertex shows the insertion of the
electromagnetic current Jµ.

– 33 –



J
H
E
P
0
4
(
2
0
2
3
)
1
0
8

Σ+ p

HW
Jµ
s s d

uu

u
Σ+ p

HW
Jµ

s dd

uu

u

Σ+ p

HW

Jµ
s d

uu u

u
Σ+ p

HW

Jµ
s d

uu
u

u

Σ+ p

HW

Jµ

s d

uu

u u
Σ+ p

HW
s d

uu

u

Jµ

u,d,
s,c

1

Figure 4. Four-point diagrams for the Csu class. The squared vertex shows the insertion of the
electromagnetic current Jµ.
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Figure 5. Four-point diagrams for the S class. The squared vertex shows the insertion of the
electromagnetic current Jµ.
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Figure 6. Four-point diagrams for the E class. The squared vertex shows the insertion of the
electromagnetic current Jµ.
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