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Abstract. The EU proposal for the Artificial Intelligence Act (AIA) defines four risk 

categories: unacceptable, high, limited, and minimal. However, as these categories 

statically depend on broad fields of application of AI, the risk magnitude may be 

wrongly estimated, and the AIA may not be enforced effectively. This problem is 

particularly challenging when it comes to regulating general-purpose AI (GPAI), which 

has versatile and often unpredictable applications. Recent amendments to the 

compromise text, though introducing context-specific assessments, remain 

insufficient. To address this, we propose applying the risk categories to specific AI 

scenarios, rather than solely to fields of application, using a risk assessment model that 

integrates the AIA with the risk approach arising from the Intergovernmental Panel 

on Climate Change (IPCC) and related literature. This model enables the estimation of 

the magnitude of AI risk by considering the interaction between (a) risk determinants, 

(b) individual drivers of determinants, and (c) multiple risk types. We use large language 

models (LLMs) as an example.  
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1. Overview 

The Artificial Intelligence Act (AIA) categorizes AI systems (AIs) into four risk 

categories – unacceptable, high, limited, and minimal – assigning corresponding 

regulatory burdens to their providers. Unfortunately, the four risk categories are 

statically dependent on the fields of application of AI systems. For instance, AIs for 

facial recognition or social scoring are deemed unacceptably risky and prohibited 

(Article 5). Likewise, AIs used in fields such as education, employment, migration, 

justice, and law enforcement are considered high-risk and therefore undergo 

conformity assessment procedures (Floridi et al., 2022) and require additional 

safeguards (Article 8 ff.). The AI risk is conceived as legal in nature, expressing the 

potential detriment that comes from the violation of a legal value by an AIs (Mahler, 

2007), but the AIA treats these values as technical standards, which are either met or 

not (Smuha et al., 2021). Thus, the AIA predetermines the outcome of the balancing 

test between the values and interests of the exposed community, with no option for 

revision of risk management measures based on further circumstances. This causes a 
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mistaken evaluation of the risk magnitude of AI – the likelihood of detriment and 

severity of consequences – which leads to ineffective legal rules, too strict or lenient. 

As legal compliance always comes at a cost (Khanna, 2021) – and regulatory burdens 

cannot be eased by a proportionality judgment – the AIA may become unsustainable 

for AIs providers or deployers. The EU strategy on AI may be jeopardized, 

discouraging innovation, and forfeiting AI's potential benefits for the values the AIA 

aims to protect. Thus, the AIA needs a clear model of risk assessment (see below). 

The AIA risk categorisation is particularly inadequate for regulating general-

purpose AI (GPAI), such as large language models (LLMs), or foundation models, 

which have versatile and unpredictable applications, even for their creators. The lack 

of intended purposes of GPAIs makes it even more arbitrary to predetermine their 

risk level based on AI scopes and the abstract weight of the values involved.  

Moreover, it is important to point out that the compromise text from 11 May 2023 

contains two critical changes to the first draft, introducing (a) an additional assessment 

stage that makes high-risk categorization less automatic and (b) a fundamental rights 

impact assessment. As for the first change, AI systems to be classified as high-risk 

must also pose what is called a ‘significant risk’, requiring evaluation of the risk's 

severity, intensity, likelihood, duration, and potential targets, whether an individual, 

multiple people, or a specific group (e.g., AIA, Recital 32). The second update 

mandates deployers of high-risk systems to conduct a fundamental rights impact 

assessment and develop a risk mitigation plan in coordination with the national 

supervisory authority and relevant stakeholders before market entry (e.g., AIA, Recital 

58a). These changes are welcome and mark substantial advancements. However, it 

remains unclear what standards or methods will be used for these evaluations and why 

their application is only to high-risk systems.  

To effectively implement AIA, especially when evaluating the significant risk and 

the impact on fundamental rights, we propose a risk assessment model that provides 

the risk magnitude of AIs in specific scenarios based on multiple interacting factors. 

To identify and combine these risk factors, we adapt the framework developed by the 

Intergovernmental Panel on Climate Change (IPCC), further refined by the related 

literature (Simpson et al., 2021), which assesses the risk magnitude of a phenomenon 

based on the interaction among (1) four determinants of risk, (2) individual drivers of 

determinants, and (3) extrinsic types of risk. This approach offers a more structured 

approach to the last modifications introduced by the EU legislator. We suggest 

extending this assessment so that, based on the risk magnitude stemming from the 

specific scenario, an AI system will be treated as unacceptable, high-risk, limited-risk 

or minimal-risk. We shall see how this risk assessment model applies to an LLM, as a 

prototype of GPAI. 

2. Risk assessment in climate change: the expanded IPCC model  

Climate change risk and AI risk share some similarities. Both exhibit unpredictable risk 

magnitudes, escalating complexity due to the interplay of multiple factors, and high 

dependence on the specific context and the impacted parties. Additionally, both 

necessitate a continuous evaluation of trade-offs in risk mitigation efforts. Given these 
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similarities and the advanced nature of climate risk assessment models in literature and 

policy reports, we use the IPCC model as a starting point, while considering relevant 

literature for further refinement. 

The IPCC views climate change risks as the consequence of hazard (H), exposure 

(E), and vulnerability (V). Hazard refers to potential sources of harm. Exposure refers 

to what might be affected by the hazard source. Vulnerability refers to attributes or 

circumstances that make exposed elements susceptible to harm (Cardona et al., 2012). 

Simpson et al., 2021 expanded the IPCC framework by introducing a fourth 

determinant, the response (R), which refers to measures that counteract or mitigate 

risk. They also included extrinsic risk types with their determinants and the individual 

components of the risk determinants – i.e., the drivers – in the risk assessment model. 

Thus, the overall risk results from the interaction among (1) determinants, (2) drivers, 

and (3) extrinsic risks (Figure 1).  

The weight of each determinant is given by the drivers and their interactions, both 

within and across determinants. Interactions among drivers may be aggregate, 

compounding, or cascading. The same applies to interactions between multiple risk 

types (Simpson et al., 2021). Figure 1 below shows the three sets of interactions, 

occurring at stages of increasing complexity. 

 

 

 

The shortcoming of the AIA is that it considers only the lowest stage, taking risk 

determinants without the interactions among their drivers (or with cross-sectorial 

risks).  

Adapting the IPCC model to AI, hazard drivers (H) may be purely technological, 

socio-technical or caused by human-machine interactions: e.g., the opacity of the 

model, data biases, interaction with other devices, and mistakes in coding or 

supervision. The last three hazard drivers generally interact in an aggregate way. The 

interaction is compounded when, e.g., low data representativeness compounds with 

overfitted machine learning models or biased data. It is cascading when, e.g., model 

opacity triggers cascading hazards of unpredictability, unmanageability, or threats to 

Figure 1. Three stages of increasingly complex climate change risk by (Simpson et al., 2021) 
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security and privacy. An accurate reconstruction of these interactions can provide 

evidence about the simplicity or complexity of the causal chain between hazard and 

harm, as well as its likelihood and distribution (Black & Baldwin, 2012).  

Exposure drivers (E) for AI risk may be tangible assets, like goods or environment, 

or intangible assets, like values. The exposed asset of the AIA mainly consists of EU 

fundamental values, e.g., health, safety, justice, and equality. Interactions between 

exposure drivers are aggregated if, e.g., an AI’s adverse effects on the right to asylum 

and the privacy of asylum seekers. It is compounded if, e.g., an AI’s adverse effect on 

the environment compounds with those on health. It is cascading if, e.g., an AI's 

adverse effect threatens access to education, and, thus, equality and democratic 

legitimacy.  

The interaction between the exposed values of the AIA often requires balancing 

them through a proportionality judgement (Alexy, 2002). This type of judgment helps 

determine whether risk mitigation measures for a specific risk category are 

disproportionate to the specific scenario through quantitative analysis. Risk categories 

are evaluated by weighing the positive impact of an AIs on values served by its 

intended scope against those of the exposed asset, using a proportionality test based 

on three principles: suitability (a risk category that harms one value is suitable only if it 

has a positive impact on another value), necessity (when two means for promoting a 

value are equally suitable, the one that minimizes interference with other values ought 

to be chosen), and proportionality in the narrow sense (the greater the detriment to 

one value, the greater the importance of fulfilling the other). The test evaluates whether 

the benefits of a risk category to one value outweigh the harm it causes to another 

value. 

Vulnerability drivers (V) in AI risk include income, education, gender, ethnicity, and 

health, as well as the lack of control bodies, procedures, or policies. Interactions among 

vulnerability drivers are aggregated if, e.g., deployment of an AI system in a vulnerable 

environment lacks surveillance or feedback mechanisms. Interactions between 

vulnerabilities can be compounded, as they intersect and influence each other. 

Interactions between vulnerability drivers are cascading if, e.g., the absence of AIs 

liability rules triggers other vulnerabilities for those under the adverse effect of AIs use.  

Response determinant (R) indicates the environment's resilience to a specific risk. 

Response drivers in AI can be institutional safeguards on the development, design, and 

deployment of AIs. Consequently, risk assessment and categorisation within the AIA 

should consider existing legal measures that mitigate the adverse effects of AI 

technologies, e.g., those contained in the GDPR. Adaptation and mitigation responses 

can affect risk levels, allowing discrimination of intrinsic vs net risk.   

The third stage of interaction focuses on the relation between AI risk and extrinsic 

risk types, such as market, liability, and infrastructure risks. An aggregate interaction 

occurs between AI risk and policy risk: adverse effects of ineffective policies or 

regulations – perhaps external to AI – cumulate with the adverse effects of AIs’ 

deployment. AI risk can then compound with the risk of the digital infrastructure in 

which an AIs operates. Finally, AI risk may cascade into other types of risk: the risk to 

innovation, digital sovereignty, economic sustainability, power concentration, and so 
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forth. Extrinsic risk types should also include ancillary risks, i.e., posed or increased by 

the risk regulation itself: for example, banning AIs should be justified also against the 

loss of opportunity benefit of their use, the barriers to technological innovation that 

the ban raises, and the threats posed by the systems replacing the banned ones 

(Sunstein, 2004). The AIA’s regulatory choices cannot be justified just by their positive 

impact on the intended scope – i.e. the protection of fundamental rights – but also by 

the (difference between) the marginal gains and harms they generate for other values 

at stake (Karliuk, 2022).  

Assessing AI risk through hazard chains, trade-offs among exposed values, 

vulnerability profiles, and cross-sectorial risks provides a more accurate analysis of its 

risk. This approach turns the AIA risk categories into dynamic risk scenarios, changing 

with the interactions among factors, and ensures more proportionate regulatory 

measures. 

Coherent governance of such an assessment must be ensured. Institutional bodies, 

such as national supervisory authorities (AIA, Title VI), should construct risk scenarios 

while following the EU legislator's political direction. The latter should identify and 

evaluate the key drivers of the four risk determinants and the main extrinsic risks. Key 

risk factors might be associated with the AI scopes of the AIA, perhaps through the 

implementing acts, thus limiting Member States' discretion. In the next section, we 

illustrate, with the example of LLMs, how some risk drivers can already be derived 

from the AIA. 

3. Illustration: Large Language Models  

Let us apply this risk assessment model to a LLM specialized in dialogue, recently 

popularised by OpenAI's ChatGPT.1 Differently from traditional AI models, LLMs 

display wider scope and autonomy. Their smooth scalability enables them to process 

input from diverse domains without extensive training. At the same time, their 

unpredictable outputs raise concerns. The risk drivers here identified for LLMs can be 

easily inferred from the AIA, e.g., from the new Article 4a, which contains ‘General 

principles applicable to all AI systems’. Of course, applying our proposed assessment 

model during the AIA implementation stage would necessitate enhanced legislative 

transparency in setting the drivers and extrinsic risks.  

The hazard drivers (H) of LLMs would be the inner opacity of the model, the size 

of the dataset, and the poor quality or misuse of the training data (e.g., AIA, Art.10). 

When these hazard drivers compound, they can lead to the AIs perpetrating, for 

instance, discrimination biases.  

The exposure drivers (E) consist of the values potentially damaged by the use of  

LLMs specialized for dialogue. This would include legal principles, such as violating 

the copyright of the training data (e.g., AIA, Art. 28b) or the privacy of data subjects 

(e.g., AIA, Article 4a). The overall weight of the determinant is established by balancing 

                                                             
1 The issue generated a major debate, resulting in the proposal of a series of amendments to the draft 
AIA: https://www.consilium.europa.eu/en/press/press-releases/2022/12/06/artificial-intelligence-
act-council-calls-for-promoting-safe-ai-that-respects-fundamental-rights/.  

https://www.consilium.europa.eu/en/press/press-releases/2022/12/06/artificial-intelligence-act-council-calls-for-promoting-safe-ai-that-respects-fundamental-rights/
https://www.consilium.europa.eu/en/press/press-releases/2022/12/06/artificial-intelligence-act-council-calls-for-promoting-safe-ai-that-respects-fundamental-rights/
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potentially damaged values with those that the LLMs aim to enhance, e.g., public 

safety.  

The vulnerability drivers (V) include attributes that increase the susceptibility of 

individuals or groups to the adverse effects of automated processing of natural 

language, which may foster discrimination or misinformation: e.g., ethnicity, gender, 

wealth, age, and education (e.g., AIA, Art. 4a).  

The response drivers (R) would be those measures that counter the hazards of 

LLMs. They might be governance measures, like standards for data quality and 

collection, transparency, bias examination, and human oversight (e.g., AIA, Recital 60f 

and Artt. 16 and 29). A response measure for LLMs is differential privacy, which adds 

noise to the training data preventing personal information from being leaked by 

adversary attacks (Pan et al., 2020).  

Finally, the risk of LLMs interacts with extrinsic risk types: e.g., compliance risk, 

liability risk, and economic risk. Inadequate rules for liability allocation may increase 

LLMs' risk and may, in turn, cause the risk of a breakdown of the AI market. The 

overall risk should also be balanced with ancillary risks: e.g., entry barriers for LLMs’ 

providers, or strict rules on training data sources, which may weaken competition and 

technological innovation. Radical bans may become missed opportunities for the 

general social interest. 

4. Conclusions 

This risk assessment model offers two contributions. First, it enhances AIA 

enforcement by providing more sustainable and effective risk management measures 

for national regulators and AI providers, while pursuing the AIA's objective of 

protecting the EU values. Second, it favours a granular regulation of GPAIs using 

scenario-based risk assessment to adapt to their versatile and uncertain applications, 

surpassing the limitations of the European Parliament's recent high-risk classification.  
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