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Abstract—Optical burst switching (OBS) is a promising
switching technology for next-generation Internet backbone
networks. One of the design challenges is how to provide fair
bandwidth allocation in OBS networks; the schemes proposed
for general store-and-forward IP switching networks can not be
used because of the non-buffering and un-fully utilized bandwidth
characteristics of OBS networks. We propose a rate fairness
preemption (RFP) scheme to achieve approximately weighted
max-min fair bandwidth allocation in OBS networks. We present
an analysis of the burst loss probability in RFP-based OBS net-
works. The analysis and simulation results show that the RFP
scheme provides fair bandwidth allocation in OBS networks.

Index Terms—Fair bandwidth allocation, optical burst switching
(OBS), wavelength preemption, weighted max-min fairness.

I. INTRODUCTION

O PTICAL BURST switching (OBS) is a promising tech-
nology for future Internet backbone networks, and it is

expected to become popular in the near future. The current
Internet relies on end-to-end congestion control protocols, e.g.,
TCP/IP. Although end-to-end congestion control mechanisms
can protect a network from collapsing, most of them cannot
provide service isolation and protection among flows to prevent
well-behaved flows from being degraded by misbehavior from
other flows. We define the term “flow” in this paper to be a
connection between the same pair of ingress and egress edge
switches. To provide service isolation and protection, fair
bandwidth allocation (FBA) is required. An FBA scheme fairly
allocates network resources to all flows. If any of the flows send
traffic that is higher than its optimum bandwidth allocation,
an FBA scheme can prevent quality degradation, e.g., losses
and throughput, in other flows that share the same link. Many
studies, e.g., [1]–[4], have tried to achieve FBA in general
store-and-forward IP packet switching networks. Nevertheless,
OBS networks are different from conventional store-and-for-
ward IP networks. While most studies on store-and-forward IP
networks deal with electronic queue-based mechanisms, neither
electronic nor optical buffers exist for the data channels in OBS
core networks. In addition, the bandwidth of OBS networks
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cannot be fully utilized because of the buffer-less characteristics
and voids between bursts. Consequently, schemes to achieve
FBA in store-and-forward IP networks cannot be directly
implemented in OBS networks.

Several approaches have been proposed to ensure quality-of-
service (QoS) in OBS networks [5]–[7]. However, these studies
do not adequately deal with service isolation and protection is-
sues. One way to achieve FBA in OBS networks is rate control,
as in the integrated congestion control mechanism (ICCM) [8],
the differentiated available bit rate (D-ABR) mechanism [9],
and a scheme based on peak load [10]. The input traffic of each
flow is adjusted in accordance with the allocated rate. However,
rate control may decrease network utilization. Another way to
achieve FBA is preemption. Preemption is effective because it
does not decrease network utilization. To the best of our knowl-
edge, only the max-min fairness preemption (MMFP) scheme
[11] and our previous work, the rate fairness preemption (RFP)
scheme [12], have a mechanism based on preemption to pro-
vide FBA in OBS networks. In both schemes, bandwidth is al-
located to each flow based on the max-min fairness [13]. The
edge switch allows each flow to send traffic even if it is over its
max-min rate but misbehaved flow bursts are dropped in cases
of contention. Nevertheless, MMFP imposes a high workload on
the core networks because core switches need to monitor both
the arrival and loss rates of each flow. In addition, MMFP lacks
of global situation awareness that takes into account the state of
the network. Each MMFP-based core switch independently al-
locates the max-min rate and performs preemption without con-
sidering the optimum max-min rate along the path, which may
cause it to have inefficiency under some circumstances, e.g., bot-
tleneck links that increase total loss.

In this paper, we extend our previous work in [12] and pro-
pose a rate fairness preemption (RFP) scheme to achieve fair
bandwidth allocation (FBA) based on the weighted max-min
fairness in OBS networks. We aim to achieve fairness among
flows, classified by the ingress and egress edge switches’ ad-
dresses. RFP uses a burst marking strategy to assign a preemp-
tive priority to bursts, and uses a preemption technique to drop
low preemptive-priority bursts only in the case of contention.
We improve the adaptive max-min rate allocation method pro-
posed in [12] to be less affected by the control message updating
process. We also develop the fixed max-min allocation method
in this paper in addition to the adaptive one proposed in [12].
The RFP fixed max-min rate allocation is the simplest scheme
because it does not require additional control messages, as re-
quired by [8]–[11]. Our scheme does not impose a high work
load on the core network because the core switches perform
the max-min rate allocation process only when the input traffic
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significantly changes and they do not need to monitor the ar-
rival rate of each flow, as is needed in most of FBA schemes.
Moreover, RFP allocates the max-min rate by considering the
optimum rate along the path. Consequently, RFP can solve the
global situation awareness problem of MMFP.

We describe the RFP scheme in Section II. Sections III and
IV respectively present analysis and simulation results. Our dis-
cussion and conclusion are presented in Sections V and VI,
respectively.

II. RATE FAIRNESS PREEMPTION

OBS networks consist of edge and core switches. The wave-
lengths are classified into two groups: control and data channels.
The ingress edge switch assembles incoming traffic, e.g., IP
packets, ATM cells, and Ethernet frames, with the same egress
address into a burst, called a data burst (DB). The ingress edge
switch sends out a burst control packet (BCP) over the con-
trol channels to set up the connection for the corresponding
DB. The BCP carries the DB information, e.g., DB arrival time,
burst length, and incoming wavelength. After an offset time,
the ingress edge switch sends the corresponding DB over the
data channels. Upon arrival at the intermediate core switches
along the path, the BCP is converted into an electronic signal
for the DB bandwidth reservation process. If bandwidth reser-
vation is successful, when the corresponding DB arrives at the
core switch, it will be routed over the reserved channel. In con-
trast, if the bandwidth reservation fails, the core switch will drop
the DB. The core switch cannot delay the DB because there are
neither electronic nor optical buffers for the DB channels. We
assume that the route is selected based on the static routing.
Moreover, it is assumed that the network does not implement
fiber delay lines (FDLs) and the network has a full wavelength
conversion capability.

We describe the parameters used in RFP in Table I. To support
the RFP scheme, we modify the conventional OBS networks as
follows.

• The field format of the BCP is modified to contain a param-
eter indicating the burst type (under-rate or over-rate).

• Losses in OBS networks are high from the non-buffering
characteristic, and there are voids between bursts that make
the link capacity unable to be fully utilized. Therefore,
well-behaved flows need to be protected even when the
input rates are less than the link capacity. We modify the
max-min fairness bandwidth allocation criteria originally
proposed in [13]. The modification is the same as proposed
in [8] and [9], whereby the core switch does not use the
actual link capacity to calculate the fairly allocated
bandwidth but uses the effective link capacity
instead. Network operators have to decide the value of to
achieve an acceptable burst loss level. The proper setting
for is proposed in [9], where one initially finds the max-
imum arrival rate that results in an acceptable burst
loss probability for well-behaved flows by using the
Erlang formula shown in (6). Then, set equal to ,
where is the average burst service time. The modified
max-min fairness of our study is called “OBS max-min
fairness.”

TABLE I
PARAMETERS USED IN RFP

The RFP scheme consists of three main parts: 1. Max-min
bandwidth allocation 2. Burst marking, and 3. Preemption
policy. The scheme is described as follows.

A. Max-Min Bandwidth Allocation

We propose two methods to assign the allocated max-min rate
for each flow, as follows.

1) Fixed Max-Min Rate Allocation: The allocated max-min
rate is fixed by the network operator. This method does
not require any additional control messages. Therefore, it is the
simplest way to achieve fair bandwidth allocation in a prac-
tical implementation. In this study, the progressive filling algo-
rithm (PFA) is used for the fixed max-min rate allocation. The
max-min rates of all flows begin at zero, and they grow together
at the same pace until the total input traffic in one or several links
reaches the effective link capacity . The PFA stops in-
creasing the max-min rates for the sources that use these full-ca-
pacity links (bottleneck links) and continues increasing the rates
for other flows. The PFA repeats this rate increasing process
until all flows have bottleneck links. Note that the PFA allocates
the max-min rate by assuming that all flows have enough traffic
to send and seek to maximize throughput. However, in practical
networks, some flows may transmit traffic under the max-min
rate. Therefore, the fixed max-min rate allocation is not efficient
enough to be used in the rate controls proposed in [8]–[10] be-
cause it may decrease bandwidth utilization. In contrast, RFP
is a preemption scheme that does not limit the input traffic and
the transmitted traffic over the max-min rate is dropped only in
the case of contention. Consequently, fixed allocation is efficient
in RFP-based OBS networks. The parameter represents the
max-min rate of flow based on the PFA. Therefore,

(1)

2) Adaptive Max-Min Rate Allocation: The allocated
max-min rate is allocated according to the actual traffic in
the networks. We propose an RFP control plane to adaptively
allocate the max-min fairness rate of flow in accordance
with the current traffic in the network. We modify the con-
ventional OBS networks to support the RFP control plane as
follows.
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Fig. 1. Parameters contained in FBCP, BBCP, and RFP table of edge and core switches.

• Two control packets, Forward Bandwidth Control Packet
(FBCP) and Backward Bandwidth Control Packet (BBCP),
are created in addition to the Bandwidth Control Packet
(BCP). The field formats of FBCP and BBCP are shown in
Fig. 1.

• Edge and core switches maintain an RFP table. The pa-
rameters in the RFP table of edge and core switches are
presented in Fig. 1. Note that in the edge switch’s RFP
table is the max-min rate of flow calculated from the PFA
described in Section II-A-1.

First, each ingress edge switch monitors the arrival rate of
each flow by using the rate estimation scheme, e.g., the
exponential moving average of the arrival rate. If the arrival rate
change within a unit time is greater than , the ingress edge
switch generates and sends an FBCP to the egress edge switch
over the control channel. The ingress switch sets the parameters
in the FBCP packet as follows: is the flow id, equals to the
max-min weight, equals to the measured arrival rate of flow
, and .

When an intermediate core switch receives the FBCP of flow
, it updates and in its RFP table. Then, it calculates

the fairly allocated bandwidth for all flows with the same
outgoing link as flow and updates the parameter in the RFP
table. The parameter is the max-min rate of flow based on
the OBS max-min fairness in a single outgoing link, while the
parameter in FBCP is the optimum max-min rate of flow
along the path. If we assume that flow traverses intermediate
core switches and is the calculated by core switch ,

. Therefore, if , the core
switch sets before forwarding the FBCP to the next
switch. The switch also generates the FBCP of flow , where

is the set of flows whose new parameter changes, and sends
the FBCPs to the destinations.

When the egress edge switch receives the FBCP of flow ,
the switch generates the BBCP for flow ’s ingress edge switch.
The BBCP contains the parameter and (same as in
the FBCP). Upon receiving the BBCP, if , the switch
updates in its RFP table to be equal to . In contrast, if

, is equal to . Therefore,

(2)

B. Burst Marking

We modify the BCP so that it contains the parameter . The
ingress edge switch sets equal to 0 and 1 to indicate under-
rate bursts and over-rate bursts, respectively. The ingress edge
switch measures the arrival rate of all the flows. When ,
the ingress edge switch marks flow ’s bursts as over-rate or
under-rate with probabilities and , respectively. In
contrast, when , the ingress edge switch marks all flow
’s bursts as under-rate. and of flow are calculated as

follows:

(3)

(4)

Note that in the adaptive max-min rate allocation, is the
minimum max-min allocated rate if flow always has traffic to
transmit. If , flow is well-behaved. Therefore, instead
of relying on the parameter , which is up to the FBCP and
BBCP updating process depending on the parameter and
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TABLE II
PARAMETERS USED IN ANALYSIS

end-to-end delay, the condition in (2) decreases the effect of the
FBCP and BBCP updating process delay.

C. Preemption Policy

Under-rate bursts have higher priority than over-rate bursts in
core networks. When contentions occur at core switches, under-
rate bursts (i.e., the in the BCP equals to 0) can preempt a
channel from the originally scheduled over-rate bursts .
However, no preemption occurs between bursts with the same
flow id.

It is known that preemption generally tends to increase the
total loss probability due to inefficient use of wavelength. The
BCP of the preempted burst cannot recognize that the corre-
sponding DB is preempted and continues to reserve wavelength
for the preempted DB. To minimize the total burst loss proba-
bility, the corresponding switch sends a resource-cancellation
packet to release the reserved wavelengths of the preempted
burst in the upstream and downstream directions. Moreover, if
there are several scheduled over-rate bursts, a burst with the
longest residual time (LRT) (measured from the end of the orig-
inal scheduled burst to the beginning of the new arrival burst)
will be preempted. It has been found that the LR wavelength
selection rule is the most effective approach to reduce the burst
loss probability [14].

III. ANALYSIS MODEL

Because of the difficulties related to network models, an anal-
ysis on a single congested link is a conservative OBS perfor-
mance evaluation. Here, we analyze the burst loss probability
of an OBS single-link system with and without the RFP imple-
mentation. Despite its simplicity, our single node analysis can
possibly be adapted to a full network performance evaluation,
e.g., Erlang fixed point approximation [15]. In addition, if we
assume that flow bursts travel through core routers, we can

Fig. 2. Markov state transition diagram of RFP implementation for a single-
link system with one wavelength and two flows.

calculate the total loss probability of flow bursts for a
simple network topology as follows:

(5)

Here, is the loss probability of flow bursts at core router
.
Table II shows the variables used in the analysis. The system

consists of flows. The burst arrivals are Poisson, and the burst
length is exponentially distributed. The average burst service
time of each flow is the same as .

A. Without RFP Implementation

Without the RFP implementation, the burst loss probabilities
are the same for every flow in a single link system and can be cal-
culated by using Erlang’s loss formula for an system
[8]. Each flow’s burst loss probability is

(6)

where is the total offered load on a link and

B. With RFP Implementation

Here, we develop an analysis model for a single link system
by using a discrete-time Markov chain. The system consists of

flows competing for data wavelengths. Each flow consists
of under-rate and over-rate bursts. The definitions of under-rate
and over-rate bursts are described in Section II-B. We assume
that the arrivals of these bursts are Poisson. The average arrival
rates of under-rate flow and over-rate flow can be calculated
as follows:

(7)
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(8)

The and calculations are shown in (3) and
(4) respectively. The state of the Markov chain is expressed
as , where is the number of
wavelengths occupied by all under-rate bursts and is the
number of wavelengths occupied by over-rate bursts in flow .
Let denote the probability of being in state , and denote
the states in which all wavelengths are occupied, i.e.,

(9)

1) One-Wavelength and Two-Flow System: We model a one-
wavelength and two-flow single link system by using a discrete
Markov chain as shown in Fig. 2. The state is
the state where flow 1 and 2’s under-rate bursts occupy data
channels, flow 1’s over-rate bursts occupy data channels, and
flow 2’s over-rate bursts occupy data channels. According
to the RFP scheme, in the case of congestion, the under-rate
flow bursts can preempt a channel from over-rate flow bursts
with different flow ids. Consequently, in state (0, 0, 1), flow 1’s
under-rate arrival can preempt a channel from flow 2’s over-rate
burst and change the state to (1, 0, 0). On the other hand, in state
(0, 1, 0), flow 2’s under-rate arrival can preempt a channel from
flow 1’s over-rate burst and change the state to (1, 0, 0). In the
steady state, the incoming and outgoing transitions of each state
are the same. The balance equations are as follows:

(10)

(11)

(12)

(13)

(14)

We can use linear algebra to solve (10)–(14) to obtain the
probability of being in each state (parameter Q).

According to Fig. 2, flow 1’s under-rate bursts are lost in
states (1,0,0) and (0,1,0), while flow 2’s under-rate bursts are
lost in states (1,0,0) and (0,0,1). Flow 1’s over-rate bursts are
lost not only when all wavelengths are occupied but also when
flow 2’s under-rate bursts preempt a channel in state (0,1,0). On
the other hand, flow 2’s over-rate bursts are lost when all wave-
lengths are occupied and flow 1’s under-rate bursts preempt a
channel in state (0,0,1). Consequently, the burst loss probability
of flow 1 and 2’s under-rate and over-rate bursts ( , ,

, and ) can be calculated as follows:

(15)

(16)

(17)

(18)

Finally, we can calculate the burst loss probability of flows 1
and 2

(19)

(20)

2) -Wavelength and Two-Flow System: Fig. 3 shows the
state transition diagrams for the -wavelength and the two-flow
single-link system. The dashed lines indicate the preemption
state transition. We define the unit step function, as follows:

The balance equations for the state in Fig. 3 are as follows:

(21)

(22)

(23)

For brevity, in (21)–(23) is equal to zero if the values
out of the range , , ,
and . The probability of being in each state
(parameter ) can be calculated by using linear algebra to
solve (21)–(23).

We can conclude that flow ’s under-rate bursts are lost
when all wavelengths are occupied and there is no originally
scheduled over-rate burst with a different flow id existing in the
system. Flow ’s over-rate bursts are lost when all wavelengths
are occupied or the under-rate burst with a different flow id
successfully performs preemption. The loss probabilities of the
under-rate bursts and the over-rate bursts of flows 1 and 2 are
calculated as follows:

(24)

(25)

(26)

where

The burst loss probability of flows 1 and 2 can be obtained
from (19) and (20).
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Fig. 3. Markov diagram of RFP implementation for a single-link system with� wavelength and two flows. (a) When � � ����� � �; (b) when ����� � � .

3) -Wavelength and -Flow System: We can model the
RFP scheme in a single-link OBS system with wavelengths
and flows by generalizing the model in Fig. 3 into an

-dimensional Markov chain. The burst loss probability of flow
, , can be calculated as follows:

(27)

(28)

where

Finally, we can calculate the burst loss probability of flow
as follows:

(29)

IV. SIMULATION RESULTS

We conducted simulations on a modified optical burst
switching simulator originally developed at the Optical Internet
Research Center (OIRC) [16] on the basis of ns-2 [17]. The
RFP scheme based on the fixed and adaptive max-min rate
allocations are named RFP-F and RFP-A, respectively. We
assume that the number of control wavelengths is large enough

to ensure no losses for all control packets (BCP, FBCP, and
BBCP) and that the network has full wavelength conversion
capability. The capacity of each wavelength is 1 Gbps. The
BCP processing time is 0.1 msec. The max-min weight of all
flows is equal to one. Edge switches generate bursts with expo-
nentially distributed inter-arrival times and burst lengths with
an average burst length of 100 KB. We set the input traffic rate
of flow to the designated value by adjusting the average burst
inter-arrival time. Edge switches use an exponential moving
average to estimate the arrival rate of each flow. The arrival rate
is calculated as follows:

(30)

where is the estimated arrival rate, is the inter-arrival
time between the current and the previous burst, is the burst
size, is the previous value of the arrival rate before up-
dating, and . Note that the flow’s sending rate fluctu-
ates but for simplicity the term "sending rate" in this paper refers
to the average sending rate.

A. Analysis Versus Simulation

In this subsection, we validate our analysis model in a single
congested link system with the two flows shown in Fig. 4. To
validate the analysis, bursts are randomly preempted in the case
of several preempted candidates. The transmission delay of each
link is equal to 1.0 msec. The number of wavelengths for data
bursts at link C1-E3 is 8 while that of other links is large enough
to guarantee no losses. The normalized rate of 1 is equivalent to
8 Gbps. We set and . The normal-
ized PFA max-min rate of each flow is equal to 0.35. The total
simulation time is 120 sec. During the time between 0 and 60
seconds, flow 1’s normalized sending rate is equal to 0.3, and
after time 60 seconds, flow 1 increases its sending rate to 0.5.
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Fig. 4. Single congested link system.

Fig. 5. Burst loss probability in single congested link system without RFP
implementation.

Fig. 6. Burst loss probability in single congested link system with RFP-F
implementation.

Fig. 7. Burst loss probability in single congested link system with RFP-A
implementation.

Flow 2’s normalized input rate is equal to 0.3 during the whole
simulation time.

The results plotted in Figs. 5–7 are based on the sliding
window with a size of three seconds. The results in Fig. 5 show
that without RFP when flow 1 sends a large amount of traffic
(at ), the loss probability of flow 2 also increases
to the same level as that of flow 1.

In contrast, RFP efficiently provides service isolation and
protection. Figs. 6 and 7 show the burst loss probability for
RFP-F and RFP-A, respectively. The analytical results closely
follow the simulation results. When flow 1 sends traffic under
its PFA max-min rate (during 0–60 sec), the results with and
without RFP implementation are almost the same, because both
flows send the traffic under their PFA max-min rates. During
60–120 sec when flow 1’s sending rate exceeds its max-min rate,
RFP can prevent high losses in flow 2 (well-behaved flow).

Note that the loss probabilities of flow 1 and 2 during 60–120
sec in the cases of RFP-F and RFP-A are not the same because of
the different allocated max-min rate. The normalized allocated
max-min rate of both flows in the case of RFP-F is equal
to 0.35 whereas RFP-A allocates the un-used bandwidth of flow
2 for flow 1. Consequently, the normalized allocated max-min
rate of flow 1 and 2 in the case of RFP-A is equal to 0.4 and
0.3, respectively. We can conclude that the performance differ-
ence between RFP-F and RFP-A is that the misbehaved flows
in the case of RFP-F have higher loss probabilities than those
of RFP-A when the well behaved flows send traffic under their
PFA max-min rate. This is because the PFA max-min rate used
in RFP-F assumes that all flows have enough traffic to send and
seek to maximize throughput. However, the performance dif-
ference between RFP-F and RFP-A is not much. Consequently,
besides its simplicity, RFP-F is efficient to be implemented in
practical networks. To validate our analysis model, a random
wavelength selection rule is used for preemption; therefore, the
total loss probabilities in conventional OBS, RFP-F, and RFP-A
OBS networks are almost the same.

B. RFP Performance Evaluation

The objective of this subsection is to evaluate the perfor-
mance of RFP in terms of service isolation and protection in a
large-scale network, i.e., the NSF network. In addition, the per-
formance of RFP in terms of total loss probability is also evalu-
ated. The simulated NSF network consists of 14 core switches,
and each core switch is attached to an edge switch (Fig. 8).
The distance between adjacent edge and core switches equals to
200 km. The distance between adjacent core switches in kilome-
ters is shown in Fig. 8. The transmission delay is 0.5 ms/100 km.
We assume that there are no DB losses in links between edge
and core switches while the number of wavelengths for data
bursts between two core switches in each direction is equal to
16. The normalized rate of 1 is equivalent to 16 Gbps (capacity

of links between adjacent core switches). We set and
. The route is selected based on the shortest path

scheme.
Besides the ability of RFP to prevent losses in well-behaved

flows (service isolation and protection), we also evaluate the
total loss probability. Therefore, the number of misbehaved
flows in the system must be large enough to evaluate the total
burst loss probability. The number of hops between source and
destination is from three to five in the NSF topology in Fig. 8.
For simplicity, we classified flows into three groups according
to hop counts: 3-hop, 4-hop, and 5-hop flows. The NSF network
consists of 182 flows and the ratio of 3-hop, 4-hop, and 5-hop
flows is 1:1.714:1.619. The normalized sending rate of each
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Fig. 8. NSF network.

Fig. 9. Burst loss probability in conventional NSF network.

Fig. 10. Burst loss probability in RFP-F-based and RFP-A-based NSF
networks.

3-hop and 4-hop flow is fixed at 0.05, while the sending rate of
each 5-hop flow varies from 0.03 to 0.09.

In the case of conventional OBS networks (Fig. 9), we can see
that when 5-hop flows increase their sending rate, the average
burst loss probabilities of 3-hop and 4-hop flows rise rapidly and
the loss probability is proportional to the hop counts between
source and destination.

In contrast, RFP efficiently provides service isolation and
protection (FBA), as shown in Fig. 10. Based on the shortest
path selection, the link from C7 to C8 in the simulated NSF
network (Fig. 8) has the maximum number of flows, 15 flows,
competing for data wavelengths. This implies that the simu-
lated NSF network has the bottleneck links when the normal-
ized sending rate per flow is higher than the minimum normal-
ized PFA max-min rate assigned to the flow, which is equal to
0.047

. In this simulation, the

Fig. 11. Total burst loss probability in NSF network.

average normalized sending rates of 3-hop and 4-hop flows are
fixed at 0.05. Therefore, most of 3-hop and 4-hop flows are
well-behaved flows whereas only a few of them are misbehaved
flows. We varied the sending rate of 5-hop flows from 0.03 to
0.09. When the normalized sending rate of 5-hop flows increases
from 0.03 to 0.05, we can see that the loss probabilities of 3-hop
and 4-hop flows also increase as shown in Fig. 10. This is be-
cause most of 3-hop, 4-hop and 5-hop flows send traffic under
the max-min rate, so they are treated equally. In case the input
rate per 5-hop flow is over 0.05, some 5-hop flows send traffic
over their max-min rate. We can see that RFP efficiently protects
well-behaved flows (3-hop and 4-hop flows) from quality degra-
dation. The loss probabilities of 3-hop and 4-hop flows do not in-
crease to a high level as in the case of the conventional OBS net-
works. The performances of RFP-F and RFP-A are very similar.
The results in Fig. 11 show that RFP does not degrade the total
burst loss probability. In fact, RFP gives slightly lower burst loss
probability in the high traffic load. This is because RFP drops
overload traffic at the beginning of their journey before they can
contend with other bursts along the path. In addition, RFP uses
some strategies to prevent high losses, e.g., LRT wavelength se-
lection rule in the case of many preempted candidates.

C. Global Situation Awareness

We investigate the performance of RFP and another existing
scheme called MMFP [11] in terms of the global situation
awareness in this subsection. Global situation awareness takes
into account the state of the network, e.g. whether there are
bottleneck links that cause inefficiency by increasing total loss.
Bottleneck links occur when the offered traffic exceeds the
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Fig. 12. Network scenario exhibiting some inefficiency in case of lacking
global situation awareness.

Fig. 13. Burst loss probability.

capacity of some link. The model proposed in [2] shows that ig-
noring global situation awareness causes the system throughput
to become zero (called congestion collapse) when the offered
load goes to infinity. To illustrate the inefficiency caused by
bottleneck links, consider the simple network in Fig. 12. Links
C1-C2 and C2-E3 have eight wavelengths (8 Gbps) while link
C2-E4 has only two wavelengths (2 Gbps). For simplicity, we
assume that there is no loss between links E1-C1 and E2-C1.
The max-min rate at link C1-C2 for both flows is equal to
half of the effective link capacity . Many flow 2 bursts
are dropped on link C2-E4 because of its low capacity. The
performance of flow 1 depends on link C1-C2 while that of
flow 2 mainly depends on link C2-E4. The FBA scheme should
be aware of the global situation to avoid inefficiencies. In
the rate control method, the input rate of flow 2 should not
exceed 2 Gbps. By limiting flow 2’s input rate, although the
throughput of flow 2 decreases, the total throughput of the
network increases as shown in [8]. For the preemption-based
FBA schemes, e.g. MMFP and RFP, the input rate of each
flow is not limited. Therefore, the preemptive priority of flow
1 should be higher than that of flow 2 in order to enhance the
efficiency of the network.

Fig. 13 plots the loss probabilities of flows 1 and 2 in con-
ventional, RFP-A, and MMFP-based OBS networks. The details
of MMFP scheme are briefly described in Section V-E. We set

and . The normalized rate of 1 is equiva-
lent to 8 Gbps. We can see that the performance of conventional
OBS and MMFP-based OBS networks are almost the same. This
is because MMFP is not aware of the global situation. Each
MMFP-based core switch independently allocates and performs
preemption without sharing the network state among switches.
In contrast, RFP gives higher preemptive priority to flow 1 on
link C1-C2. Although RFP increases the loss probability of flow
2, when we consider the total loss probability of the system
shown in Fig. 14, it is lower in RFP-based OBS networks than

Fig. 14. Total burst loss probability.

that in conventional and MMFP-based OBS networks. In addi-
tion, the total loss probability in the case of MMFP is slightly
higher than that of conventional OBS. This is because the ar-
rival rates of flow 1 and flow 2 at any particular time are not the
same; therefore, some of flow 1 bursts are preempted by flow 2
bursts which are lost in the link C2-E4.

V. DISCUSSION

A. Max-Min Fairness in OBS Networks

Unlike the maximum throughput resource management
(MTRM) that tries to maximize the total throughput of the
network, max-min fairness allocates more bandwidth to poorly
treated flows. MTRM may lead to unfairness because it tends
to allocate more bandwidth for less expensive flows. Compared
with MTRM, achieving max-min fairness provides rate fairness
but it may lead to throughput decreasing because the network
ensures max-min rate even for expensive flows such as mobile
stations that are far from the base station in wireless networks or
flows with a large number of hops in OBS networks. However,
providing max-min fairness in OBS networks is considered fea-
sible because the throughput will not be decreased significantly
as in wireless networks. In the paper, we presented only the loss
probability performance because throughput in OBS networks
can be only decreased by loss, and hence the loss probability
performance is the major concern in OBS networks. The results
in Sections IV-B and IV-C show that RFP provides service
isolation and protection without increasing the loss probability
(or decreasing the throughput). In fact, RFP decreases the loss
probability slightly as in Section IV-C because RFP allocates
max-min rate by considering how much resource that each flow
can utilize (global situation awareness).

B. Rate Control versus Preemption

Two kinds of methods can provide FBA in OBS networks.
The first is rate control, which, as proposed in [8] and [9], limits
the input traffic of each flow according to its optimum fairly al-
located bandwidth. However, to achieve an acceptable loss level
for well-behaved flows in OBS networks, the optimum fairly al-
located bandwidth in [8] and [9] is calculated by assuming that
the network has capacity . If the value of is small, rate
control schemes may degrade network utilization and increase
end-to-end delay. If is too high, the burst loss probability of
well-behaved flows may be too high to be acceptable for some
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applications. The second method proposed in [11] and in this
paper uses preemption, by which edge switches do not decrease
the sending rate of each flow but the core switches drop misbe-
haved flow bursts only in the case of contention. This can isolate
flows and provide acceptable loss level for well-behaved flows
(by setting small value of in RFP) while ensuring efficient net-
work utilization. In addition, if the preempted bursts are selected
on the basis of the burst size and reservation time, the total loss
probability can be reduced [14].

C. Fairness at IP Flow Level

Since OBS switches are low-layer equipment, it is not suit-
able for OBS switches to be involved in issues at IP flow level.
Therefore, all of the studies in [8]–[12], including this one, on
providing FBA in OBS networks classify flows by the ingress
and egress switches’ addresses. To provide FBA at IP flow level,
RFP-based edge switches can assemble misbehaved and well-
behaved IP flows into different bursts and mark the misbehaved
IP-flow bursts as an over-rate flow. Moreover, burst segmenta-
tion can be applied so that the misbehaved IP flows are dropped
first.

D. Scalability

The scalability issue was described in [8] and [11]. For RFP,
in the case of a network with edge switches and links, the
maximum number of flows for which each edge switch needs to
maintain the state information is equal to . The amount of
state information maintained by each core switch depends on the
network topology. If we assume that the average number of hops
between source and destination is equal to and all flows are
uniformly distributed in all links, the estimated average number
of flows in each direction per link is equal to .
Consequently, scalability in an RFP-based OBS network is not
a significant problem.

E. MMFP Versus RFP

To the best of our knowledge, besides our RFP scheme, only
the max-min fairness preemption (MMFP) scheme [11] has a
mechanism based on preemption for achieving max-min fair-
ness in OBS networks. The details of MMFP are described as
follows.
Step 1) Edge switches monitor and update the initial arrival

rate of each flow at the core network. In addi-
tion, the core switches monitor both the actual ar-
rival and loss rate of each flow.

Step 2) Each core switch independently determines the fairly
allocated bandwidth based on the max-min fair-
ness criteria in [13] for a single outgoing link for
each flow.

Step 3) The core switch allocates the effective load for
each flow. is calculated by using both and .
The calculation is described in [11].

Step 4) The core switch determines the theoretical loss level
for each flow as follows:

If

(31)

where is the Erlang loss formula in (6)

Else

(32)

End if.

For flow with the largest sending rate,

(33)

Step 5) The burst in the contention list which belongs to the
flow whose actual measured loss rate has the largest
difference from its loss level is preempted.

Note that RFP does not impose high work load on core net-
works as MMFP does, because an RFP-based core switch does
not need to monitor the arrival rate and loss rate of each flow.
In addition, since each MMFP-core switch independently allo-
cates the max-min rate and performs preemption without con-
sidering the optimum rate along the path, this may cause in-
efficient network performance, as mentioned in Section IV-C.
In contrast, the RFP fixed and adaptive allocation methods can
allocate the optimum max-min rate along the path. Moreover,
the authors of MMFP describe in [11] that the actual OBS net-
work cannot guarantee the loss level according to (31) and (32).
Therefore, MMFP needs to increase the loss level for the flow
with the largest sending rate as shown in (33). This is unfair for
the flow with the largest sending rate.

VI. CONCLUSION

We proposed the rate fairness preemption (RFP) scheme for
achieving weighted max-min fairness in OBS networks. RFP is
an alternative to rate control to provide fair bandwidth allocation
(FBA) in OBS networks because of its efficient network utiliza-
tion and low workload for core networks. In addition, RFP does
not degrade the total burst loss probability and it can improve
the loss performance in the case the misbehaved flows send high
amount of traffic to networks. We proposed fixed (RFP-F) and
adaptive (RFP-A) max-min rate allocation methods. RFP-F is
the simplest scheme to achieve FBA in OBS networks. The anal-
ysis and simulation results show that both RFP-F and RFP-A
schemes efficiently provide service isolation and protection in
OBS networks.

Although many approaches have been proposed for achieving
max-min fairness in OBS networks, none of them use the feed-
back information from the network for path selection to improve
the overall burst loss probability. Therefore, our future work will
develop an adaptive path selection scheme which reduces the
overall burst loss probability for max-min fairness-based OBS
networks. In addition, we will develop a preemption scheme
for providing both rate fairness (FBA) and distance fairness
(fairness among bursts with different numbers of hops between
source and destination) in OBS networks.
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