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REMARK ON SOME COMBINATORIAL CONSTRUCTION

OF RELATIVE INVARIANTS

By

TafsiioKtmttra

It is a classicalproblem to determine the explicit form of relativeinvariants.

However, if it is too complicated, it seems more important to know the mathe-

matical structure of relative invariants than just to write down the all terms of

them. Hence, in this paper, we suggest to use some principle to construct rela-

tive invariants in §1, and as examples, we shall construct some relativeinvariants

3
of GL(n, C) on AC" for all n^6 (See Propositions 4.1,4.3,and 4.5),including

all relativeinvariants for n=6, 7, 8, 9. This work was done while the author

was visiting Europe, and he would like to express his hearty thanks to Prof. H.

Popp at Mannheim University in West Germany, and to Prof. D. Luna at Grenoble

University in France for their mathematical stimulation and encouragement. The

author also would like to express his hearty thanks to Prof. M. Sato who kindly

explained his works for n=6.

§1. Let p : G-^GL(V) be a finite-dimensional rational representation of a

reductive algebraic group G, all defined over the complex number fieldC.

A homogeneous polynomial f{x) on V is called a relativeinvariant if there

exists a rational character X: G->CX satisfying f{p{g)x)―l{g)f{x) for all g^G

and x e V. Now let Sr( F) be the all homogeneous polynomials of degree r on V.

Then the group G acts on Sr(F) as (g#)(x)=[-<j)(p{gYlx)for 0eSr(F), g^G and

jcgF. We denote this representation by p(r). Since G is reductive, it is the

direct sum of irreducible representations: pm = 0/Oir)- We denote by W(p the

representation space of p'p : Sr(V)=@Wir). Note that a homogeneous polynomial
i

fix) is a relative invariant of degree r if and only if fix)^WV for some W-f

satisfying dimW/f)=l. We say that pf decomposes to pfl)xpir2)irx-＼-rt―r)and

denote this relation by pP^pf^Xpg^ when plp is one of the irreducible com-

ponents of the symmetric tensor of p?^ and pf*. This implies that the poly-

nomials ^ in W{p can be obtained from those in W?1* and Wir2＼ i.e.,§=Y^<i>tQt

for some ^efW and dt^WpK In such a way, we can reduce the problem of
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determination of a relative invariant to that of polynomials of lower degree.

§2. Since we shalldeal examples for G=GL(n, C) in §3 and §4, here,we

shallreview the Young diagram for GL{n, C). Let <y be the set of the follow-

ing diagrams.

y f .

aj=

1

2

/

Kn, O^fi^ -^fi＼

Then it is well-known (See [1]) that, for a given irreducible representation

p of GL(n, C), there exists uniquely an integer m such that p(g)=(det g)m ･p(g)

corresponds to one of the diagrams in <y.

If m is negative, we correspond the following diagram to p.

― m

= n - ___ +

If m is positive,for example m=3, we correspond the following diagram to p.

■n +

Thus any irreducible representation of G = GL(n, C) corresponds uniquely to

one of the Youner diagrams.

3

Example 2.1. corresponds to the following representation p. Let V be
r

the totality of nXn matrices X with tr X=0. Then G acts on V by p(g)X~

aX?'1 for a<E.G and XeV. Since

FP F

n ― 1 ･ _ = w ■ ~

n

+ ,

r

thisdiagram
~p
corresponds to
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p(g)=(detg)p(g), i.e.,p(g)X=(detg)gXg-1 for g^G and le V.

Example 2.2. [Id corresponds to the following representation p. Let V be

the totality of symmetric nXn matrices. Then G acts on V by p{g)X=gXlg

m

for g<=G and IeF. Hence

71.
corresponds to p' such that p'{g)X

=(detg)m'gXtg for geG and IeF. Similarly, corresponds to the dual
EC!

representation of p. Hence n)

m

corresponds to p" such that p"(g)X

=(det g^-'g^Xg-1 for §&G and x^v-

§3. Let Mi, ■･-,≪, be a basis of Cn. Then G=GL(n,C) acts on Cn

3
by (gui, ･･-, gun)=(uu -･', un)g for ^gG. Hence G acts on 7―AC" by

p(g)(uiAUjAuk)=gUiAgUjAgUk- From now on, we shall fix this triplet

(G, p, V) and let us consider its relative invariants.

We define the derivation -z― (i=l, ･･･, n) by

(3.1)
_3_
(ujAUkAui)―8ij-ukAui (fe,/=££).

Then, for an element x― 2 xijkUiAUjAUk of V, we define the polarization x by

i<j<k

(3.2) x― S yi-^― where ylt ･･■, yn are indeterminants.

For a natural number m satisfying2ra+l^n, we can definethe homogeneous

polynomials

fh'-.im-i(x) (1^iu ...,z^^m-1; l^j*m+i<-<jn^n)

of degree m by

(3.3) sA*A-A.£=_ S ^I^iB(x^*i"^*
-^≪+=---'≫

m
^2771 + 2-■"■ in
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Where VJim+≫~.JnAuhm +%A"'AUin:=Q> (=≪lA-AttB)

In other words, we have

(3.4)
rir dx

duim-i
Auhm+2A---^Un

For n=2m+l, we put fi^"-i^-^x)=fi.v'"'im-1 (x), i.e.,

iAiA-Af=( 2 fiir"-im-Kx)yi]L- yin.Jat.

Proposition 3.1. (1) /V1""'*"1-1.(p(tln)x)=t3mfiv"%im-1 (x),

i.e., /^■■■■'im-1{tx)=tn-fiy'"'in-＼ (x) for feCx.

J2m +2''"'3n ■?2m+2-'"'In

(2) f＼V~-im-l ( (c)x)=_C*l-Cim-i

for c=i eSL(n, C)

(3) For r^s, we have

fY"'im~) (dp(Ers)x)

I
V

= S^n,-/!11"'1'■"■■'""'(j:)-

k = 2m + 2 Hm + 2- 'r> ^n
A
3 k

where Eri denotes the matrix unit.

Proof. (1) is obvious. (2): By the action of p(c),any term of the right-hand

side of (3.4) becomes

c, c
k1
H°

･･･Ac

since c c

, x u

3 12 3 *1
Am t

Am

*2 ko
Ac. c.'C.-X. .,.'U -Am.'A--

.. x. ., .. u.' Am.' Am. A-Am.

lm-l1m―llm ―1 lm-1*771 ―11m ―1 tm―1 lm―1 ^2m + 2 ■'n

― ―x- ^-J-(ct cu cu c..c.. ■■■
f . .../". k -I k n Roll li

c , c , c ･■･c ){x ―)(o

k2 *3 in
Am

. C. C.*C> ■■■C.< C.. C .
≪2 *3 ll ll lm-l xm-l Hm + 2

c. =Ci ･･･cB=l
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(3): We put x=x(u1} ･･･, wn)=S XijkUiAUjAuk.

Then we have

/orx
9 3 . / 9* ＼ d(gUk)

(3-5) ^7(^)x)=^7^Ml' -' ^)=?(^7>Ml' -' gUn)dur

―
V a

― Zj
gik

3
* OUk

(guu ･･･, gun) for g=(gij)&G.

(3.6)

(3.7)

(3.8)

For g―exp t Ers, we have

≫ d(gUk)
A
dx

-5T><*)*I≪=£ dt A ■=―(gui, ■･･, gun)＼t=o―urA
OUb

Similarly, by using (3.5),we have

dui
p(g)xj＼t=o = Ur A

d2x

dusdui

Using (3.4)~(3.7),we have

fY"'im') (dp(Ers)x)co=~
Hm+2r"^n at

IV

J5x

dus

+dir-z― for g=exp t Ers

n£1dril-fiv'"''''"'im-＼x)
+ Ar where

(3.9) A=lur/＼4^-
＼ ous

A ―A

, "^ a dx / d2x

l=i OUi ＼ OUsOUi,

y ･･･A dx

We shall show that A=0 if s^j2m+2, ･･･, jn- Since A is a multiple of co=

M,A-AMn, any non-zero term A contains w,, and hence we have

m~1/ dx ＼
A= 2(wrA-~―)A
1=1＼ OUS /

m-1/ fix ＼+ S≪,Af-)A

dx

dutl

duil

A---A(msA--―£―
＼ dusouil

A ― A(MrA-a
/

y
■･･A

dx

^ Att,2m+2A-Att,B

＼
A A

dx

)A-A-=
AUJ2m +2A---AUJr,

m-i rjr / r52x ＼ / r52r ＼
+ S SxAf^A-AkA, / )A-A(MrA

a a
)a-

i=l ft-^J C/Mij V OUsOUik I ＼ OUsOUil /

･･･A
dx
A-Au,B=O



-1

AMi2B+2A-A≪rA-A≪;B)a-a

17 dx ＼ d2x I

l^duim_1)s Us du,duim_A
hJ5x

dus
A ("a―) +usA-^―=―

/ /
dx ＼ dx ＼

UsAxs=usAx (resp. u,A(―)=UlA―)

).
＼ d2x

I ~T U s
A
n i

/s OUsOUi

/ dx ＼ dx dx

V duj aui1 out

dxm-l dx ( 3l

j=i (Jmj V dusdUil

AK;2j,+2A-AttrA-AttjB

Q.E.D
^M+2'-"ir'"'lJ≫

Remark 3.2. This propositionimplies that Sm(V)=Sml

lowing Young diagram.

iM

This corresponds to the polynomials fly'"i% -＼ (x)

･'2771+ 2'""''Jn

(3.10)

I I contains the fol-

･･･A― xs+usA

AuJ2m+2A--- AurA--- Aujri

AM^m+2A"-AM'-A---AM^= ― xA^―A---A
OUi1

dx
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because the firstand the second terms cancel each other and the last term is

clearly zero. Finally we shall show that

A=-fiy"-im~1 .(x)(o

AJk

if s =jk for some k=2m+2, ■■■,n. Note that if

x=xs-＼-usA
dx

dus

/ dx
(resp. -=―
V dut

then

Then

A=-

=(
J3x

dui



§4. Example (I) First let us consider the following polynomials of degree

m(m―1) for n―3m (m^2).

(4.1) Fl^'im-＼x)

lm-i I Y＼

%m-V ･'m-1

■■■

4

c id c iz c _j c

in c id e _J 0 -

iiii c in13c n c in c zid e ii

,･2 ,2

1 ,･ W J A ,-3 ... .m-

-＼dp(Ers)x)(4.3)
j

l'-.*m

(4.2)

where ik = ikk for k ―l, ･･■, m ―l

By Proposition 3.1, we have

= 2 4

"･im-＼p(c)x)^-^―^-^--^Fiv'"-im-＼x)

for c=＼ '-. eSL(3m, C).

＼0 c3j

Fh
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For example, it is known that

(3.11)

(3.12)

(3.13)

s3( n

S*(

S2( _ ) =

) ―

m

iz e z

107
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(4.4)

m-1

1 = 1
1 H

I
V

i

Tatsuo Kimura

m-1 1=1

pH *m

jy-.r.

A

-1

'■Jm-1
(x) for r^s.

Therefore, (4.1) corresponds to the following decomposition.

3m-1

in― 1 in―I

(

2m+l

Then, by (4.2) and (4.3),we see that

(4.5) /(*)=

m

the

2 F'/

h ■■･■?'m-l

X ― X 2m+l

m-1 '

polynomial

Kx)

i

im-＼x)

･ffl-1

3
is a relativeinvariant of degree 2m(m―1) on AC3771.

This (4.5) corresponds to the following decomposition.

(4.6)

3m

,2(m-D*

<

r^/

in―1

in

'pp3

m―l

1

Proposition 4.1. There exists a relative invariant f(x) given by (4.5) of

degree 2m(m―1) on AC3m.

Remark 4.2. For m―2, there exists a relative invariant/(x) of degree 4 on

3
AC6. In this case, we have 6x6 matrix <j){x)―{Fij{x)) where Fij(x)=fij(x) in

(4.1), satisfying $(p(g)x)=det g-g<j){x)g'1 for g^GL(6, C) (See Example 2.1). Then

we have tr <f>(x)=0 and f{x)=tv <fi(x)z.In fact, <p(x)2is a non-zero scalar matrix,

i.e., 0(x)2=-~-/(*)/6 (See [3]). This case has been investigated by M. Sato (See

[2]).

3
For m=3, there exists a relative invariant of degree 12 on AC9.
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Example (II) Assume that there exists a relative invariant of degree r for

n=2m. This implies that

In particular,we have k ―
2m

□

□
1 contains 2wj

k

such that 2mk=3r

£Z. For n=2m-＼-l, thisimplies that there exist

homogeneous polynomials Fiv...Ak(x)of degree r, symmetric with respect toindices

ilt■■■,ik, satisfying

(4.7)

(4.8)

Ft,,..., ,■Sp{c)x)=

Fi ..,ik(dp{Ert)x)=

k
- 2

1=1

Cu

for c
/Ci ＼

^SL(n, C)
cj

dsir
' * ii,---, r,

■■■,
iu＼X)

I I A k
for r^s

Now assume that k = 0 mod(m―1), i.e., k=q(m ―l) for some q. Then, by

Proposition 3.1,(4.7) and (4.8),we can see that the homogeneous polynomial

(4.9) /(*)= S /^■･･■4-1(x).../'?-4l-1(x)F U)

/ 2m+l ＼
is a relative invariant of degree r'=r-＼-mq ＼=-^ w'r) f°r n―2m+＼. This

(4.9) corresponds to the following decomposition.

(4.10) 2m + l

I

am-

q

X 2m

""T^I^T

Proposition 4.3. Assume that there exists a relative invariant of degree r

of (GL(2m, C),

there exists a

(GL(2m+l, C),

M, AC2m). Then we have k
rj

relative invariant f{x) given

□ 3
I I, AC2ra+1).
□

3r

2m
£Z. If k = 0 mod(m―1), then

by (4.9) of degree r'=
2m+l

2m―2
r of
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! | 3
Remark 4.4. For any relative invariant f(x) of (GL(2m, C), M, AC2m),

f(x)m~l satisfies the condition in Proposition 4.3. For w=3 and r=4 (See Remark

4.2), we have £=2=0 mod(m―1), and hence, there exists a relative invariant

3 3
f(x) of degree 7 on AC7. It is known that any relative invariant on AC7 is of

the form cf(x)m (cgCx, ttkeZ) (See [2]). In this case, (3.10) corresponds to 7x7

symmetric matrices (f>(x)=(fij(x)) with fij(x) in (3.4), satisfying <j>(p(g)x)=

(detg)g-6(xYg for g^G, and "･■c (See also(3.13))corresponds to 7x7

symmetric matrices 0*(x)=(Fij(x)) with Fij(x)= ^fku{x)flkj{x) (i.e.,(4.6)for m=2
k,I

and n―1), satisfying <p*(p(g)x)=(det g)2-tg~1$*(x)g~1for g^G (See Example 2.2).

Put 0(x)=$(x)-$*(x). Then we have 0(p(g)x)=(det g)3-g^(x)g~1 for g^G, and

/(^)=tr 0{x). In fact,<P(x)is a non-zero scalar matrix: 0(x)=―f(x)I7 (See [3]).

Example (III) Assume that there exists a relativeinvariant of degree r for

n=2m+l. This implies that
1
□＼

^
. 2m+l

I I contains
□/

(2m-＼-l)k. In particular,we have k―
2m+1

such that 3r

k

gZ. For n=2m-＼-2, thisimplies that

there exist homogeneous polynomials Fiv...<ik(x)of degree r, symmetric with

respect toindices iu ･■･,ik, satisfying (4.7) and (4.8)(for n=2m+2). Now assume

that k = 0 mod(m―2), i.e., k=q(m―2) for some q. Then we can define poly-

nomials

(4.11)
･ 1 1 g q
VXV"' lm-2-'"' l＼''"'xm-2 ( v＼
1 ,1 ... ,1 ... A ... fl＼xl

■72m + 3l ･■'n' ■･'2m + 3' 'Jn

V flv ･tm-2ki (Y＼.fv -1 -Zkz (Y)---fv ' m~2 1 (r)

■
1 -q

of degree mq for n^2m+2. For n=2m-＼-2, we denote it simply by Flv'"'lm~＼x)

Then, by Proposition 3.1, we have

(4.12)

1 n £ -1 * * £■£
■i^i;,-･-,i%n 9 / / ＼ ＼ l* lm-2FA m~zAp(c)x)= ―

J2m + a<m"<3n C , ･･･ C .*,.1
■?2m+3

-2 Fi{

Jn

m + 3-'"' Jn



(4.13)
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for c
=(C1
lo

＼=SL(n, C)
cj

Ff-'i<k-Udp(Ers)x)

= 25

This implies that (4.11) corresponds to the following diagrams.

(4.14)

2m+2

[

g(m-2)

VI

X - X 2m+l

q

q

Then, by (4.7),(4.8),(4.12) and (4.13),one can see that

(4.15) fix) 2 Fil-'~A -＼x)-F, , (x)

m

is a relativeinvariantof degree r'=r+mq ( = -^,―-rr, nT^) on AC2m+2V (2m+l)(m―2) /

Proposition 4.5. Assume that there exists a relativeinvariant of degree r

of (GL(2m+l, C), i I, AC2m+1). Then we have £=―^J-
| i Zm-f-l

eZ. If k = 0 mod

(m―2), then there exists a relative invariant f{x) given by (4.15) of degree

r'―
2(m2-l)
(2m+l)(m-2)

r of (GL(2m+2, C),
□

□
AC2m+2)

Remark 4.6. For m=3 and r―7 (See Remark 4.4),we have £=3=0 mod

3
(m―2), and hence there exists a relative invariant f(x) of degree r'=16 on AC8.

It is known that any relative invariant of (GL(8, C), I I, AC8) is of the form

cf(x)m with c<^Cx and meZ.

In this case, we can also use (4.4) for m―Z and the following decompositions

(4.16) and (4.17).
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(4.16)

(4.67) /~＼J

rv-'
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X

This implies that there exist 8x8 symmetric matrices (j){x)(resp. <j)*{x))whose

entries are homogeneous polynomials of degree 6 (resp. 10) satisfying <p(p{g)x)=

(det gY-g^xYg (resp. ^(p(g)x)^(det gY-tg-1^(x)g-1) for g^GL(8, C) (See Ex-

ample 2.2). Put 0(x)=$(x)<f>*(x). Then we have 0(p(g)x)=(detg)6-g0(x)g~1 for

g^GL(S, C) and f(x)―tr 0{x). In fact, 0(x) is a non-zero scalar matrix 0(x)

= ~f{x)-h (See [3]).

Applying Proposition 4.3 for m―4 and r=16, we have &=6=0 mod(m―1),

3
and hence we can construct a relativeinvariant of degree 24 on AC9.

3
Example (IV) (Relative invariants on AC9). It is known that there exist

four independent relative invariants fk{x) of degree k (£= 12, 18, 24, 30) which

3
generate all relative invariants on AC9 (See [4]). We have constructed f12(x)

by Proposition 4.1 for m=3. We have also constructed a relativeinvariant f(x)

3
of degree 24 on AC9 by Proposition 4.3 (See Remark 4.6). For xo=u1Au2AuBJr

u4AusAu6+u7Au8Au9, we have fijk(xo)=0 for alli, j, k, and fij(xo)=fi%xo)=

-/K(*o)=-/#(*o)=l for ^^={1,2,3}, j^A2={4, 5, 6} or i^A2, j^As=

{7, 8, 9} or i^A3, j^Au and /!{(*o)―0 for other indices. Hence, by calculation,

we have f(xo)=O and /i2(x0)^0, i.e.,f(x)=f2i(x) and/(x)^c/i2(x)2 for any c(eCx.

Now let us consider the following polynomials.

(4.18) Fhi2＼x)=
hhh

2 fx＼
*!･ *2> *3

i(x)-/;.2*2u)-/;.3*s(x)

3 ^2*1 Hk2

By Proposition 3.1,these polynomials correspond to the following decomposition.



(4.19)
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Then, we have

(4.20)

of relative invariants

~ - X - X -

h

pi^zi
3U)

*3

h

hhh
irWs(jc)

This corresponds to the following decomposition.

(4.21)

One can check that /18(x0)=―2-35

X

Next let us consider the following Flll2%3(x)and Fl^l2ls(x)

(4.22)

(4.23)

Filh＼x)=

F^≫'≫(x)=

2 /M2*3U)-/t

k1k2k3
hhh

;iy;u)-/;^u)-/^u)

H1J1 kzj2 K3]3

2 /il＼3(x)./V,(i)./V(i)

1.1

113

By Proposition 3.1,they correspond to the following decompositions respectively.

(4.24)
rsy

y V
_―. ^s ― ^ __
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(4.25)
r^>
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- X _

3
The existence of a relative invariant of degree 7 on AC7 corresponds to the

following polynomials for n=9.

(4.26) F. .
i2i2, isi3 _■.- 11 2 2 2

/;
3*3'3S

This corresponds to the following decomposition.

(4.27)

Then, we have

(4.28) /so(*) =

qp pp

x - x -

2 Fi^i＼x)-Fi^＼x)-F , . .(x)

=2/* 1*2*3 ^1*2*3 filh -fl%h fiih fhj- fi3l fi2i3fs fl f y＼
J J ftjj/ k2j2J k3j3j k2l'J k'slJ ijJ i2UUtJ igiUs8

In fact, one can check easily that fSo(xo)=O and /i2(*o)/i8Uo)^0. This (4.28)

corresponds to the following decomposition.

(4.29) r^j X X

Remark 4.7. Formally, we can construct, for example

/(*)=
i

i

3

3

17*1*2*3

t1ll,l2l2,lot.
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But it is identically zero since F. ., ... . .,(x)=―F
111,,lot,,loto iliVi2i2-i3i3

U).
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