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A B S T R A C T   

Open-source climate risk assessment platforms allow for accessible and efficient estimation of 
current and future climate risk by combining information about hazard, exposure and vulnera-
bility. Such assessments require making a number of choices, such as which hazard data source to 
use, and the data and approach taken to represent the exposure and vulnerability. As these 
choices are, to some extent, subjective, when assessing risk and informing adaptation decisions, 
alternative options should be considered to understand the uncertainty and sensitivity of risk to 
uncertain input data and assumptions. We present a novel approach to quantify the uncertainty 
and sensitivity of risk estimates, using the CLIMADA open-source climate risk assessment plat-
form. This work builds upon a recently developed extension of CLIMADA, which uses statistical 
modelling techniques to model and stochastically simulate alternative realisations of climate risk, 
allowing for a richer quantification of climate model ensemble uncertainty. Here, we further 
analyse the propagation of hazard, exposure and vulnerability uncertainties by varying a number 
of input factors based on a discrete, scientifically justified set of options. We explore the uncer-
tainty and sensitivity of risk to these variations, using the PAWN (PiAnosi and WagNer) method 
for global sensitivity analysis, allowing for an attribution of uncertainty to different drivers of the 
total uncertainty budget. We demonstrate the approach through an application to assess heat- 
stress risk to outdoor physical working capacity in the UK. In this application, we demonstrate 
how the risk estimated across plausible input settings better captures uncertainty and extreme 
outcomes (important for decision making); that all uncalibrated/non-bias-adjusted climate data 
sources underestimate risk in the recent past (highlighting the need for data calibration); and that 
when a global warming level framing is used it is the choice of global warming level that this risk 
is most sensitive to (2 ◦C or 4 ◦C warmer than pre-industrial), particularly in the south of the UK. 
This highlights the importance of mitigating climate change to reduce heat-stress risk.   
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1. Introduction 

The climate is changing, causing irreversible damage to our planet (IPCC, 2022). The water cycle is intensifying, bringing more 
intense rainfall and associated flooding, as well as more intense drought in many regions (IPCC, 2021); populations and livestock 
exposed to extreme heat are increasing, exacerbated in cities by the urban heat island effect, leading to increased morbidity and 
mortality (World Health Organisation, 2022); and new global annual records have been set for the highest insured losses mainly due to 
payouts related to three major hurricanes in the USA (Harvey, Irma, and Maria), wildfire outbreaks in California, and many thun-
derstorms, windstorms, and other severe weather events around the world (Aznar-Siguan and Bresch, 2019). The UK experienced an 
unprecedented extreme heatwave in July 2022, with temperatures reaching 40.3 ◦C in Coningsby (Lincolnshire), and exceeding 37 ◦C 
for a large part of England. This heat brought challenging conditions for care services supporting the elderly and vulnerable, with an 
increase in heat related deaths, and these conditions are projected to increase in frequency and severity with climate change (Hanlon 
et al., 2021; Arnell et al., 2021). 

In order to understand and adapt to climate change it is important to quantify the future change in risk, rather than the hazard 
alone. The Intergovernmental Panel on Climate Change (IPCC) definition of risk combines information about the hazard (e.g. extreme 
temperature during a heatwave), exposure (e.g. the location and number of people exposed) and vulnerability (e.g. the susceptibility of 
those exposed) to compute metrics necessary for assessing risk (e.g. mortality), and has been widely used to inform future climate risk 
(e.g. Roy et al., 2021; Viner et al., 2020; Sharma and Ravindranath, 2019; Simpson et al., 2021). 

Open-source quantitative risk assessment frameworks, such as the CLIMADA platform (Aznar-Siguan and Bresch, 2019), allow for 
the IPCC definition of risk to be applied in a spatially consistent way to a wide range of hazards (e.g. tropical cyclones, flooding, 
heatwaves) to assess current and future risk, quantified in a range of ways (e.g. financial risk, mortality, labour productivity etc.). For 
example, Lüthi et al. (2021) use the CLIMADA platform to model the economic risk associated with wildfires in a globally consistent 
way; Gettelman et al. (2018) use the platform to quantify future cyclone risk based on high resolution global climate model data; and 
Stalhandske et al. (2022) use CLIMADA to quantify future heat related risk in terms of mortality and labour productivity across 
Switzerland. 

Carrying out such risk assessments requires a number of subjective choices to be made about how the hazard, exposure and 
vulnerability are captured. Hence, as well as translating hazard into risk, transparent and robust climate risk assessments, and sub-
sequent adaptation decision making, must take into account and explore the many inherent uncertainties in the process. This can help 
to identify a wider range of plausible outcomes, important for decision making, and can focus future research, to better quantify those 
inputs that matter most for reducing uncertainty in the output. Here we explore this within the setting of the UK, but a similar approach 
could be applied to other regions. This follows on from a number of studies in the UK on characterising and exploring uncertainties in 
impact assessments, predominantly applied to the water sector. For example, Dessai and Hulme (2007) present an assessment 
framework that allows the identification of water resource management adaptation strategies that are robust to climate change un-
certainties in the East of England, and New et al. (2007) explore the implications of a probabilistic end-to-end risk-based framework for 
climate impacts assessment, for the Thames River, UK. 

When considering the hazard, for example, there are a number of different sources of climate projections, such as (for the UK) 
UKCP18 (Lowe et al., 2018), CMIP6 (Haarsma et al., 2016) and Euro-CORDEX (Jacob et al., 2014). These different sources can provide 
different projected changes in the meteorological conditions and have different responses to greenhouse gas emissions, due to their 
differing model structures and parametrisations. Additionally, the future level of emissions is unknown, depending heavily on the 
policies made and actions taken by governments throughout the world (Betts and Brown, 2021), requiring the exploration of different 
scenarios leading to different global warming levels. Furthermore, the actual realisation of climate for a particular time window is 
subject to internal variability, necessitating the consideration of multiple alternative realisations (i.e. ensemble members). In addition, 
because climate models are models, and hence are imperfect representations of reality, they require calibration (such as bias correction 
or application of change factors) to reduce systematic biases. Note, however, that calibration can only take us so far and there remains a 
place for expert judgement in interpreting the models (Thompson and Smith, 2019). This calibration is an additional source of un-
certainty, as different approaches will lead to differences in the resulting data (Ho et al., 2012). 

As well as the uncertain hazard component, the exposure and vulnerability are uncertain. For example, the way in which pop-
ulations will migrate and grow in future years is unknown, and the way in which people/assets/ecosystems are impacted by a hazard 
(i.e. the vulnerability) is often estimated based on limited data which is unlikely to capture all circumstances. As such, alternative 
representations of each component must be considered to understand the uncertainty and sensitivity of risk to varying these inputs 
over some plausible range, using insights such as the shared socio-economic pathways developed by Riahi et al. (2017), which 
characterise a number of plausible population narratives for the coming century. 

Different methods for carrying out uncertainty and sensitivity analysis (U&SA) have been proposed in the scientific literature. 
Sensitivity analysis provides information on the relative importance of model inputs and assumptions (Saltelli et al., 2019). It allows us 
to ask questions such as ‘Which components of the risk modelling chain (i.e. hazard, exposure and vulnerability) is risk most sensitive 
to?’. This is distinct from uncertainty analysis, which addresses the question ’How uncertain is the output (risk) when considering 
plausible inputs?’. In practice, these analyses commonly follow the approach of repeatedly running the model against different values 
of the uncertain input factors (i.e. hazard, exposure, vulnerability). Often both uncertainty and sensitivity analysis are carried out by 
varying each input one-by-one (keeping all other inputs fixed). Saltelli et al. (2019) discuss the shortcomings of such an approach, 
including how regions of possible input space are excluded, and instead advocate a ‘global’ approach. In a global analysis, all inputs are 
varied together, ensuring a range of relevant combinations of the input space are used, subsequently assessing further output un-
certainty and sensitivity. Note of course that this does not ensure all parts of solution space are covered, as this will depend on the 
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selection of inputs considered. 
Quantitative risk assessment frameworks such as CLIMADA (Aznar-Siguan and Bresch, 2019) provide a useful tool for carrying out 

global U&SA, as they can be repeatedly applied with minimal computational expense. Kropf et al. (2022) present an extension of the 
CLIMADA platform that seamlessly integrates the SALib – Sensitivity Analysis Library in Python package (Herman and Usher, 2017) 
into the overall CLIMADA modelling framework, via the UNcertainty and SEnsitity QUAntification (unsequa) module. Following 
similar steps as a generic U&SA (Pianosi et al., 2016), their approach requires the specification of a probability distribution for each of 
the uncertain input factors (e.g. input data and parameters related to the hazard, exposure and vulnerability components); samples 
from these distributions to generate plausible alternative inputs; uses all combinations of inputs (i.e. a global approach) to calculate 
risk using the CLIMADA platform; and uses the SaLib package to calculate sensitivity indices, i.e. indices that quantify the relative 
importance of each uncertain input factor with a number varying between 0 and 1. In some cases the definition of an input factor 
probability distribution may be relatively straightforward, e.g. when the underlying statistical model for the input factor has been 
derived within the study allowing for a quantification of uncertainty. However, as noted by Kropf et al. (2022), when this information 
is not available it is often not evident how to perturb the inputs, and in particular it is difficult to define physically consistent statistical 
perturbations of geospatial data. 

In this study we present an alternative approach for carrying out U&SA using the CLIMADA platform. Rather than specifying 
probability distributions for the input factors, we define a discrete set of scientifically justified inputs. For example, when representing 
the uncertainty in the hazard component, we define different inputs as different discrete climate data sources (e.g. UKCP18, CMIP6 and 
Euro-CORDEX) each of which has been assessed as plausible by different climate modelling centres or inter-comparison projects. In 
doing so, we make no assumption about which input selections are more or less likely, but instead define the results in terms of the 
uncertainty/sensitivity across these discrete settings. We then use the PAWN sensitivity analysis approach of Pianosi and Wagener 
(2015) (as implemented in the SAFE toolbox (Pianosi et al., 2015)) to calculate and visualise the sensitivity indices. This approach still 
relies on expert judgment in terms of defining the discrete set of plausible inputs, and as is common in U&SA, the results will depend 
greatly on this definition (Pianosi et al., 2016; Kropf et al., 2022). This is discussed further in Section 4. 

To provide a richer quantification of uncertainty, rather than using the CLIMADA platform directly (as in Kropf et al., 2022), our 
approach applies the extended CLIMADA framework developed by Dawkins et al. (2023). This novel extension of the platform retains 
and provides a richer quantification of climate model ensemble (aleatoric) uncertainty by using statistical techniques to model and 
stochastically simulate alternative realisations of climate risk (described in more detail in Section 2.1). 

We demonstrate this approach through the same application as in Dawkins et al. (2023), which focuses on the risk of reduced 
outdoor physical working capacity in the UK as a result of extreme heat and humidity. Specifically, climate risk is represented by the 
expected number of days of physical outdoor work lost in an average year due to heat-stress. With our U&SA, we answer four key 
uncertainty and sensitivity analysis questions:  

1. How does risk compare when estimated using different hazard data sources?  
2. How uncertain is risk when considering all plausible inputs (that is, when varying not only hazard source but also exposure and 

vulnerability)?  
3. What is the relative sensitivity of risk to the components of the risk modelling chain (i.e. hazard, exposure and vulnerability)?  
4. How does this sensitivity vary in space, across the UK region? 

Questions 1 and 2 are important for understanding the range and variability in plausible outcomes, which may be relevant for 
adaptation decision making (for example to avoid a plausible extreme outcome). Here we consider questions 1 initially (focusing just 
on the hazard data source component), so as to identify which data sources provide plausible outcomes for consideration in the 
following three questions. Questions 3 and 4 are important for informing future research focus (to constrain the most sensitive parts of 
the system), and possible best approaches for minimising risk. For example, if risk is most sensitive to the future population scenario 
used, this suggests a possible approach for adaptation is to take socio-economic measures to minimise the likelihood of high risk 
scenarios, and future research should focus on narrowing the uncertainty associated with this input. 

We hope our study will provide a blueprint for other risk modellers to analyse the impacts of discrete modelling choices in a 
coherent and structured way, as well as a demonstration of the importance of doing such analysis. Although our paper is mainly 
intended for modellers, it can also be relevant for users of risk model outputs, by demonstrating the importance and value of having 
uncertainty and sensitivity information along with risk estimates. 

Section 2 presents the material and methods used and developed in this study: the extended CLIMADA platform for assessing 
climate risk, our approach to quantify uncertainty and sensitivity of risk estimates, and a description of the discrete modelling choices 
analysed here for the hazard, exposure and vulnerability components. Section 3 presents and discusses application results for the UK 
heat-stress example. A discussion of the limitations of the study is included in Section 4 and of the implications for risk management 
and decision making in Section 5. 

2. Material and methods 

2.1. Assessing climate risk 

This study builds upon the risk assessment framework of Dawkins et al. (2023), to explore the uncertainty and sensitivity of risk 
when varying the inputs of the assessment. This framework assesses risk based on a climate model ensemble and uses statistical 
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modelling techniques to provide a richer quantification of the climate model ensemble uncertainty. 
Within this framework, CLIMADA, an open-source probabilistic event-based risk assessment platform (Aznar-Siguan and Bresch, 

2019), is used to estimate risk based on each climate model ensemble member. For this, the hazard is defined as a set of weather events 
described in terms of their physical intensity/magnitude, and their probability of occurrence; the exposure is defined as the location 
and value of relevant people and/or assets; and the vulnerability is quantified via functions representing the sensitivity of the exposed 
people/assets to the hazard. The risk is then estimated as: 

Risk = Probability × Severity, (1)  

Severity = Exposure × fvuln(HazardIntensity), (2)  

where fvuln is the vulnerability function. An additional advantage of such frameworks is that this calculation is made consistently across 
space, i.e. capturing all relevant locations in space coherently together. This is particularly relevant for stakeholders with spatially 
distributed assets, located across a country or region. While the functionality of CLIMADA is growing, there are some limitations in its 
usage including the need for Python coding skills, and other open-source tools are also available for this type of assessment (e.g. 
RiskScape (Paulik et al., 2022)). 

Climate models are imperfect representations of the climate system and hence uncertainty in the future hazard arises in many ways. 
One such uncertainty is in the realisation of the climate for a particular time window, which is subject to internal variability (aleatoric 
uncertainty). To help quantify this uncertainty, climate projections often comprise a number of ensemble members. However, climate 
models are very computationally expensive to run, hence there is often a limit to the number of ensemble members that can be 
produced and subsequently a limited quantification of uncertainty across these ensemble members. To help to overcome this, the 
framework of Dawkins et al. (2023) uses a Generalised Additive Model (GAM) to statistically model risk across space, representing all 
ensemble members in combination, while taking into account the differences between them. Once fitted, this statistical model can be 
used to sample many more realisations of risk, representative of a larger collection of plausible ensemble members, providing a richer 
quantification of the aleatoric uncertainty in risk. See Dawkins et al. (2023) for more detail. This framework is shown in Fig. 1, 
highlighting the five categories of inputs that must be specified in order to carry out a climate risk assessment. Namely, the hazard data 
source (e.g. UKCP18); the calibration method (e.g. bias correction); the global warming level (i.e. the future time slice of the hazard 
data used from different emissions scenarios, see Section 2.5); the UK Shared Socio-economic pathway (SSP, i.e. the future projected 
exposure/population statistics, see Section 2.6); and the form of the vulnerability function (i.e. the parameters of the function). These 
are the inputs that will be varied within the uncertainty and sensitivity analysis presented in this study (see Sections 2.3–2.7). 

The subsequent output of the end-to-end framework is a representation of the probabilistic predictive distribution of risk (spatially 

Fig. 1. A schematic demonstrating the climate risk assessment modelling chain, the modeler’s choices associated with the model input factors, and 
the resulting outputs explored in this study. For each input factor, the choices in bold are the ones used for the baseline case of Section 3.1. The range 
of choices for each input factor are described in detail in Sections 2.3–2.7. In particular, the vulnerability function parameters (p1 and p2) each take 
three values, a mean value (M), a lower value (L) and an upper value (U). 
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coherently at each location in the region (Dawkins et al., 2023)). In practice, this is quantified using 1000 samples of risk from the 
fitted GAM. These samples can be used to represent the full predictive distribution of risk or quantify any statistics of it, such as the 
mean or the 95% prediction interval (i.e. the uncertainty in the predicted risk). In addition, the risk can be considered for each location 
or aggregated over space to represent a given region. 

As described in the introduction, within this study we demonstrate the quantification of risk and subsequent U&SA through an 
application focusing on the risk of reduced outdoor physical working capacity in the UK as a result of extreme heat and humidity. 
Hence, for a given set of inputs (hazard data source, calibration method, warming level, UK SSP, vulnerability function) the predictive 
distribution of risk is estimated in each location (grid cells covering UK land), where risk is the expected annual total number of days of 
physical outdoor work lost due to heat-stress (conditional on the selected inputs). See Section 3.1 for a demonstration of this risk 
quantification using the modeler’s choices highlighted in bold in Fig. 1. 

2.2. Uncertainty & sensitivity analysis 

Within this study we aim to demonstrate an approach for extending the CLIMADA based risk assessment framework of Dawkins 
et al. (2023) to assess the uncertainty and sensitivity of risk to the input factors associated with the hazard, exposure and vulnerability. 

As described in the introduction, rather than varying each input factor by sampling a set of additive/multiplicative perturbation 
factors (as in the inbuilt CLIMADA functionality Kropf et al., 2022), here we define our input variability space based on a discrete 
selection of scientifically justified choices of input datasets. That is, we select a range of inputs that span those considered to be 
plausible by the scientific community, for example using exposure data from a selection of future population projections (SSPs). We do 
this because, in practice, it is very challenging to define all input uncertainties using a set of perturbation factors. Also, by using a 
discrete set of plausible choices for the inputs, we can directly relate our output back to the specific combinations of inputs used to 
generate it. In addition, we make no assumption about which input combinations are more or less likely, but instead define the results 
in terms of the uncertainty/sensitivity across these discrete settings that are explored. The input settings used in this analysis are 
described in detail in Sections 2.3–2.7. 

Based on these input factor settings, we then demonstrate an approach for answering two Uncertainty Analysis questions: (1) How 
does risk compare when estimated using different hazard data sources? (2) How uncertain is risk when considering all plausible in-
puts? And two Sensitivity Analysis questions: (3) What is the relative sensitivity of risk to the components of the risk modelling chain (i. 
e. hazard, exposure and vulnerability)? (4) How does this sensitivity vary in space, across the UK region?. 

To address question 1, we use the end-to-end risk assessment framework (Fig. 1)) to estimate risk using a number of different 
climate data sources, keeping the other components (exposure and vulnerability) constant. The subsequent predictive distributions of 
risk derived from each data source are then compared. 

To address question 2, we apply the end-to-end risk assessment framework for all plausible discrete settings, that is, all combi-
nations of plausible choices for the hazard, exposure and vulnerability input factors. In doing so, we are essentially placing a uniform 
categorical distribution on each input factor and exploring the input space exhaustively. The uncertainty in risk across all of these 
settings is then presented both spatially (as the standard deviation of the overall predictive distribution of risk), and when aggregated 
over space (as the full distribution of risk across the input settings). 

To address questions 3 and 4, the same set of inputs are exhaustively varied and the sensitivity of risk to these variations is explored 
using a formal global sensitivity analysis approach known as PAWN (Pianosi and Wagener, 2015; Pianosi and Wagener, 2018). PAWN 
is a distribution-based method, meaning that the sensitivity of the model output is measured in terms of the changes induced in the 
whole output distribution created when evaluating the model at various input settings, as opposed to variance-based approaches which 
only use moments of the output sample (Saltelli et al., 2010). 

Specifically, the PAWN method characterises the sensitivity of the model output to a given input factor (e.g. warming level), as the 
distance between the unconditional empirical Cumulative Distribution Function (CDF) of the output across all input values, and the 
conditional empirical CDF of the output when that input is fixed and all other inputs are allowed to vary. This measure is known as the 
Kolmogorov–Smirnov (KS) statistic. When this difference is large for a given input, the KS statistic is large, representing how the output 
is highly sensitive to that input. Hence, comparing this statistic across input factors allows for a comparison of the relative sensitivity of 
the outputs to the inputs. Within this study, the KS statistic is compared for spatially aggregated risk (to address question 3), and for 
risk at each location (to address question 4). 

To produce sensitivity indices with the PAWN method (or any other global SA method (Pianosi et al., 2016)) we are required to 
define a 1–2-1 mapping between the model’s inputs and the output. However, when applying the risk assessment framework used in 
this study (Dawkins et al., 2023), one input factor combination maps to the full predictive distribution of risk (i.e. not a 1–2-1 
mapping). Hence, when carrying out the sensitivity analysis we must define a specific summary statistic of the predictive distribution 
of risk to create such a 1–2-1 mapping, e.g. using the mean or a quantile of the distribution. To ensure that this richer uncertainty 
quantification is not lost, here the sensitivity analysis will be applied to both the mean and the upper and lower tails of the predictive 
distribution of spatially aggregated risk (as shown in the ‘Spatial Aggregation’ output in Fig. 1). 

2.3. Defining inputs: hazard data source 

The physical intensity of the hazard is quantified using the heat-stress metric ‘Humidex’, calculated from gridded temperature and 
relative humidity data based on the approach of Masterton and Richardson (1979) and Rana et al. (2013): 
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Humidex = T +
5
9

([

6.112 × 10

(

7.5T
237.7+T

)

×
Rh
100

]

− 10
)

, (3)  

where T is temperature (at a given location and time), and Rh is the corresponding relative humidity. Specifically, here, similar to 
Dawkins et al. (2023) and Strauss et al. (2021), each day in the data record is considered to be an ‘event’. Due to the lack of availability 
of hourly variables in most climate data sets, the daily maximum temperature at the Earth’s surface and daily mean relative humidity 
are used in Eq. 3 to represent Humidex on each day. 

The various datasets used within this study to characterise the heat-stress hazard are summarised in Table 1, and described in more 
detail in the Supplementary Material. For each, data over the UK land region is used and transformed to the HadUK-Grid 12 km grid, on 
the British National Grid projection (EPSG:27700), using linear interpolation. These three climate projection data sources (UKCP18, 
UK-CORDEX and CMIP6 HighResMIP) are used because they represent the current state-of-the-art and they sample a range of climate 
uncertainty. Namely, both parameter uncertainty, through the use of the UKCP18 Purturbed Parameter Ensemble (PPE), and structural 
uncertainty, through the use of the multi-model ensembles UK-CORDEX and CMIP6 HighResMIP (see Section 1 of the Supplementary 
Material for more detail). The DePreSys4 hindcast is included to represent a richer representation of climate variability within the 
historical period. and HadUK-Grid and ERA5 are used to represent the ‘true’ observed historical period, as the current state-of-the-art 
in gridded observation datasets (again, see Section 1 of the Supplementary Material for more detail). 

To address question 1 in Section 2.2 (How does climate risk compare when estimated using different hazard data sources?) the risk 
assessment framework is applied to each of these datasets. To provide a historical ‘truth’ for comparison the same framework is applied 
to historical observations and reanalysis. Specifically, HadUK-Grid is used to represent observed daily maximum temperature and 
ERA5 is used to represent observed daily mean relative humidity (due to a lack of high altitude relative humidity data in the HadUK- 
Grid product). These datasets are used as they are the current state-of-the-art in gridded observation products (see Section 1 of the 
Supplementary Material for more detail). 

In addition, within this data source comparison, a selection of calibration approaches are compared. In all cases these are applied to 
just the UKCP18 RCM dataset (due to the time limitations of the study), with the same combination of HadUK-Grid and ERA5 used as 
historical ‘truth’ within each approach. 

2.4. Defining inputs: calibration method 

When using climate model data for impact studies such as this, where absolute values rather than relative changes are explored, it is 
recommended that the data be calibrated to ensure the severity and frequency of impactful events are accurately captured (Met Office, 
2018; Ho et al., 2012). It should, however, be noted that calibration can only go so far in addressing model limitations (Thompson and 
Smith, 2019), and indeed may lead to physical inconsistencies in the data (Ehret et al., 2012; Sippel et al., 2016). 

As described by Ho et al. (2012), various calibration methods have been used in climate change studies, generally falling into two 
distinct categories: ‘bias correction’ and ‘change factor’. However, few published studies carefully investigate the sensitivity of their 
results to the choice of calibration method. Ho et al. (2012) provide one such comparison, applied to climate projections of European 
daily surface air temperatures, and find that the two calibration strategies give substantially different spatial patterns of warming. 
Similarly, here we present the comparison of two different calibration approaches applied to the UKCP18 climate projections. In all 
cases, similar to Ho et al. (2012) and Garry et al. (2021), calibration is applied separately to each grid cell and to each variable. 

Using a similar notation to Ho et al. (2012), suppose X0 represents the historical observations, and Xc and X′
c climate model 

projections in the historical and future periods respectively. The aim of calibration is to achieve an estimate of future observations, X′
0. 

Bias correction 
The bias correction strategy assumes that the model discrepancies stay constant in time. That is, the relationship (bias) between X0 

Table 1 
Overview of datasets used in this study. RCM  = Region Climate Model, GCM  = Global Climate Model, PPE  = Perturbed Parameter Ensemble.  

Dataset Number of Horizontal Temporal coverage Reference(s)  
ensemble members spatial resolution   

UKCP18 RCM 12 member PPE ∼12 km 1981–2080 (daily) 
Murphy et al. (2019) 

UK-CORDEX 59 different ∼12 km 1981–2080 (daily) 
Jacob et al. (2014) 

(derived from Euro-CORDEX) RCM-GCM combinations   Barnes et al. (2022) 
CMIP6 4 different models ∼50 km 1950–2050 (daily) 

Haarsma et al. (2016) 
(HighResMIP)     

DePreSys4 10 hindcasts ∼60 km 1960–2019 (daily) 
Thompson et al. (2017) 

HadUK-Grid N/A ∼12 km 1960–2018 (daily) 
Hollis et al. (2019)    

temperature only  
ERA5 Ensemble not ∼30 km 1979–2018 (daily) 

Hersbach et al. (2020)  
used here  relative humidity only   
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and Xc in the historical period, is the same in the future, i.e. between X′
0 and X′

c. This allows for estimates of future observations to be 
obtained by mapping from future model data (X′

c) to future observations (X′
0) based in the relationship between historical observations 

(X0) and climate model (Xc). This relationship (bias) is therefore first quantified and then used to apply this mapping. 
In the case where a distribution mapping bias correction is applied, this mapping can be summarised as: 

X′
0 = F− 1

0 (Fc(X′
c)), (4)  

where Fc(⋅) is the cumulative distribution function (CDF) of Xc (historical model), and F− 1
0 is the inverse CDF (also known as the 

quantile function) of X0 (historical observations). 
Here, bias correction is applied to daily maximum temperature and daily mean relative humidity, separately for each climate model 

ensemble member, each variable and each grid cell in the UK, using HadUK-Grid and ERA5 to represent historical observations for 
temperature and relative humidity respectively. Each calendar month is calibrated separately, using a historical base period 
1998–2017. 

Similar to Garry et al. (2021), here the Scaled Distribution Mapping (SDM) approach of Switanek et al. (2017) is used. This bias 
correction method is conceptually similar to Quantile Delta Mapping (Cannon et al., 2015), but more explicitly accounts for the 
likelihood of individual events (i.e. recurrence intervals). In addition, the approach preserves any trend in the data by first de-trending 
that data, and then adding the trend back to the corrected data at the end of the process. SDM has been shown to perform as least as 
well as other approaches (Switanek et al., 2017), and Garry et al. (2021) showed an improvement in the UKCP18 representation of 
temperature and relative humidity data relative to observations when using this approach. As described above, this bias correction 
approach is applied to each variable and each grid cell separately and is hence a univariate bias correction approach. As such, there is 
the potential for introducing some spatial incoherence in the resulting field and a physical inconsistency between different variables, a 
common potential issue with bias correction approaches. The validity of the approach applied, here to UKCP18 RCM data, is explored 
by Garry et al. (2021) within in their supplementary material. They provide evidence that this univariate bias correction approach 
improves the representation of the spatial pattern of dependence between the temperature and humidity data relative to observations 
when compared to the raw model data and hence conclude that this gives confidence in using this approach. They do, however 
acknowledge that, depending on whether the underlying model is biased in the dependence structure, multivariate techniques may be 
more appropriate. Further exploration of this is beyond the scope of this paper but is an important consideration for future 
applications. 

Change Factor 
Alternatively, the change factor strategy assumes that the change from present-day to future in the observations is consistent with 

the equivalent change in the climate model between these two time periods. This allows for estimates of future observations (X′
0) to be 

obtained by mapping historical observations (X0) into the future, based on the relationship between historical and future climate 
model data (Xc and X′

c respectively). 
This mapping can be summarised as: 

X′
0 = F− 1

c′ (Fc(X0)), (5)  

where Fc(⋅) is the CDF of Xc (historical model), and F− 1
c′ is the inverse CDF (quantile function) of X′

c (future model). 
As in the bias correction approach, the change factor approach is applied to daily maximum temperature and daily mean relative 

humidity, separately for each climate model ensemble member, each variable, month-of-the-year and grid cell in the UK, using HadUK- 
Grid and ERA5 to represent historical observations for temperature and relative humidity respectively. Rather than applying to a 
continuous future period and accounting for the temporal trend (as in the SDM bias correction approach), this simple change factor 
approach assumes stationarity in time, and hence is applied separately for different future periods of interest. Here these are future 
periods representative of 2 ◦C and 4 ◦C global temperature increase beyond pre-industrial (see Section 2.5). 

Similar to Ho et al. (2012), the distributions (and hence CDF and inverse CDF) of Xc and X′
c are represented by a Normal distribution 

and the mean (μ) and standard deviation (σ) are calculated empirically. This does not assume that the data to be calibrated is Normally 
distributed. If this is not the case, the data is first transformed to Normal before applying the calibration. The mapping between 
distributions, as shown in Eq. (5), is achieved by adjusting for the differences in the means and standard deviations between the 
distributions of Xc and X′

c. That is, for each climate model (UKCP18) ensemble member, each variable (daily maximum temperature 
and daily mean relative humidity), each month of the year (e.g. January, February etc.), each warming level representative time period 
(2 ◦C and 4 ◦C) and each grid cell: 

X′
0 = μ′

c +
σ′

c

σc
(X0 − μc), (6)  

where μc and μ′
c are the empirical mean of Xc and X′

c respectively, and σc and σ′
c are the equivalent empirical standard deviations of Xc 

and X′
c respectively. 

Here, the two variables to be calibrated are temperature and relative humidity. Temperature data is very commonly represented by 
a Normal distribution, and exploratory analysis of the data (not shown) indicated this to be suitable here. Since relative humidity is a 
strictly positive variable, the logit transformation is applied, and the change factor calibration is applied to the resulting Normally 
distributed transformed variable. After applying the change factor, the variable is then back transformed to the relative humidity scale. 
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2.5. Defining inputs: warming level 

Consistent with CCRA3 guidance (Betts and Brown, 2021), three different global warming levels are considered here: current/ 
recent past, and 2 ◦C and 4 ◦C increase in global mean temperature beyond the pre-industrial level. Similar to many examples (Garry 
et al., 2021; Hanlon et al., 2021; Nikulin et al., 2018; Iturbide et al., 2021; F. et al., 2016), here a time slice approach is used to identify 
periods that represent each warming level. Specifically, here this follows the IPCC approach which allows for the time window to be 
reached at any point within the data record. 

In all cases, the current climate (recent history) is represented by the period 1998–2017. For the 2 ◦C and 4 ◦C above pre-industrial 
warming levels, a similar approach to that used in the Intergovernment Panel on Climate Change (IPCC) interactive atlas, as described 
by Nikulin et al. (2018), is used. The year when the given level of warming is reached is found for each climate data source and each 
ensemble member (based on the driving global model simulation) from a moving 21-year mean of global temperature anomaly. This 
year is then used as the central estimate for defining the future period (9 years prior and 10 years post). In cases where less than 15 
years of data are available to represent a given warming level, that ensemble member is not included in the analysis. In all cases this is 
based on non-bias corrected global simulations. 

Here, the central years are taken from the analysis of Hanlon et al. (2021) for UKCP18, and Iturbide et al. (2021) for the UK- 
CORDEX (CMIP5) and CMIP6 ensembles. The representative time slices for each ensemble member, data source and warming level 
are given in Table 1 of the Supplementary Material, including references to where this information can be obtained. The 2 ◦C and 4 ◦C 
warming levels are used in the uncertainty and sensitivity analysis within this study to represent plausible future warming levels, 
justified by CCRA3. 

2.6. Defining inputs: shared socio-economic Pathways 

In climate risk and resilience research it is important to consider both future scenarios for the climate and the economy, since both 
affect society‘s ability to manage and cope with climate risks (Stenning et al., 2021). Similar to Dawkins et al. (2023), here a scenario 
modelling approach is used to characterise how society and the economy may evolve into the future. Specifically, three of the IPCC 
Shared Socio-economic Pathways (SSPs) are considered within the uncertainty and sensitivity analysis (O’Neill et al., 2015):  

• SSP1: Sustainability (Taking the Green Road)  
• SSP2: Middle of the Road  
• SSP5: Fossil-fuelled Development (Taking the Highway) 

These global IPCC SSPs have been used to develop a consistent set of SSPs specifically for the UK (Harmackova et al., 2022). As part 
of this project, a set of quantified projections for specific indicators (e.g. population density) at appropriate temporal and spatial 
resolutions (ranging from a 1 km grid to the whole of the UK) have been produced (Merkle et al., 2022). This representation of the SSPs 
is used within this study. 

Specifically, SSP2 captures a future in which medium challenges to mitigation and adaptation are experienced (Kriegler et al., 
2014), and future trends do not differ substantially from the historical social, economic and technological patterns. This is the SSP used 
in Dawkins et al. (2023) in the demonstration of the risk framework described in Section 2.1. For comparison, SSP1 is used to represent 
a future in which the UK shifts to a more sustainable system as a result of increased environmental pressure. This represents a scenario 
with low challenges in terms of mitigation and adaptation. Conversely, SSP5 is included to represent a future with high challenges to 
mitigation. In this SSP, low public support in sustainable development hinders sustainable transformation, and large sources of shale 
gas are discovered and used in the UK, increasing urbanisation in Scotland and in cities throughout the UK. It should be noted, of 
course, that these quantified SSPs represent only a small number of possible futures, and many alternatives are possible. As such, it is 
very unlikely that we will follow one of the quantified SSPs in the real world. That is, they are not a prediction but a useful guide for 
exploring plausible future societies. 

The UK SSP quantified projections include many indicators such as population, urbanisation and employment. The application 
presented in this study aims to quantify the impact of heat stress on outdoor physical working capacity in the UK. Hence, here we use 
the ’employment’ indicator to capture information about the number of people working across the UK. In particular, those relating to 
outdoor physical jobs (e.g. construction and agriculture) are obtained and summed together to represent the total exposure in each 
location. In this application, similar to Dawkins et al. (2023), the 12 km version of the quantified projections are used, to align with the 
horizontal spatial resolution of the hazard data. 

This ’employment’ indicator is available for each year in the range 2020–2100. To isolate the sensitivity to varying the SSP scenario 
within the U&SA presented in this study, a specific year is selected, and held constant, to represent each warming level (current, 2 ◦C 
and 4 ◦C). As in Dawkins et al. (2023), for the ‘current’ warming level the year 2020 is used, and for the 2 ◦C and 4 ◦C warming levels, 
results from the IPCC Sixth Assessment Report (AR6) are used. In AR6, time periods are identified over which these two global 
warming levels are crossed, based on multiple lines of evidence (see Table 4.5 in Chapter 4 of the IPCC AR6, IPCC, 2021). As in 
Dawkins et al. (2023), the year 2041 is used for the 2 ◦C warming level and 2084 for the 4 ◦C warming level (see Dawkins et al. (2023) 
for further discussion of this). Fig. 2 provides a graphical representation of the difference between these exposure input settings used 
within the uncertainty and sensitivity study. These show how UK SSPs 1 and 2 are largely consistent in the number of people working 
in outdoor physical jobs (although slightly less in SSP1), whereas SSP5 sees much larger numbers, particularly in the future year used 
to represent the 4 ◦C warming level. This increase is particularly large in already highly populated places, and in Scotland, consistent 
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with the SSP5 storyline related to the discovery of a large source of shale gas in Scotland. 
As discussed in Dawkins et al. (2023), the uncertainty of the risk to the timing of warming levels, representative of the climate 

sensitivity of the climate model, should also be explored (i.e. the choice of year to represent each warming level within the SSP data). 
To address this within this study, we carry out an additional sub-analysis varying this input variable while keeping the SSP fixed. We do 
this separately because varying both SSP and the warming level year together in a global U&SA would result in highly implausible 
combinations (e.g. SSP1 [sustainability], 4 ◦C warming level, and warming level year 2032). For this sub-analysis, the SSP is held 
constant at SSP5. This SSP is chosen because the date ranges over which each of the warming levels (2 ◦C and 4 ◦C) is reached for 
RCP8.5 model projections can be obtained from Table 4.5 in Chapter 4 of the IPCC AR6, IPCC (2021). For each warming level, the date 
ranges in this table are used to define a lower, middle and upper year, namely (2032, 2041, 2051) for the 2 ◦C warming level, and 
(2075, 2084, 2094) for the 4 ◦C warming level. 

2.7. Defining inputs: vulnerability function parameters 

The vulnerability function captures the relationship between the hazard and the impact this has on the exposed people/assets. This 
function is often defined in terms of a number of parameters, which must be estimated based in relevant available impact data, and 
specified within the risk assessment. 

For the application considered in this study, we require a vulnerability function that captures the relationship between the 
Humidex heat stress index and the impact this has on physical working capacity. For this, as in Dawkins et al. (2023), we use the 
function of Foster et al. (2021), derived based on 338 work sessions in climatic chambers (low air movement, no solar radiation) 
spanning mild to extreme heat stress: 

Physical Working Capacity(%) =
100

1 +
( p1

Humidex

)p2 , (7)  

where p1 represents the value of Humidex that elicits 50% physical working capacity, estimated to be 54.5 ◦C (with upper and lower 
95% confidence interval limits of 55.79 ◦C and 53.78 ◦C respectively); and p2 represents the gradient of the vulnerability function (i.e. 
the increment of decreased physical working capacity per ◦C increase in Humidex), estimated as − 4.1%/

◦C (with upper and lower 95% 
confidence interval limits of − 4.597%/

◦C and − 3.804%/
◦C respectively). This function is inverted to relate Humidex to the ‘impact’ 

on physical working capacity (i.e impact  = 1 - physical working capacity), and scaled to the impact range 0–1 by dividing by 100. The 
resulting function has a sigmoidal form, as can be seen in Fig. 2 (e). Ideally, the vulnerability function should vary across the spatial 
and temporal domain to capture how this relationship may differ across demographics (e.g. age), location and time. Here, however, 
due to the limited research in this area for the UK, we apply the same function throughout space and time, thus ignoring those dif-
ferences. Future research should aim to improve upon this representation of vulnerability. For the U&SA, the parameters of this 
vulnerability function are varied (by the same amount in all locations). This is done based on the upper and lower 95% confidence 

Fig. 2. A graphical representation of the difference between the exposure input settings used in our uncertainty and sensitivity study. The maps 
show the difference in the number of people working in outdoor physical jobs between SSPs, specifically: (a) SSP1 - SSP2 in the 2 ◦C warming level 
year 2041; (b) SSP5 - SSP2 in the 2 ◦C warming level year 2041; (c) SSP1 - SSP2 in the 4 ◦C warming level year 2084; and (d) SSP5 - SSP2 in the 4 ◦C 
warming level year 2084. 
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interval limits described above, providing a high, medium and low value for each parameter. The variability in the vulnerability 
function as a result of varying these parameter can be seen in Fig. 3. Basing these choices of vulnerability function parameter settings 
on the modelling results of Foster et al. (2021) provides some meaning to the range of values tested. They are, however, only 
representative of the statistical uncertainty in the model fitted to the data in Foster et al. (2021). As such, the uncertainty captured here 
is unlikely to cover the full range of plausible vulnerability functions. For example, it will not capture the uncertainty arising from how 
the function may translate to other demographics, or the fact that the function itself may take an alternative form completely. 
Identifying or carrying out further relevant studies in the UK would allow for a broader range to be sampled, similar to Stalhandske 
et al. (2022), who construct the uncertainty in their equivalent vulnerability function using six studies based on a range of employment 
types and regions of the world. When applying to a real world example, this selection of the form of the function and range of relevant 
parameters must be carefully considered, based on as much relevant information and data as possible. 

3. Results and discussion 

In this section we firstly demonstrate the how the risk assessment framework of Dawkins et al. (2023) (described in Section 2.1 and 
Fig. 1) can be used to estimate a probabilistic predictive distribution for climate risk, providing context (i.e. a baseline) for the U&SA 
presented subsequently. This is done based on the outdoor physical working capacity application and for one set of input factors. 
Following this, we present the results of the U&SA, applied to the same example, varying the inputs of the assessment as described in 
the previous sections to address questions 1–4 in Section 2.2. 

3.1. Results: A ‘baseline’ climate risk assessment 

The risk assessment modelling chain is applied to the set of modeler’s choices highlighted in bold in Fig. 1 to provide a ‘baseline’ 
risk as context for the U&SA. For this demonstration, the 20 year time slice representative of a 2 ◦C above pre-industrial warming level 
is used from each bias corrected UKCP18 RCM ensemble member. Each hazard event is a day within this 20 years and the intensity of 
each hazard event at each 12 km land grid cell in the UK is characterised in terms of the Humidex heat-stress metric. This is combined 
with the number of people working in physical outdoor jobs, taken from SSP2 (middle of the road) in the representative 2 ◦C warming 
level year (2041), and the vulnerability function of Foster et al. (2021), based on the mean estimates of the function parameters. The 
end-to-end assessment, as shown in Fig. 1, produces 1000 samples of risk (here quantified as the Expected Annual Impact, EAI) 
spatially coherently in each UKCP18 12 km grid cell across the UK. Specifically, EAI here is the expected annual total number of days of 
physical outdoor work lost due to heat-stress (per year). Fig. 4 presents the resulting maps of the mean and upper and lower 95% 
prediction interval of risk for this application, as well as the distribution of the spatially aggregated risk based on the 1000 GAM 
samples. These show how, as would be expected, the risk is highest in highly populated regions of the UK (more people exposed), and 

Fig. 3. A comparison of the vulnerability function when using the upper and lower bound of the confidence intervals of the two function parameters 
(taken from Foster et al., 2021). The function representative of the parameters means is also include.d for reference. 
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that the uncertainty of risk is also highest in these places. 
The histogram shown in Fig. 4 (d) summarises the estimated expected number of days of physical outdoor work lost due to heat- 

stress in an average year at the 2 ◦C warming level, when aggregated over all of the UK (based on the selected input settings). For 
context, in this baseline example, the total number of physical working days in a year in the UK (from SSP2 for the year 2041) is 890 
million (assuming all days are working days). Hence, the loss of 25 million days due to heat stress (approximately the mean of the 
predictive distribution in Fig. 4 (d)) equates to approximately a loss of 3% of available days. Occupational heat stress directly hampers 
physical work capacity, causing large economic loses for industries and regions vulnerable to global warming (Foster et al., 2021). As 
such, results shown in Fig. 4 (d) can also be used to estimate the subsequent expected annual financial loss for the UK by multiplying 
each day of work lost by an estimate of the cost this would incur. For example, suppose for demonstration that the daily loss value is 
£100, the mean of the distribution in Fig. 4 (d) (approximately 25 million days) equates to an expected UK total annual loss of £2.5 
billion, with the upper tail of the distribution equating to a loss of approximately £3.5 billion. 

3.2. Results: uncertainty analysis 

In this section we explore the uncertainty in risk, based on the application described in the previous section, when applying the end- 
to-end framework to a range of inputs. This addresses questions 1 and 2 of Section 2.2. 

Fig. 4. Results of the ‘baseline’ estimation of risk (defined as the expected annual impact, EAI), and uncertainty quantification enabled by the GAM 
statistical modelling framework (using 1000 samples from the GAM): (a) the lower bound of the 95% prediction interval of risk (relative to mean 
risk); (b) the mean of the predictive distribution of risk; (c) the upper bound of the 95% prediction interval of risk (relative to mean risk); and (d) the 
distribution of spatially aggregated risk across the 1000 GAM samples. The x-axis range in (d) is consistent with Figs. 5 and 6 (b) to allow for direct 
comparison. In all plots the units of EAI is ‘number of days of physical work lost due .to heat stress’. 
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3.2.1. Uncertainty in risk due to hazard uncertainty 
Firstly, to address question (1) ‘How does risk compare when estimated using different hazard data sources?’, the uncertainty in 

risk is explored focusing on the hazard data source and calibration method inputs, keeping the exposure and vulnerability inputs fixed 
at SSP2 and the mean of the vulnerability parameters. The end-to-end framework (Fig. 1) is applied to all hazard data sources described 
in Section 2.3 and the Supplementary Material. Namely UKCP18 RCM (uncalibrated), UK-CORDEX, CMIP6 (HighResMIP), DePreSys4, 
and Observations, as well as data produced using the two calibration approaches: bias correction, and change factor (see Section 2.4), 
both applied to the UKCP18 RCM data using historical observations as the ‘truth’. The calibration approaches are not applied to other 
datasets due to time limitations of the study. The resulting 1000 GAM samples of risk are then each aggregated over space and the 
distribution of spatially aggregated EAI compared, as shown in Fig. 5. 

Fig. 5 (a) shows how all uncalibrated data sources underestimate risk in the recent historical period. Additional validation of the 
hazard data (not shown) identified that this is due to a spatially consistent underestimation of daily maximum temperature. Of the 
uncalibrated data sources, UKCP18 (raw) shows best agreement with the observed spatially aggregated EAI calculated empirically for 
the same period (black line). However, agreement is greatly improved when the bias corrected equivalent is used. The DePreSys 
hindcast data is the only data source where the distribution of spatially aggregated EAI does not overlap the observed value, and this 
distribution is less wide then other uncalibrated sources. This difference is not yet fully understood and further validation and research 
is needed here. It is hypothesised that this may be due to the reinitialisation of the hindcasts (see Supplementary Material), meaning 
that the ensemble members are likely to behave more similarly than the free running climate projection simulations. Further, as shown 
in Table 1, the two data sources that are most biased compared to observations are those with the lowest spatial resolution (DePreSys: 
60 km and CMIP6: ∼50 km). This potentially suggests that resolution may also plays a role in how well a data source is able to represent 
hazards and therefore risk. It should be noted, however, that differences in the models and model set ups haven’t been controlled for 

Fig. 5. Results of the uncertainty analysis addressing question (1) ‘How does risk compare when estimated using different hazard data sources?’ 
Each panel shows the predictive distribution of spatially aggregated risk (expected annual impact, EAI) under different hazard data sources. The left 
column compares different climate models (including bias corrected UKCP18 for comparison), and the right column compares different calibration 
approaches (including uncalibrated UKCP18 for comparison). The top row (a and d) shows this for the recent historical period (1998–2017), the 
middle row (b and e) for the 2 ◦C warming level, and the bottom row (c and f) for the 4 ◦C warming level. Some data sources do not appear in all 
rows (e.g. CMIP6 is not presented in c) due to the lack of data at that warming level (as described in Section 2.5). Note that the predictive dis-
tribution in panel (b) with bias corrected UKCP18 data is the same as in Fig. 4 (d), and that the x-axis ranges are consistent with Figs. 4 (d) and 6 (b) 
to allow for di.rect comparison. 
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here, hence this cannot necessarily be associated with model resolution only. 
The equivalent distributions of risk in the future warming levels (Fig. 5 (b) and (c)) show how, for all hazard data sources, risk is 

expected to increase, with the uncertainty becoming greater as ensemble members diverge (as is often seen in climate projection plots 
Lowe et al., 2018). The CMIP6 (HighResMIP) distribution becomes less wide in Fig. 5 (b) because less ensemble members are included 
due to data availability (noting that only 4 CMIP6 HighResMIP ensemble members are included in this analysis limiting data avail-
ability, see Table 1 in the Supplementary Material). In these future warming level plots, it can be seen that the uncalibrated data 
sources continue to underestimate risk compared to the bias corrected data, most notably for UK-CORDEX for the 4 ◦C warming level. 
This highlights the importance of calibrating climate data, particularly when using it to calculate absolute risk (as opposed to changes 
in risk between time periods). 

Fig. 5 (d) - (f) shows the equivalent uncertainty in spatially aggregated EAI comparing the two calibration approaches applied to the 
UKCP18 RCM data. These plots show how, although there is general agreement between the spatially aggregated risk predictive 
distributions in Figs. 5 (e) and (f), there are some subtle differences. In particular, the change factor approach gives overall slightly 
higher risk estimates at the 4 ◦C warming level. 

Due to the underestimation of risk in the uncalibrated climate datasets (Fig. 5 a), and as calibration of all data sources was beyond 
the scope of this study, these data sources (UK-CORDEX, CMIP6 HighResMIP, DePreSys4) are discarded for the remainder of the 
analysis, and the hazard data source input is fixed as UKCP18. Future work should aim to apply the calibration approaches to the other 
hazard data sources to facilitate their usage in climate risk assessments and sensitivity studies. 

3.2.2. Uncertainty in risk due to hazard, vulnerability and exposure uncertainty 
To address question (2) ‘How uncertain is risk when considering all plausible inputs (that is, when varying not only hazard source 

but also exposure and vulnerability)?’, Fig. 6 presents the uncertainty in risk when applying the end-to-end framework to the 
exhaustive sample of all input settings (see Fig. 1):  

• Hazard: data source fixed at UKCP18 but with different calibration methods (i.e. no calibration, bias correction, change factor);  
• Warming level: global mean temperature 2 ◦C above pre-industrial, global mean temperature 4 ◦C above pre-industrial;  
• SSP: UK SSP1 (sustainability), UK SSP2 (middle of the road), UK SSP5 (fossil fuelled development);  
• Vulnerability function parameter 1: lower bound, mean value, upper bound;  
• Vulnerability function parameter 2: lower bound, mean value, upper bound; 

Fig. 6 (a) shows how, consistent with Fig. 4, the uncertainty in risk across all the varied inputs is highest in highly populated regions 
where exposure is high. In particular, there is a large uncertainty in regions of Scotland where SSP5 leads to high urbanisation. Fig. 6 
(b) highlights the increased uncertainty in risk when the inputs are varied, compared to when considering only one set of inputs (as in 
Fig. 4 b). The upper tail of the distribution of risk is now approximately 110 million days (equivalent to 12% of potential days), much 
larger than the range in Fig. 4 (d). This highlights how under-representing the plausible range of risk could have an important impact 
on the consideration of plausible extremes relevant for adaptation decision making, and hence the importance of exploring these 
uncertainties. Specifically, exploration of the data identifies that the most extreme risk outcomes are associated with a combination of 

Fig. 6. Results of the uncertainty analysis addressing question (2) ‘How uncertain is risk when varying all plausible inputs (hazard, exposure and 
vulnerability)?’: (a) the standard deviation of risk (EAI) at each location, calculated based on all GAM samples produced by varying all input settings 
(but the hazard data source, which is fixed to UKCP18); (b) the associated distribution of spatially aggregated risk across all the same input settings. 
The x- and y-axis ranges in (b) are consistent with Figs. 4 (d) and 5 to allow for di.rect comparison. 
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three input factors: 4 ◦C warming level, SSP5 and the upper bound of parameter 2 of the vulnerability function. 

3.3. Results: sensitivity analysis 

In this section we explore the sensitivity of risk, based on the same application. This addresses questions 3 and 4 of Section 2.2. 

3.3.1. Sensitivity of risk to hazard, vulnerability and exposure uncertainty 
Initially, the PAWN sensitivity analysis methodology is applied to the exhaustive global sample of all combinations of input factors 

(listed in the previous section). As described in Section 2.2, the sensitivity analysis approach requires a 1–2-1 mapping between the 
inputs and output. Therefore, in each plot we specify a specific summary statistic of the predictive distribution of risk as the output. 
Fig. 7 helps to graphically visualise how sensitive the output is to varying each input. Here the output is the mean of the predictive 
distribution of spatially aggregated EAI (i.e. the mean of the distributions shown in Fig. 5). Fig. 7 (b), for example, shows that there is a 
large difference between the unconditional and conditional output CDFs when the warming level input is varied. Further, as may be 
expected, the output risk is higher for the higher warming level (i.e. the CDF is lower for any given value of the output). Similarly, Fig. 7 
(c) shows how SSP5 results in much higher output risk, compared to the other two SSPs. 

In addition, the uncalibrated UKCP18 dataset has a CDF separated from the others in Fig. 7 (a), representing lower output risk 
values (consistent with Fig. 5). This further shows the underestimation of risk when using uncalibrated data, again highlighting the 
need to calibrate climate data when exploring absolute risk values. The calibrated data sources are largely consistent indicating that, in 
this example, the output used here (predicted mean risk) is relatively insensitive to the approach used for calibration. 

The results in Fig. 7 also show how lower values of vulnerability function parameter 1 and higher values of vulnerability function 
parameter 2 lead to higher risk, this is consistent with the orange curve in Fig. 2 which results in the highest impact when Humidex is 
less than approximately 50 ◦C (as is predominantly the case in the UK). Moreover, differences in the conditional CDF for parameter 2 
are larger than parameter 1, showing that the sensitivity of the output risk is greater for parameter 2 (the steepness of the vulnerability 
curve). The sensitivity of the output to each input is summarised by the sensitivity indices shown in Fig. 8. Again, following the PAWN 
method, each sensitivity index is calculated as the mean Kolmogorov–Smirnov (KS) statistic between the unconditional and the 
conditional CDFs of the output. This analysis is repeated for three possible definition of the output: (a) the mean of the distribution of 

Fig. 7. Cumulative Distribution Functions (CDFs) of the output risk metric (defined as the mean of the predictive distribution of spatially aggregated 
EAI) when varying all the inputs (red), and when varying all inputs but one, which is held fixed at each of its possible values (conditional CDFs in 
grey). Each plot shows a different conditioning input: (a) Calibration method (possible choices: 1 = UKCP18 uncalibrated, 2 = UKCP18 bias 
corrected, 3 = UKCP18 Change Factor); (b) Warming level (2 ◦C and 4 ◦C); (c) SSP (1, 2 and 5); (d) Vulnerability function parameter 1 (lower bound 
= 53.8, mean = 54.5, upper bound = 55.8); and (e) Vulnerability function parameter 2 (lower bound=-4.6, mean=-4.1 and upper bound=-3.8). 
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spatially aggregated risk (i.e. the sensitivity indices are the KS statistics between the CDFs shown in Fig. 7)); and the lower (b) and upper 
(c) bounds of the 95% prediction interval of the risk distribution, which capture a measure of the uncertainty in risk (see also Fig. 1). 

Addressing question 3 from Section 2.2 ‘What is the relative sensitivity of risk to the components of the risk modelling chain (i.e. 
hazard, exposure and vulnerability)?’, Fig. 8 (a) shows how the mean spatially aggregated risk is most sensitive to variations in the 
warming level, followed by parameter 2 of the vulnerability function, with the other three inputs leading to similar sensitivity. This is 
consistent with Fig. 7. The high sensitivity to the warming level may be expected given it is a very large source of uncertainty. The 
relatively high sensitivity to the vulnerability function parameter (p2) is more surprising considering the relatively small amount this 
parameter is varied in this study (see Fig. 2). This is a good demonstration of how sensitivity analysis is able to identify inputs that 
disproportionately affect outputs. This then highlights the further need to explore how varying this function more broadly (e.g. in 
space, time and demography) affects the output risk. Similarly, it should be noted that the relatively low sensitivity to the vulnerability 
function parameter p1 may result from the small uncertainty range sampled (see Fig. 3), and this outcome may differ if a broader range 
is considered. It is interesting to note the relatively low sensitivity to SSP (when considering the UK as a whole). Referring back to 
Fig. 7, this is likely due to the similarity between SSP1 and SSP2 in the exposure metric considered within this study (number of people 
in outdoor physical jobs). 

Similar results are shown for the upper and lower bounds of the 95% prediction interval of the predictive distribution of spatially 
aggregated risk (Fig. 8 b and c). However, the sensitivity to calibration method is slightly higher for the lower bound (and lower for the 
upper bound). This is consistent with the results shown in Fig. 5 (e) and (f), where the calibrated and uncalibrated distributions are 
most different in the lower tail. This suggest that calibrating the hazard data is important, particularly to ensure the lower tail of the 
risk distribution is not underestimated, as this may have implications for adaptation decision making. In most cases the sensitivity 
indices are above the threshold of statistical significance (dashed line), meaning that risk is significantly sensitive to all inputs to some 
degree. An equivalent sub-analysis for exploring the sensitivity of risk to the timing of the warming levels (i.e. the year used from the 
SSP data to represent each warming level) is presented in Fig. 1 of the Supplementary Material. As described in Section 2.6, this 
analysis uses SSP5 only, but varies the years used to represent the 2 ◦C and 4 ◦C warming levels. This is done separately from the main 
analysis to avoid highly implausible SSP:warming level combinations. This indicates that risk is relatively insensitive to varying the 

Fig. 8. Results of the sensitivity analysis addressing question (3) ‘What is the relative sensitivity of risk to the components of the risk modelling 
chain (i.e. hazard, exposure and vulnerability)?’: sensitivity indices (mean Kolmogorov–Smirnov statistic between the unconditional and the 
conditional CDFs of the output) for three definitions of the output metric: (a) the mean of the predictive distribution of spatially aggregated EAI; (b) 
the lower bound (LB) of the 95% prediction interval of spatially aggregated EAI (i.e. the 5% quantile of the predictive distribution sampled from the 
GAM); and (c) the equivalent upper bound (UB). The box captures the spread in the sensitivity indices when calculated based on 5000 bootstrap 
samples of the inputs and output, with the mean of this bootstrap sample indicated by the solid black line within the box. A higher value of the 
sensitivity index means that the output is more sensitive to the corresponding input. The horizontal dashed line indicates the critical value below 
which no significant sensitivity can be detected (calculated as the critical value for the test of statistical significance of the KS statistic at the 95% 
level (.Smirnov, 1948)). 
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timing of the warming level, with the box-plot of the sensitivity index intersecting with the statistical significance threshold for all 
output metrics. 

3.3.2. Sensitivity of risk across the spatial domain 
In order to answer question 4 from Section 2.2 ‘How does this sensitivity vary in space, across the UK region?’, the PAWN analysis is 

repeated for each location separately (using the original set of input factors, varying SSP rather than SSP year). The resulting spatial 
maps of the sensitivity indices for the mean of the predictive distribution of risk are shown in Fig. 9. These show the same general 
results as discussed in relation to Fig. 8, but now allow for the spatial variability in the sensitivity to be explored. For example, Fig. 9 (b) 
shows that risk is generally more sensitive to warming level in the south of the UK, compared to the north, consistent with UKCP18 
findings (see Fig. 2.6 in Lowe et al., 2018). Further, Fig. 9 (c) highlight regions in which risk is more sensitive to SSP, in particular urban 
areas and parts of Scotland. This is due to the increased urbanisation, particularly in Scotland, seen in future years of SSP5. 

These results highlight how different regions of the UK could benefit from different areas of future research focus. In addition, while 
there are many other factors that go into adaptation decision making (including cost, local acceptance and context specific side effects), 
these results can help to describe the potential for different targeted forms of adaptation in reducing risk. For example, in the regions 
where risk is most sensitive to the SSP, future research should look to refine and better understand the plausibility of the future 
population projections, and adaptation could include socio-economic measures to minimise the likelihood of SSPs that lead to high risk 
(i.e. SSP5). Conversely, in regions most sensitive to warming level, focus on mitigating the warming of the climate may seen to be of 
more importance. 

4. Limitations 

As widely discussed in the sensitivity analysis literature, the conclusions of any U&SA depend on the definition of the space of 
variability of the inputs (Pianosi et al., 2016; Kropf et al., 2022). As a result, while this study goes some way in exploring the un-
certainties and sensitivities of climate risk in the application presented, there are many more input settings that could be explored. For 
example, only three SSPs, only a set of climate data sources and calibration approaches, and only a limited representation of the 
vulnerability function is used. A more extensive study including more input choices could have provided different conclusions to those 
shown here. Further, when using such an approach to explore stakeholder risk and the associated uncertainties and sensitivities, it is 
important to select input settings that are of key relevance to the decision making processes of that stakeholder. This may involve 
working with the stakeholders to understand their exposures (i.e. asset distribution), vulnerabilities, risk tolerance and the costs and 
benefits of different decisions or actions, which may require substantial time commitments. While the importance of U&SA has been 

Fig. 9. Results of the sensitivity analysis addressing question (4) ‘How does risk sensitivity vary in space, across the UK region’: sensitivity indices in 
each grid cell (mean of 5000 bootstrap samples) for each input factor (a: Calibration method, b: Warming level, c: SSP, d: Vulnerability function 
parameter 1, e: Vulnerability function parameter 2). The output risk metric is the mean of the predictive distribution of EAI in each location. 
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demonstrated here and has been well known within the research community for a long time, it is not standard practice in real-world 
applications, likely due in part to the complexity of carrying out a realistic and meaningful analysis. Engagement with potential users 
has highlighted that, in many cases, the exposure, vulnerability and adaptation decision information and understanding required for a 
useful and usable climate risk assessment and U&SA is unavailable, and that the within user-organisation expertise in this area is often 
limited. As a result, there is a strong need for climate/risk modellers to work in closer partnership with organisations to both help 
develop a common understanding of the information and data required to make better decisions, and to help develop the expertise 
needed for adopting approaches such as those presented in this study. 

Similar to Dawkins et al. (2023), in the application used in this study the vulnerability function is the same across the spatial 
domain and regardless of demographics. In a more real-world application it would be important to more realistically represent 
different people/assets/ecosystems using different vulnerability functions. Further, it must be ensured that the vulnerability function is 
able to relate external hazard conditions (e.g. temperature) with the risk, which in many cases may be related to indoor conditions. As 
noted by Dawkins et al. (2023), this will likely require the exploration of data from physical building stock model analysis, such as 
Grassie et al. (2022), or weather sensor data. 

Throughout, the results presented within this study focus predominantly on means, e.g. defining risk as the expected annual impact, 
and predominantly using the mean of the predictive distribution of risk in the PAWN sensitivity analysis. Future work should look to 
explore alternative summary metrics, determined to be of most relevance to the user and their decision making. As discussed in 
Dawkins et al. (2023), a risk metric such as the 1 in 10-year event may be more relevant for adaptation decision making, when a 
stakeholder is concerned with extreme ‘shock’ events. In this case, the analysis steps in Fig. 1 would be carried out using this alternative 
risk metric, derived from the risk assessment. In this labour productivity application, the ensemble mean 1 in 10-year event for the 2 ◦C 
warming level results in approximately 30% of potential outdoor physical work being lost. 

Further, this study only explores the translation of hazard to risk, and not how risk estimates inform decisions for climate adap-
tation. Future research should explore how this framework could be further developed to become an adaptation decision support tool, 
and U&SA used to investigate how hazard, exposure and vulnerability uncertainties control not only risk quantification but also 
adaptation decisions. Kropf et al. (2022) present an U&SA of adaptation options for a case in Vietnam using the CLIMADA unsequa 
module, motivated by the conclusions of Bresch and Aznar-Sigua (2021), hence an equivalent extension of the framework developed 
here could be pursued to compliment this work. 

5. Implications for risk management 

Most significantly, this study has shown how varying the inputs and approaches used in a climate risk assessment can lead to a very 
different quantification of risk. This highlights the need to explore such uncertainties and sensitivities when carrying out a climate risk 
assessment, and shows that important adaptation and/or policy decisions should not be based on just one (or a small number of) 
plausible inputs (e.g. using only the Chartered Institution of Building Services Engineers (CIBSE) weather files (Mylona, 2012)). In 
particular, this study has shown how uncertainty analysis can help to identify plausible extremes resulting from particular combi-
nations of input factors; and how sensitivity analysis can help to identify key areas of future research focus and possible key adaptation 
approaches. While a thorough U&SA may take more time and effort, it will provide a greater wealth of information upon which to 
make decisions, help to identify key areas that require a better understanding, and ultimately help to highlight where decision making 
is most robust (i.e., invariant to changing the input factors), leading to greater confidence in the action taken. As discussed in Section 4, 
while the analysis presented here explores a number of sources of uncertainty, many more could be included, specifically those that 
might be important for a given user. As such, the results of this study should be considered as evidence that U&SA is a key part of the 
risk management process, and as a demonstration of an approach for carrying out U&SA. This approach would, however, likely need to 
include additional relevant factors if applied to specific stakeholder adaptation decision making and planning. In this illustrative case 
for example, the economic cost of days of labour lost and a more nuanced view of the changes in demand for physical labour in 
different sectors owing to increased mechanisation etc. 

In addition, the results of the study demonstrated the importance of calibrating climate model data, particularly when it is being 
used to represent absolute values, rather than changes between time periods, as was the case here. In the application presented, the 
approach for calibration was generally shown to be less important than other input factors, however this may not be the case for a 
different hazard, risk metric or region, and should therefore still be explored in each case. 

One important aspect to consider is the implication of the sensitivity analysis for the construction and use of high impact low 
likelihood (HILL) scenarios or reasonable worse case scenarios, which are relevant for stress testing in a number of sectors including 
finance and infrastructure design. In particular, the current study provides a guide for the elements that need to be considered in a HILL 
scenario and especially point towards including elements beyond hazard. For instance Fig. 8 suggests elements of vulnerability and 
exposure should both also be considered in constructing a HILL scenario for heat related labour issues. 

6. Conclusion 

This study has presented a demonstration of an approach for extending the CLIMADA based risk assessment framework of Dawkins 
et al. (2023) to explore the uncertainty and sensitivity of climate risk when simultaneously varying inputs in the hazard, exposure and 
vulnerability components. Here, rather than specifying a probability distribution for each input factor (as in Kropf et al., 2022), we 
define a discrete set of choices considered to be plausible by the scientific community, for example using exposure information from a 
selection of future population projections (SSPs) and using hazard information from a selection of climate data products (e.g. UKCP18, 
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CMIP6 and UK-CORDEX). We do this because, in practice it is often very challenging to meaningfully define all input uncertainties 
using probability distributions. Using a discrete set of inputs also has the advantage that we can directly relate our output back to the 
specific inputs combination used to generate it. 

We demonstrate the application of this method, focusing on the risk of reduced outdoor physical working capacity in the UK as a 
result of extreme heat and humidity. Specifically, climate risk is represented by the expected number of days of physical outdoor work 
lost in a given year due to heat-stress. This risk metric is calculated based on input factors representing the hazard data source, the 
calibration method, the global warming level, the SSP (where the year from the SSP projection used to represent the warming level 
must be specified), and the two parameters of the vulnerability function. Based on these input factor settings, we demonstrate an 
approach for answering two Uncertainty Analysis questions: (1) How does risk compare when estimated using different hazard data 
sources? (2) How uncertain is risk when considering all plausible inputs? And two Sensitivity Analysis questions: (3) What is the 
relative sensitivity of risk to the components of the risk modelling chain (i.e. hazard, exposure and vulnerability)? (4) How does this 
sensitivity vary in space, across the UK region?. 

Related to question (1), we show that all uncalibrated data sources underestimate risk in the recent historical period, highlighting 
the importance of calibrating/bias-adjusting climate data when quantifying absolute risk. Further, we show how the two calibration 
approaches (bias correction and change factors) show generally good agreement but that the change factor approach gives overall 
slightly higher risk estimates at the higher, 4 ◦C warming level. 

Related to question (2), we show how the full predictive distribution of spatially aggregated risk gives a much greater range of 
plausible outcomes than if only considering hazard uncertainty, highlighting the importance of considering all sources of uncertainty 
simultaneously. In particular, we identify the most extreme outcomes to be produced by the 4 ◦C warming level under the SSP5 
scenario and with the upper bound of parameter 2 of the vulnerability function (the steepness of the function). 

Related to question (3), we find that, in our application, the predictive distribution of spatially aggregated risk is most sensitive to 
variations in the warming level (highlighting the importance of meeting the climate change policy goals set out by the Paris Agreement 
which align with a 2 ◦C warming by 2100 (Betts and Brown, 2021)), followed by variations in one of the two parameters of the 
vulnerability function. The relatively high sensitivity to the vulnerability function parameter is somewhat surprising given the rela-
tively small amount these parameters are varied in this study, providing a good demonstration of how sensitivity analysis is able to 
identify inputs that disproportionately affect outputs. An additional analysis is carried out to quantify the sensitivity of risk to the year 
within the SSP record used to represent each warming level, indicating relatively low sensitivity to this factor. 

Related to question (4), we show that risk is generally more sensitive to warming level in the south of the UK, compared to the 
north, and identify key regions where risk is instead most sensitive to SSP, regions in which SSP5 leads to large urbanisation. This 
shows how different regions of the UK could benefit from different areas of research focus and different targeted forms of adaptation. 
Namely how those areas most sensitive to SSP may benefit most from socio-economic measures to minimise the likelihood of popu-
lation evolution similar to SSP5, and how those areas more sensitive to the vulnerability function may benefit most from research to 
better define this function. 

Future work should explore the development of an adaptation decision tool as an extension of the framework. Similar to Bresch and 
Aznar-Sigua (2021) and Kropf et al. (2022), this would allow for the quantification of the cost and benefit of different possible 
adaptation measures, and hence the exploration of plausible optimal pathways to improved resilience. Rather than focusing solely on 
the financial benefit, this tool could be based on multiple factors by employing a multi-attribute Bayesian decision analysis framework 
(Smith, 2010; Dawkins et al., 2021). This takes uncertain information about the ‘state of nature’ (i.e. risk) and combines it with in-
formation about possible adaptation options and the preferences of the decision maker, to identify the adaptation option that maxi-
mises the expected utility/pay-off. This could be applied to each location/asset to provide a spatially coherence picture of optimal 
adaptations across a region (e.g. the UK). In doing so, a number of other uncertain inputs are introduced into the modelling processes. 
Expert elicitation with the user/decision maker could help to identify a range of plausible values for these inputs which could be 
included within an U&SA, highlighting when and where decision making is sensitive to particular input factors or assumptions. While 
this may be challenging to achieve in a real-world application, this would ultimately provide spatially coherent maps of ’optimal’ 
adaptation actions (based on the assumptions of the inputs used), as well as a demonstration of the sensitivity of this outcome to 
varying the uncertain inputs. This would be valuable insight that could contribute towards the next UK Climate Risk Assessment 
(CCRA4). As such, as discussed in Dawkins et al. (2023), an important next step is to explore the application of this framework to a 
user-specific real-world example, to understand it’s potential to inform stakeholder climate risk and adaptation decision making. 
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