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Abstract. Industrial control systems (ICS) are a key element of a country’s critical infrastructure, which includes 

industries like energy, water, and transport. In recent years, an increased convergence of operational and information 

technology has been taking place in these systems, increasing their cyber risks, and making security a necessity. People 

are often described as one of the biggest security risks in ICS, and historic attacks have demonstrated their role in 

facilitating or deterring them. One approach to enhance the security of organisations using ICS is the development of a 

security culture aiming to positively influence employees’ security perceptions, knowledge, and ultimately, behaviours. 

Accordingly, this work aims to review the security culture literature in organisations which use ICS and the factors that 

affect it, to provide a summary of the field. We conclude that the factors which affect security culture in ICS 

organisations are in line with the factors discussed in the general literature, such as security policies and management 

support. Additional factors related to ICS, such as safety culture, are also highlighted. Gaps are identified, with the 

limited research coverage being the most prominent. As such, proposals for future research are offered, including the 

need to conduct research with employees whose roles are not security related. 
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• Operational Technologies • OT 

1 Introduction 
 

Industrial Control Systems (ICS) are systems that manage, monitor, and control industrial processes [1]. 

Among those, ICS are used to operate critical infrastructure (CI) in sectors like energy, water, and transport, 

and are essential for a country’s security, economy, and safety [2]. A convergence between information 

technology (IT) and operational technology (OT) has been increasingly taking place in ICS, further 

widening their attack surface [3]. Given the potential catastrophic impact of a cyber-attack which could 

include injury and loss of life or property, there is an increasing need to secure these systems. 

Typically, three core interacting elements can be found in an ICS environment: people, processes, and 

technology. As such, to effectively control the vulnerabilities and threats in ICS, all three elements must be 

incorporated into holistic security solutions [3]. Additionally, from a socio-technical perspective, successful 

system performance is achieved by the ‘joint optimization’ of both the social and technical elements of a 

system [4]. Technology-based security solutions [5], as well as security processes (e.g., security assessment 

[6], risk management [7]), have been extensively researched for ICS. In contrast, the ‘human factor’ in ICS 

security has been relatively under-researched. 

Some studies have shown that people pose a significant security risk in ICS. Namely, respondents in the 

2019 SANS OT/ICS Cybersecurity survey [8] ranked people as the greatest risk to a control system 

compromise (62,3%), followed by technology (21.8%) and processes (14%). According to Kaspersky [9], 

social engineering is the most widely used method to gain initial access to these systems. Miller et al. [10], 

having extensively reviewed past ICS attacks, similarly state that attackers have relied on social engineering 

techniques such as spear-phishing to obtain access to ICS, especially in the last decade. 

Some of the attacks where the human factor played a significant role include Stuxnet, believed to have been 

delivered to the Natanz nuclear facilities by removable media [10]. Additionally, the 2015-16 attacks on 

Ukrainian power stations, which resulted in widespread power outages, were initiated via spear-phishing 
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[10]. More recently, intruders attempted to remotely change the levels of lye in the supply of a water 

treatment facility in Florida. Fortunately, an operator detected and reversed this action [11]. While technical 

safeguards were in place to prevent damage even if the change was undetected by an operator, this incident 

highlights the importance of users in enhancing ICS security. 

One approach that aims to reduce the human factor risk and improve an organisation’s security is the 

cultivation of an organisational security culture. Developing and strengthening a security culture aims to 

increase security awareness, as well as influence the security attitudes and behaviours of employees [12]. 

As such, academics [10], security agencies [13], and governmental bodies [14] have called for the 

development of an enhanced security culture in organisations using ICS. 

Currently, few works have investigated security culture in such organisations, with most research conducted 

in the IT domain. However, organisations using ICS differ from IT organisations. For example, they have a 

wider diversity of user roles compared to ‘end-users’ in IT systems, including operators, technicians, and 

engineers [15]. Moreover, while research in security culture has been influenced by the safety culture 

literature [16], safety culture is not as prominent in IT organisations, and the two cultures have rarely been 

studied together. Organisations using ICS, however, have developed a strong safety culture over the years 

due to the nature of their physical operations. Accordingly, they foster an environment where both cultures 

co-exist. Employees’ safety perceptions, or processes to ensure safety, might also enhance or obstruct the 

security culture in ICS. 

Thus, this work aims to provide an overview of the literature, answering the following research questions: 

1) What is the scope and level of maturity of the security culture research in ICS environments? 

2) Which constituents of security culture have been examined in an ICS context? 

3) Which factors affect the security culture of organisations using ICS and how do they align 

with the factors described in the general security culture literature? 

Providing clear answers to the above research questions can help industrial organisations to identify and 

understand relevant factors and attributes that can help improve their organisational security culture. In turn, 

an enhanced security culture can improve the security and resilience levels of their business and operational 

environments. 

The remainder of this work is presented as follows; Section 2 provides an overview of the literature on 

security culture, followed by the methodology in Section 3. Accordingly, the selected works are presented 

in Section 4 and a discussion of the findings, research gaps, and potential future research is provided in 

Section 5. Finally, Section 6 provides the conclusion. 

2  Background on Security Culture 
 

Security culture research has been heavily influenced by the organisational and safety culture literature. It 

aims to examine how organisational procedures can affect employees’ security perceptions and behaviours 
and to propose better ways to manage security [17]. Defining security culture has been an ongoing process 

with a variety of definitions presented in the literature [18], leading some academics to describe it as an ill-

defined problem [19]. However, despite the multitude of definitions, the majority assert that security culture 

is constituted by cognitive-related attributes such as the knowledge, attitudes, perceptions, values, beliefs, 

and behaviours of employees. Accordingly, this work defines the security culture of organisations using ICS 

as ‘the collective perceptions, attitudes, beliefs, and knowledge of users, and subsequently how they are 

manifested in their security behaviours in an ICS context’. 

The constituent elements of an organisation’s security culture can be influenced by a variety of factors, 

internal or external to an organisation, and several reviews have collated these factors [16], [20]. In their 

systematic review, Uchendu et al. [21], have identified 19 factors, including rewards and sanctions. Da 

Veiga et al. [18], having integrated academic and industrial perspectives, proposed a model with 25 factors, 

including trust between employees and change management. Another internal factor is the provision of 

education, training, and awareness (ETA) programmes to employees [16]. Employees’ security perceptions 

can also be affected by the actions of their co-workers or managers [22]. Oftentimes, security tasks may 

conflict with every-day tasks, which also negatively affects employees’ attitudes towards security [23]. 
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External factors include national culture, i.e., the different security values and beliefs of each nation [21]. 

Additionally, security legislation and regulation, such as the General Data Protection Regulation (GDPR) 

and the changes it has introduced, such as mandatory reporting along with substantial fines, can also affect 

an organisation’s security culture [18]. 

Calls have been made for these factors to be standardised to enable practitioners and researchers to work 

with common models and to allow research findings to be generalisable [24]. However, given that each 

organisation is different in terms of size, function, and regulations among others, this seems infeasible, as 

the candidate factors are potentially limitless. Moreover, these factors affect each organisation differently. 

For example, research into small and medium sized enterprises (SMEs) has validated some of the factors in 

the extant literature [21]. However, tools or frameworks developed for larger organisations can be unusable 

by SMEs due to their complexity. Additionally, resources are much more limited in SMEs, making change 

initiatives harder to implement. Consequentially, different, custom-built approaches may be needed to 

influence their security culture [21]. 

The way these factors affect organisations differently motivates our research in ICS. As already stated, ICS 

organisations have many differences compared to IT organisations where most security culture research has 

taken place. These range from the lifecycle and heterogeneity of their system components [3] to the variety 

of operating roles [15]. As such, research is needed to identify the most impactful factors and how they 

affect ICS security culture, to efficiently enhance it. 

3  Methodology 
 

A narrative literature review was conducted, with Scopus and Web of Science being the main research 

indexes used. This is due to their reputation for maintaining high-impact and quality research and the 

relevancy of their results as they encompass works from popular scientific databases such as IEEE, ACM, 

Springer etc. This minimises the chances of missing out relevant works.  

As a starting point, the following query was used: (‘security culture’ AND (‘industrial control systems’ OR 

‘critical infrastructure’ OR ICS)), returning 17 distinct results. Accordingly, three modifications were made 

on the base query to increase the number of results. The following keywords were added to the second part 

of the query: water, energy, oil, gas, transport, and nuclear, representing different industrial sectors that 

operate ICS. Additionally, another search was conducted with ‘security culture’ broken down into two 

keywords (security AND culture). Finally, to broaden the scope and capture studies related to the attributes 

making up security culture, such as knowledge or attitudes, the first part of the base query was reformulated 

to (‘human factors’ AND security). In total, 407 results were identified. Accordingly, titles and abstracts 

were scanned, and works were excluded based on the following criteria: 

a) Works before 2010 were excluded, as the issues around security culture in ICS organisations were 

not common and were not considered by research prior to this time. For example, security could 

signify security of supply, without incorporating cybersecurity. 

b) If the study had vaguely used the term critical infrastructure without making any distinction 

between ICS or other OT systems and IT systems, or critical infrastructure referred to sectors like 

finance who do not typically use ICS. 

c) If security culture or any of the constituents of security culture (i.e., perceptions, attitudes, 

knowledge etc.) were not the focus, or examined in detail as part of the study. 

As such, 9 works were selected. Supplementary searches were also conducted through Google Scholar, as 

well as by looking into other publications by the identified authors. Finally, selected works were also 

backwards and forwards reference searched [25]. This step produced another 3 works. Overall, works which 

were judged to sufficiently touch upon security culture, or at least one aspect of it such as employees’ 

security perceptions, were selected. In total, 12 works were included to be reviewed. Figure 1 details the 

literature selection process. 
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Fig 1. Literature Selection Process 

The factors that affect security culture as identified by the reviews in section 2 were aggregated and 

synthesised to develop a collection of themes to analyse the selected works [16], [18], [20], [21]. Namely, 

different terms that referred to the same underlying factor, such as leadership involvement or top 

management support, were grouped under a common theme. The most prominent factors with respect to 

their frequency were selected. These factors were security training, security awareness, communication, 

management and leadership, and security policies and procedures. While no factors were outright excluded, 

some factors such as change management and national culture were not identified in the literature.  

4  Results  
 

Regarding the constituent elements of security culture, personnel security perceptions have been the focus 

of some works. Namely, Frey et al. [15], analysed six historical ICS incidents to understand the factors that 

affect ICS security, concluding that operators’ perception errors, such as those about their system’s 

boundaries, had played a significant role in them. However, it was emphasised that latent design conditions 

like the lack of fail-safe mechanisms had fundamentally affected these perceptions, challenging the idea that 

humans are the weakest link in a system’s security. 

Small scale surveys were also used to capture employees’ security perceptions and beliefs. Green et al. [26], 

examined how employees in an ICS organisation prioritise each dimension of the confidentiality, integrity, 

availability (CIA) triad, to obtain insights into how security perspectives were formed in the organisation. 

Their results demonstrated discrepancies across both ICS levels and operational roles (operators and 

support/maintenance). For example, operators were prioritising availability and/or integrity before 

confidentiality which was not the case for support/maintenance staff, indicating the effect that ICS level and 

role can have in the formation and prioritisation of security perceptions. As such, to prevent fragmented 

approaches to security, the need for effective and coherent messaging from an organisation to its employees 

was highlighted. 

Madnick et al. [27], presented a methodology to measure employees’ perceptions on eight security 

constructs, including security culture. Participants came from two renewable energy companies, and similar 

perception discrepancies between different stakeholders were highlighted. OT personnel had the biggest 

gaps between their perceived assessment and the ideal level of importance across all constructs, with policy 

and procedures having the biggest difference compared to personnel from other functional areas, such as 

IT. 

In an analysis of 25 interviews with ICS personnel having security-related roles, including control engineers, 

managers, and IT staff, Zanutto et al. concluded that security is a grey area, shaped by the multitude of 

demands of its stakeholders [28]. Oftentimes, organisations prescribed a top-down approach to security, 

which was not always compatible with everyday practices. Moreover, security was seen as a concern to be 

handled by a specific team rather than a problem to be tackled by every employee, with the authors 

highlighting that this perception was maintained by the lack of organisational commitment towards the 

management and communication of security. Besides, security practices did not always align with 

employees’ practices and expected workload, creating tensions, as they necessitated a change in their habits. 

Generally, the many obstacles arising from organisational divisions, and the lack of guidance security 

personnel faced, have led the authors to describe them as “shadow warriors”. 

Reflecting the cyber-physical nature of ICS, employees’ different roles and functional areas translated to 

different operational priorities. Discussing these, OT engineers in the water sector would refer to the safety, 

reliability, and availability (SRA) triad as being representative of their systems’ priorities [29]. 

Contrastingly, interviewees working in IT were more concerned about the security and accuracy of their 

data. These differences in ICS security perceptions were highlighted in a variety of practices like patch 
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management, access privileges, and backups, indicating how differing priorities arising from each role also 

affect personnel’s security perceptions. 

Shapira et al. [30], reported on the findings of an active workshop which elicited cybersecurity perspectives 

from stakeholders in the Israeli water sector. The lack of both professional security knowledge and 

organisational awareness of cybersecurity risks were identified as the sector’s two biggest gaps. 

Consequently, comprehensive security policies, together with education, awareness and training campaigns 

were recommended to solve the lack of awareness. Skotnes [31], also revealed similar practices while 

studying ICS owners and suppliers in the Norwegian electric power supply industry to understand the 

division of cybersecurity responsibilities between them. ICS owners appeared to have limited awareness of 

cybersecurity threats and relied heavily on their suppliers and their technical solutions for improving their 

systems’ security, which resulted in a weakly focused organisational security culture. 

A couple studies have proposed more holistic and validated approaches to measure aspects of security 

culture. Ani et al. [1], presented a methodology to assess the cybersecurity capabilities of workers in ICS, 

measured with  respect to their knowledge and skills. Recognising that many studies had focused on the 

perceptions and behaviours of individuals, the authors state that knowledge and skills underpin and 

influence the two former attributes. Accordingly, their survey consisted of scenario-based questions tailored 

to ICS environments in areas like patch management and removable media protection, demonstrating the 

effectiveness of their approach in assessing individual employee cybersecurity capabilities. 

Nævestad et al. [32], evaluated the information security culture of a Norwegian critical infrastructure 

organisation. The GAIN scale, originally developed to measure safety culture was used, supplemented with 

security knowledge and attitude questions. This allowed for comparisons to be made between organisational 

departments concerning topics such as reporting culture. Additionally, security culture was found to be the 

most significant predictor of security behaviour. A follow-up study was conducted with the same 

organisation two years later, comparing the security culture before and after the organisation’s attempts to 

enhance it [33]. The results suggest that security culture had improved, which was attributed to the measures 

taken by the organisation’s management. Unfortunately, these measures were not discussed in depth, but 

stronger password practices and improved security consultations between each department’s supervisor and 

their team were highlighted. 

Safety culture and its relationship to security culture was also discussed in a few works. Piggin and Boyes 

[34], in their 2015 article, stated that security culture was not yet on the same level as safety culture. 

Moreover, security was still not viewed as business as usual in most ICS. On the other hand, safety was 

given top priority with recurrent lesson sharing and the disobedience of safety guidance was not tolerated, 

especially in high hazard environments. This organisational lack of commitment towards security could also 

influence employees’ perceptions. While physical security and safety risks could easily be appreciated due 

to their tangible impacts, this was not the case for cybersecurity risks. 

More recently, Dewey et al. [35] conducted four case studies with UK nuclear organisations on the status 

and challenges of security culture. In one of their case studies, the authors reported that staff were more 

aware of issues concerning safety than security. Moreover, the security team was viewed as an obstacle by 

employees, as they were seen to be limiting business development. From their viewpoint, the security team 

reported that they had to compete for employees’ time and attention with issues related to safety. However, 

the organisations studied had taken a variety of measures to improve their security culture. These ranged 

from awareness campaigns and training, to appointing a security culture manager. Moreover, security 

assessment procedures were put in place, enabling the benchmarking of security culture and comparisons 

over time. 

5  Discussion 
 

The number of reviewed works indicate that research in security culture, and more generally human factor 

security in ICS, is limited. However, research in ICS security culture is emerging, as most of the reviewed 

articles were published from 2017 onwards. This can be partly attributed to the fact that cybersecurity 

concerns are relatively recent in ICS. Moreover, the wider cybersecurity literature had for years not given 
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strong attention to human-factor security, compared to technical security solutions. A similar trend can be 

observed for ICS, where technical research appears to be outnumbering people-centric security research.  

Regarding their scope, some works were quite narrow such as [26] where employees’ perceptions of the 

confidentiality, integrity, and availability (CIA) attributes were specifically explored, or were pilot studies 

[27]. One work had relied on the authors’ knowledge as practitioners to discuss security culture in ICS, 

without providing any empirical evidence, thus raising concerns about its external validity [34]. Moreover, 

while the ability of the employee security evaluations methodology in identifying variations in the 

capabilities of industrial personnel was demonstrated [1], participants did not originate from a single 

organisation. Applying similar evaluation methodologies in partnership with a particular organisation could 

lead to more significant results, such as highlighting differences between organisational departments [36], 

or gaps in their security culture [37]. However, it should be noted that collaboration with industrial partners 

was limited. Only two works had an industry co-author, but none were industry-led. Similar trends have 

been described in prior research, where no industry-led works were identified in a systematic review of the 

state of cybersecurity research in the water sector [38]. Security is a multi-disciplinary field, which 

increasingly requires collaboration between academia and industry. Additionally, partnership with industrial 

organisations can lead to richer insights and improve the validity of research findings. 

As for application areas, studies have been conducted in various critical infrastructure sectors, including 

water, energy, transport and nuclear. Among those, the cases studies conducted in nuclear organisations 

indicate that despite the challenges, these organisations appear to be making good efforts to establish and 

maintain a strong security culture. Overall, the nuclear sector appears to be more mature with respect to 

security culture compared to other critical infrastructure sectors. This is unsurprising, given that the 

International Atomic Energy Agency (IAEA) released a security culture implementation guide more than a 

decade ago [39], and a self-assessment security culture guide in 2017 [40], whereas other industrial sectors 

lack similar guidelines.  

Overall, a few works have presented methodologies to evaluate specific constituents of security culture, 

including security perceptions, knowledge and skills, and attitudes. Different perceptions were highlighted 

between functional areas such as IT and OT, as well as between OT roles, which could translate into different 

security practices and introduce security blind spots and vulnerabilities. Indeed, OT operators’ perception 

errors regarding the observability and controllability of their systems were shown to be detrimental in past 

ICS attacks.  Nevertheless, there is still room for research when it comes to incorporating these constituent 

attributes into more holistic evaluation approaches and systems viewpoints, as well as research with 

additional organisations using ICS to increase the validity of existing findings. 

Regarding the factors that impact the security culture of organisations using ICS, the lack of awareness and 

subsequently of security initiatives from the top management was often highlighted. Skotnes [33], asserted 

that due to their limited security awareness and involvement, ICS owners were placing too much trust on 

their suppliers, who could only provide security assurances for their products but not entire systems. Green 

et al. [26], also emphasised the importance of coherent messaging from an organisation’s management, to 

address potential risks arising from varied security perceptions between roles or departments. However, the 

top management’s involvement may not always prove beneficial. For example, excessively strict policies 

and procedures set from the top of the organisation can prove unpopular with staff as they often exert 

constraints on operational practices. This can put security personnel at an uneasy position, as they must act 

as enforcers by trying to negotiate the uptake of security with operational staff [28]. Some studies 

recommended proper framing of security in terms of risk management and business losses to persuade the 

buy-in for security initiatives from senior management [28], [35]. 

Insufficient employee training, and the lack of security awareness and knowledge also emerged as key 

factors influencing security culture. It was observed that important security information such as the threat 

landscape or previous ICS attacks were not disseminated across organisations and were not reaching OT 

personnel, leading to flawed security perceptions. This was part of a general trend where organisation-wide 

security training and awareness initiatives were found to be insufficient [28]. Another study also highlighted 

that OT personnel had the biggest gaps on policy as well as security awareness, reaffirming the inadequacy 

of organisational security guidance [27]. 
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Latent design conditions can also affect operators’ security perceptions and lead to security incidents [15]. 

For example, weaknesses in an intrusion detection system may lead an operator to form inaccurate 

assumptions about the observability of their system and induce a false sense of security. Broadly, technical 

and other factors related to a system’s design have not been studied in the context of ICS security culture as 

much as people-centric factors such as security training or policy. This generally extends to the wider 

security culture literature, where technology aspects and their influence on security culture have had limited 

attention [41]. However, the unique operational nature of ICS, where patching is harder to implement, or 

passwords frequently need to be shared [29], often contrasts general security practices. As such, security 

staff should recognize and resolve such issues, as insisting on unworkable security practices can negatively 

influence the attitudes of OT personnel towards security. 

Security culture research has been heavily influenced by safety culture, and safety culture approaches to 

study security culture were utilised [22], [32]. As such, it was expected that more works would have 

investigated security along with, or in relation to safety perceptions in ICS environments. However, only 

three works had explicitly acknowledged the existence of a safety culture in ICS and only one had provided 

evidence on the state of the two cultures, with the authors of [35] positing that security culture was still not 

on the level of safety culture in their study organisations. Nevertheless, the factors that affect security and 

safety culture are quite similar. As such, there is potential value into research that aims to establish how the 

challenges and achievements of establishing a safety culture can be incorporated to enhance security culture. 

Nonetheless, constructive security practices that strengthened security culture also emerged in the literature. 

The importance of factors such as communication, which should be two-way and active between all levels 

was stressed [35]. Training programs, which should be varied and interactive to stimulate participants were 

also highlighted as a good practice, along with establishing procedures for the continuous assessment of 

security culture. One study clearly asserted that the improvements in security culture in the study 

organisation could be attributed to the initiatives taken by the top management, such as improved training 

and additional middle management support [35]. 

Generally, the works reviewed highlighted that operational personnel’s practices and everyday tasks would 

often clash with security requirements. This can be partially attributed to their differing operational priorities 

such as the safety, availability, and functionality of their systems [28]. One example was the dissatisfaction 

OT engineers expressed with requests for stricter access permissions and log-in auditing as these security 

measures would add to their routine workload. The human-factors security literature has proposed that 

employees have a compliance threshold, which once exceeded, results in non-compliance towards security 

[23]. Alternatively, employees may result in ‘shadow security’ practices to resolve these tensions [42]. 

Improving the security attitudes and perceptions of operational personnel is then paramount to ensure that 

employees behave securely. 

While the reviewed studies had considered various ICS stakeholders, OT employees were generally 

underrepresented. For example, two works had focused on personnel with security roles [28], [29] and one 

had focused on system owners and suppliers [31]. However, no study has examined the perspectives of 

employees whose main roles and responsibilities do not revolve around security, such as operators or 

maintenance staff. As such, a gap currently exists in the literature that needs to be addressed, to better 

understand how to improve security from the OT viewpoint. Further research with operational personnel is 

warranted, to investigate their attitudes and perceptions towards the security of their systems. 

Overall, a range of high-level factors that affect the security culture of ICS organisations across the span of 

critical infrastructure sectors were identified, as shown in Figure 2. These include the top management and 

their role in promoting security throughout the organisation, and middle management, which as the 

employees’ reporting line should also be involved in security. Additionally, security policies and the need 

to minimise their conflict with every-day working practices was highlighted. The need for security 

communication between departments, the security team and employees, as well as efficient security 

messaging from the top to the whole organisation was also discussed. Security awareness and training were 

also found to be lacking on all levels of the organisation, from the senior management to OT operators, 

leading to inadequate knowledge. Finally, two factors more closely linked to ICS environments which have 

not been the focus of the wider security culture literature were identified; latent design conditions and their 
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effect on operators’ perceptions, and safety culture and how its prevalence in ICS organisations can affect 

security perceptions and attitudes. 

However, the degree to which each of these factors can affect security culture is still not clearly understood. 

Factors which were identified in the wider literature, such as rewards and sanctions, have not been examined 

in ICS contexts. As such, further research is needed with organisations that use ICS to examine the state of 

their security culture along with their current practices. Additionally, it is crucial for organisations to identify 

the most important factors that influence security culture, to develop appropriate measures towards 

enhancing it, and ultimately improve their security. Our ongoing research is focused on these objectives, by 

collaborating with industrial practitioners in ICS organisations through surveys and one-to-one interviews.   

 

Fig. 2. Factors that affect security culture in organisations using ICS 

6  Conclusion 
 

This work has reviewed the literature on the security culture of organisations using ICS, with a focus on two 

areas: the constituent elements of security culture such as attitudes and beliefs, and the factors that affect it. 

Studies have examined the various attributes that make up security culture, indicating differences in 

perceptions and attitudes between roles and departments, which partially stem from employees’ different 

operational priorities. It was also demonstrated that the factors that affect security culture in the broader 

security culture literature also apply to ICS organisations and their security culture. These include 

management and their leadership, training and awareness, and security communication among others. Two 

additional factors, closely related to ICS, have also been identified: safety culture and technology and system 

design. 

Overall, the literature is limited but emerging. However, there is a clear lack of research with operational 

personnel whose roles are not security-related, with most works having focused on employees with security 

roles. Additional research with operational personnel would enable a better understanding of their views on 

security and how it affects their work. Finally, there is a lack of research looking into safety culture and its 

relationship with security culture. Potential future research could examine how safety culture was cultivated 

and maintained in organisations using ICS, and how these lessons can be used to enhance their security 

culture. 
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Nevertheless, ICS organisations should take steps to improve their security, with security culture being one 

such socio-technical approach. Treating personnel as the ‘weakest-link’ or confining them to unworkable 

policies has been demonstrated to be a bad approach. As such, future research should aim to propose better 

ways to positively influence personnel’s security attitudes and perceptions along with making organisational 

security procedures workable to employees, thus fostering a strong and beneficial security culture in 

organisations using ICS. 
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