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A B S T R A C T 

The separation of oxygen- and carbon-rich asymptotic giant branch sources is crucial for their accurate use as local and 

cosmological distance and age/metallicity indicators. We investigate the use of unsupervised learning algorithms for classifying 

the chemistry of long-period variables from Gaia DR3’s BP/RP spectra. Even in the presence of significant interstellar dust, the 
spectra separate into two groups attributable to O-rich and C-rich sources. Given these classifications, we utilize a supervised 

approach to separate O-rich and C-rich sources without blue and red photometers (BP/RP) spectra but instead given broadband 

optical and infrared photometry finding a purity of our C-rich classifications of around 95 per cent. We test and validate 
the classifications against other advocated colour–colour separations based on photometry. Furthermore, we demonstrate the 
potential of BP/RP spectra for finding S-type stars or those possibly symbiotic sources with strong emission lines. Although our 
classification suggests the Galactic bar -b ulge is host to very few C-rich long-period variable stars, we do find a small fraction 

of C-rich stars with periods > 250 day that are spatially and kinematically consistent with bar -b ulge membership. We argue 
the combination of the observed number, the spatial alignment, the kinematics, and the period distrib ution disfa v our young 

metal-poor star formation scenarios either in situ or in an accreted host, and instead, these stars are highly likely to be the result 
of binary evolution and the evolved versions of blue straggler stars already observed in the bar -b ulge. 

Key words: stars: AGB – stars: variables: general – Galaxy: bulge. 
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 I N T RO D U C T I O N  

tars of masses between ∼0.8 and ∼8 M � will eventually pass
hrough the asymptotic giant branch (AGB) phase, the final nuclear 
urning stage, characterized by high luminosity and large cool 
onv ectiv e env elopes (Herwig 2005 ). AGB stars are significant
omponents of a galaxy’s stellar population not only in terms of
uminosity but also in terms of their contributions to the nucleosyn- 
hetic build-up of elements in their galaxy (Karakas & Lattanzio 
014 ; Kobayashi, Karakas & Lugaro 2020 ). They are also typically
ong-period variables (LPV) with the Mira variables representing the 
ighest amplitude AGB pulsators typically attributed to fundamental 
ode pulsations. During these pulsation phases, AGB stars lose 

ignificant quantities of their mass producing large amounts of dust 
H ̈ofner & Olofsson 2018 ). The chemistry of the A GB en velope
nd the properties of the circumstellar dust are determined by the 
arbon to oxygen ratio, C/O, which in turn affects the subsequent 
volutionary properties of the star (see Wallerstein & Knapp 1998 ; 
loyd Evans 2010 , for thorough reviews of carbon stars). The sub-
ominant element will be bound up almost entirely in CO leaving the
ominant element to form carbon- or oxygen-rich molecules, such as 
 2 and CN, and TiO and SiO ,respectively. When C/O ≈1 the AGB

tar will be an S-type star exhibiting intermediate chemistry with 
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 mixture of carbon- and oxygen-rich species and characteristically 
rO. 
The C/O ratio of an AGB star is altered by the third dredge-

p bringing newly-synthesized carbon to the outer atmosphere. The 
trength of the dredge-up and its subsequent impact on the C/O
atio is a function of both the metallicity and age/mass of the
GB star (Karakas 2014 ; H ̈ofner & Olofsson 2018 ). Loosely, higher
ass stars have stronger dredge-up episodes and lower metallicity 

tars have lower levels of oxygen in their atmosphere so are more
eadily diluted by dredged-up carbon. In this way, the fraction 
f C-rich to O-rich AGB stars can be a useful indicator of the
ge and/or metallicity of a stellar population (Brewer, Richer & 

rabtree 1995 ; Boyer et al. 2013 ). F or e xample, in the Milk y Way
isc, the fraction of C-rich to O-rich AGB stars increases with
adius (Blanco, McCarthy & Blanco 1984 ; Ishihara et al. 2011 ),
hich could be a reflection of the metallicity gradient and/or the

nside-out growth of the disc. Due to its predominantly old, metal-
ich population (Bensby et al. 2013 ; Catchpole et al. 2016 ; Bovy
t al. 2019 ; Hasselquist et al. 2021 ), the Milky Way’s bar -b ulge is
xpected, and largely observed, to host relatively few C-rich LPV 

tars. Matsunaga et al. ( 2017 ) disco v ered fiv e C-rich Mira variable
tars with magnitudes consistent with bar -b ulge membership and 
rgued that the previously-disco v ered symbiotic C-rich Mira variable 
rom Miszalski, Mikołajewska & Udalski ( 2013 ) was more consistent
ith foreground disc membership because the 2MASS data were 

aken around the light curve minimum. Although Matsunaga et al. 
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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Figure 1. Two example long-period variable star blue and red photometers (BP/RP) spectra (with the ±1 σ bracket) compared to spectra from the X-Shooter 
library (XSL, smoothed to 0 . 36 nm , Chen et al. 2014 ; Gonneau et al. 2020 ; Verro et al. 2022 ). The dashed line shows the truncated BP/RP spectra. All spectra 
have been normalized by the integral of the XSL spectra from 350 to 1020 nm and the C-rich spectrum has been offset vertically for clarity. DG Peg is an 
oxygen-rich Mira variable star (spectral type M4e) while CL ∗ NGC 371 LE 31 is a carbon-rich semiregular variable in the SMC cluster NGC 371. We have 
marked the peaks arising from the molecular band heads (as labelled), which are easily distinguishable in the BP/RP spectra (primarily TiO for O-rich, CN for 
C-rich). 
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 2017 ) fa v our binary ev olution as the production mechanism for
hese C-rich variables, it is also possible they are the result of
ingle star evolution and arise from either accretion or recent in
itu metal-poor star formation. The occurrence of dwarf carbon stars
e.g. Whitehouse et al. 2018 ), CH stars, and carbon-enhanced metal-
oor stars rich in s-process elements (Koch et al. 2016 ; Arentsen
t al. 2021 ) demonstrates that binary evolution can significantly alter
he C/O ratio of some stars, particularly those that are metal-poor
De Marco & Izzard 2017 ). Indeed Azzopardi, Lequeux & Rebeirot
 1988 ) and Azzopardi et al. ( 1991 ) found a population of C-rich
iants towards the Galactic bulge that are too faint to be AGB
tars in the bulge but could instead be lower luminosity red giant
ranch stars in the bulge that are the result of binary evolution (or
lausibly associated with the Sagittarius dwarf spheroidal galaxy,
g 1997 , 1998 ). Hunting for C-rich stars in the Galactic bulge is a
seful archaeological probe for disco v ering accreted or young in situ
opulations, but disentangling the different formation channels to
eveal details of the evolutionary history of the Galaxy requires the
omplement of spectroscopic and kinematic analysis now possible
ith Gaia . 
Observations in the Large Magellanic Cloud (LMC, e.g. Glass &

vans 1981 ; Iwanek, Soszy ́nski & Kozłowski 2021 ) have demon-
trated that LPVs reside along a series of period–luminosity relations
elieved to be associated with different pulsation modes (Wood
000 ). In particular, the high-amplitude Mira variables lie along
 tight sequence in the dust-insensitive Wesenheit indices versus
eriod (Soszy ́nski et al. 2009 ). For this reason, Mira variables are
ncreasingly seeing use as distance tracers for structure within the

ilky Way and Local Group (Catchpole et al. 2016 ; Deason et al.
017 ; Grady, Belokurov & Evans 2020 ; Semczuk et al. 2022 ), and
lso as an alternative distance ladder calibrator for measurements of
 0 (Huang et al. 2018 , 2020 ). Ho we ver, in general, O-rich and C-

ich Mira variables are known to lie along separate period–luminosity
equences with the O-rich Mira variables typically obeying tighter
eriod–luminosity relations (Glass & Evans 1981 ; Feast et al. 1989 ;
ta et al. 2004 ; Groenewegen 2004 ; Fraser, Ha wle y & Cook 2008 ;
iebel et al. 2010 ; Ita & Matsunaga 2011 ; Yuan et al. 2017a , b ;
hardw aj et al. 2019 ; Iw anek et al. 2021 ). This appears to be in

arge part due to the differing amounts of circumstellar dust (Ita &
NRAS 521, 2745–2764 (2023) 
atsunaga 2011 ). Careful characterization and separation of the two
ypes are essential for precision work both in the cosmological and
ocal group setting. 

Traditionally, carbon stars have been identified by their C 2 Swan
ands and CN bands in objective-prism plates (Secchi 1868 ; Nas-
au & Velghe 1964 ; MacConnell 1988 ; Aaronson et al. 1990 ). In
ore recent years, the separation of O-rich and C-rich AGB stars

as been performed on large samples using infrared photometry
aking advantage of the silicate bands in the O-rich spectra at ∼9
nd ∼ 18 μm compared to the SiC band at ∼ 11 μm e.g. AKARI
Ishihara et al. 2011 ), WISE (Lian et al. 2014 ; Nikutta et al. 2014 ;
uh & Hong 2017 ), Spitzer (Kastner et al. 2008 ; Groenewegen &
loan 2018 ), and MSX (Lewis et al. 2020a , b ) guided by the more
etailed infrared spectroscopic view from the IRAS LRS, the ISO
WS, and the Spitzer IRS instruments (Olnon et al. 1986 ; Kraemer
t al. 2002 ). Soszy ́nski et al. ( 2009 ) separated O-rich and C-rich
ources in the LMC using the Wesenheit W I , V − I versus W Ks , J − Ks 

iagram where the two Wesenheit indices are W I , V − I = I − 1.55( V
I ) and W Ks , J − Ks = K s − 0.686( J − K s ). In a similar vein,

ebzelter et al. ( 2018 ) proposed a scheme for separating O-rich
nd C-rich sources in the LMC using a combination of Gaia and
MASS broadband photometry. This is highly desirable due to the
ll-sky availability of this photometry. These authors advocated for
 separation in the ‘colour–magnitude’ diagram of W RP, BP-RP −
 Ks , J − Ks versus K s where W RP, BP-RP = G RP − 1.3( G BP − G RP ).
here is relatively weak curvature of the O-rich/C-rich separation

ine in this space meaning an analogue of this separation using only
 RP, BP-RP − W Ks , J − Ks can also in theory be used for non-LMC stars.
hese Wesenheit diagrams are ef fecti ve as, in the optical, oxygen-

ich AGB stars have a set of TiO bands (also ZrO and VO, see Fig. 4
f Lan c ¸on & Wood 2000 , for identification of the lines, see also
an Eck et al. 2017 and Yao et al. 2017 ), whereas the carbon-rich
tars have a set of Swan C 2 bands (at < 600 nm ) and CN bands (at
 700 nm ) (e.g. fig. 7 of Lan c ¸on & Mouhcine 2002 ). Representative
-rich and C-rich LPV spectra from the X-Shooter Library (Chen

t al. 2014 ; Gonneau et al. 2020 ; Verro et al. 2022 ) are shown in
ig. 1 where these bands are clearly visible. Both the locations and
eparations between the bands are distinct for the two types of star
eading Lebzelter et al. ( 2022 ) to develop a classification on the basis

art/stad574_f1.eps
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10.5281/zenodo.6642313 . 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/521/2/2745/7069335 by U
niversity C

ollege London user on 10 M
ay 2023
f peak separation in pseudo-wavelength ( median delta wl rp )
n the Gaia DR3 RP spectra. Ho we ver, Lebzelter et al. ( 2022 ) report
hat the classification scheme performs poorly for low signal-to-noise 
pectra and/or highly-extincted sources and suggest only trusting the 
-rich classification if 7 < median delta wl rp < 11 and G BP 

 19. 
Here, we investigate the performance of an unsupervised O- 

ich/C-rich classification scheme using the Gaia third data release 
DR3) BP/RP spectra (also called XP spectra, Carrasco et al. 2021 ;
e Angeli et al. 2022 ; Montegriffo et al. 2022 ). Lucey et al.

 2022 ) has already demonstrated the power of utilising a supervised
lassification on the BP/RP spectra for the identification of carbon- 
nhanced metal-poor stars. Unsupervised classification seeks to find 
imilarities between presented training examples such that clusters of 
similar’ data can be assigned labels. Numerous clustering algorithms 
xist but often the challenge is representing the data set in a space
hat is amenable to clustering. In many cases, the data are of high
imensionality making clustering algorithms very computationally 
 xpensiv e, or the natural clustering is along complex surfaces in the
igh-dimensional space. One solution to both of these problems is 
o project the data to a lower dimensional space that encodes as
uch information from the higher dimensional space as possible. 
 or e xample, principal component analysis (PCA) seeks to find 

he most informative linear combinations of the higher dimensional 
pace. Ho we ver, it is inappropriate for significantly reducing the 
imensionality of the data as it is limited to only considering linear
ombinations of the input data dimensions whilst often clusters lie 
long highly non-linear surfaces. 

Several algorithms have sought to circumvent this limitation. 
 or e xample, t-SNE (t-stochastic neighbour embedding, van der 
aaten & Hinton 2008 ) first finds the similarities between the 

ata points in the high dimensional space x using a Gaussian 
ernel and then attempts to find the low dimensional projection 

y that minimizes the K ullback–Leibler (KL) div ergence between 
he higher dimensional similarity distribution and that of the lower 
imensional representation assuming the lower dimensional simi- 
arity distribution follows a Student t distribution. t-SNE has found 
onsiderable use for astrophysics applications, in particular in the 
nalysis of spectroscopic data sets (e.g. Traven et al. 2017 ; Anders
t al. 2018 ). One disadvantage of the t-SNE algorithm is that it only
reserves a sense of distance (metric) between local points in the 
ower dimension space. Additionally, the original implementation 
as computationally e xpensiv e for large data sets (mostly due 

o having to construct the N by N high-dimensional similarity 
istribution) and in practical applications is often combined with 
n initial PCA to an intermediate dimensionality data set. Uniform 

anifold Approximation and Projection (UMAP, McInnes, Healy & 

elville 2018 ) was designed to solve both of these issues with
-SNE. Instead of utilizing the KL divergence, UMAP uses the 
ross-entropy which ensures | y i − y j | → ∞ as | x i − x j | → ∞
whilst for the KL divergence | y i − y j | can take any value as
 x i − x j | → ∞ ). Other computational/algorithmic impro v ements 
ave enabled significant speed-ups for UMAP compared to t-SNE 

lthough in essence, the algorithms share significant similarities and 
he t-SNE implementation from Poli ̌car, Stra ̌zar & Zupan ( 2019 ) is
ompetitive with UMAP in terms of computational time. Despite its 
elatively recent creation, the UMAP algorithm has already found 
se in astrophysics applications (Reis et al. 2019 ; Kim et al. 2022 ;
rondin et al. 2023 ). 
Here, we investigate the use of these unsupervised classification al- 

orithms (UMAP and t-SNE) for determining the chemistry of AGB 

tars using their Gaia DR3 BP/RP spectra. We begin by describing 
he BP/RP spectra and our chosen unsupervised classification scheme 
n Section 2 . BP/RP spectra are unavailable for stars with G > 17.65
lthough there are many identified LPVs from Gaia fainter than this
imit. We, therefore, extend our unsupervised classification to the 
ainter objects with a supervised scheme using Gaia and 2MASS 

hotometry in Section 2.6 . We validate our results by inspecting
reviously employed colour–colour diagrams for separating C-rich 
nd O-rich sources in Section 3 . Finally, we use the new classification
esults to search for C-rich variables in the Galactic bulge in Section 4 .

 UNSUPERVISED  CLASSI FI CATI ON  O F  

-RI CH/ C-RI CH  L O N G - P E R I O D  VARI ABLES  

ur primary data source is the Gaia DR3 long-period variable can-
idate catalogue (Lebzelter et al. 2022 ) as part of the full third Gaia
ata release (Gaia Collaboration 2016 , 2022b ) that complements 
he astrometric results from the early third Gaia data release (Gaia
ollaboration 2021 ). This is the second version of the long-period
andidate table from Gaia after the first catalogue of Mowlavi et al.
 2018 ) based on Gaia DR2 photometry. Gaia ’s long-period variable
rocessing consists of two pipelines: a generic classification pipeline 
or assigning classes to all variables (Rimoldini et al. 2019 ) and
hen the specific object study (SOS) for the stars classified as long-
eriod variables by the first stage (in addition to a very low number
f additional likely LPVs largely classified as symbiotic stars in the
lassification pipeline). Additional quality cuts are also performed on 
he stars processed by the SOS on the basis of colour, high G -band
ariability, number of epochs, and valid astrometry. In total there 
re 1 720 588 stars in the Gaia DR3 long-period variable candidate
atalogue of which 392 240 have reported periods. 

The BP/RP spectra from Gaia DR3 (Carrasco et al. 2021 ; De
ngeli et al. 2022 ; Montegriffo et al. 2022 ) are low resolution ( R =
/ δλ ≈ 25 −100) and together the BP/RP co v er the optical range
rom 330 to 1050 nm . The spectra are provided for ∼220 million
tars in Gaia with G < 17.65. Despite their lo w resolution, se veral
tudies have demonstrated that the information content is sufficient 
o measure bulk spectroscopic parameters ( T eff , log g , [M/H], Liu
t al. 2012 ; Witten et al. 2022 ; Xylakis-Dornbusch et al. 2022 ;
ndrae et al. 2022 ; Fouesneau et al. 2022 ; Creev e y et al. 2022 ;
elokurov et al. 2022 ; Rix et al. 2022 ) although detailed chemical
bundances are likely too challenging (Gavel et al. 2021 ). Ho we ver,
articularly in cooler stars, the presence of molecular features in 
hese spectra is detectable (Lucey et al. 2022 ) enabling more accurate
etallicity determinations and detailed carbon abundances. For each 

tar, the BP/RP spectra are provided as two sets of coefficients (with
ssociated covariance matrices) from which both the internally- or 
xternally-calibrated spectra can be reconstructed on a wavelength 
rid of choice through multiplication with a set of basis functions
times a mixing term for connecting the BP and RP spectra at
heir interface). This can be done using the GAIAXPY python 
ackage 1 (Montegriffo et al. 2022 ). The basis functions are linear
ombinations of Hermite polynomials chosen through a PCA/SVD 

n a set of BP/RP calibrators. In this way, the first coefficient
ontains the most information for the average calibrator star and 
igher-order coefficients pro vide ev er-decreasing corrections to this 
verage calibrator star’s spectrum. It is expected that stars that are
ignificantly different to the average calibrator star in the full data set
ill not necessarily follow this hierarchy. The Gaia DR3 data also
MNRAS 521, 2745–2764 (2023) 
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rovides a truncation order ( xp n relevant bases ) for each star
ndicating the last coefficient that is significant compared to the noise.
f the 1 720 588 Gaia DR3 LPVs, 1 205 121 have BP/RP spectra. 
In Fig. 1 we display two spectra from the X-Shooter Library (Chen

t al. 2014 ; Gonneau et al. 2020 ; Verro et al. 2022 ): DG Peg is an
-rich Mira variable star ( Gaia DR3 1768290812321736576 with
 147 d period and G = 11 . 1 mag ) while CL ∗ NGC 371 LE 31
s a semiregular variable star (although with a high I amplitude of

0 . 69 mag Soszy ́nski et al. 2009 ) in the Small Magellanic Cloud
pen cluster NGC 371 ( Gaia DR3 4690506059969811968 with a
01 d period and G = 16 mag ). We have normalized the spectra by
he inte gral 

∫ 
d λ λF λ o v er 350 to 1020 nm and the C-rich spectrum

s offset vertically for clarity. We also display the Gaia DR3 BP/RP
pectra constructed from the coefficients on a 2 nm grid (using
AIAXPY ) along with the ±1 σ band implied by the covariance
atrix for the coefficients. The BP/RP spectra have been divided

y the same normalization factor as the X-Shooter spectra. There
s a very good correspondence between the BP/RP spectra and the
-Shooter spectra showing that both are well absolutely calibrated.
e further display the BP/RP spectra constructed by truncating the

pectra as dashed lines (the number of rele v ant RP bases are 2 and
 for DG Peg and CL ∗ NGC 371 LE 31, respectively) We see in
hese cases the truncated spectra largely do a good job of capturing
he features we are interested in here. From Fig. 1 it is clear that
he O-rich and C-rich spectra display very different sets of features
hat are well captured in the BP/RP spectra. The O-rich DG Peg
pectrum shows a series of TiO bands at 705.4, 758.9, 819.4843.2,
85.9, and 920 . 9 nm (Bobrovnikoff 1933 ; Sharpless 1956 ; M ̈urset &
chmid 1999 ) that give rise to characteristic peaks at 700, 750, 820,
nd 920 nm with the band head at 885.9 nm giving rise to a peak
round 875 nm that often blends with the 920 nm peak in the BP/RP
pectra. There are a series of other band heads bluer than 700 nm
lso due to TiO but in general, these are hard to identify in the
P/RP spectra due to the lower flux. Figure 4 of Lan c ¸on & Wood
 2000 ) labels the TiO transitions responsible for these characteristic
eaks/troughs in a cool and a warm Mira spectrum. In the cooler
pectra, VO features appear at ∼740, ∼790, and ∼860 nm broadening
he neighbouring TiO features (there is the suggestion of this in the
ouble minimum structure at 780 nm where the right minimum is due
o VO absorption). The C-rich spectrum ho we ver has a set of three
eaks at 683, 778, and 900 nm due to a series of CN features (see e.g.
onneau et al. 2016 ). For distinguishing O-rich and C-rich stars, the

egion between 750 and 850 nm is particularly clear where the CN
and head sits at the minimum between two TiO band heads. It is
uite clear from this example that BP/RP spectra have the capability
o distinguish between O-rich and C-rich stars (as already evidenced
y Lebzelter et al. 2022 ). 
As we are dealing with solely variable stars, it is worth considering

o w v ariability alters our interpretation of the Gaia data. The BP/RP
pectra are the average of Gaia ’s observations of each source o v er
any transits (typically 20 −40). For variable stars, we therefore

pproximately observe the properties of the stars averaged over
eriod ( Gaia DR3’s observing window is 34 months so most LPVs
ave at least one period of observations). During the pulsation
f long-period variables, the temperature of their envelopes varies
iving rise to different balances of molecular species (as well as
arying emission line ratios e.g. Yao et al. 2017 although these are
ess important for our work). In O-rich Mira variables, TiO is only
resent at low levels at maximum brightness (temperature) but its
roduction strongly increases towards lower temperatures giving rise
o the high amplitudes in the visual bands (Reid & Goldston 2002 ). In
-rich Mira variables, C 2 and CN are formed at higher temperatures
NRAS 521, 2745–2764 (2023) 
eeper in the atmosphere and so their relative abundance does not
hange significantly during the pulsation cycle (Lan c ¸on & Wood
000 ). Fig. 3 of Lebzelter et al. ( 2022 ) shows the RP spectra of
he O-rich star T Aqr and the C-rich star RU Vir at the individual
bserving epochs where it is clear that for the O-rich star the TiO
ands reduce in depth at peak brightness (particularly the band at

900 nm or ∼40 in pseudo-wavelength units) while the depth of
he C-rich bands remains quite similar across all epochs. Aliasing
ay arise as an issue for stars with periods around 190 or 380 d

awkward periods for Gaia ’s scanning law) where the BP/RP spectra
ay only be averaging over similar phases. 

.1 High-amplitude variable selection 

ur primary interest is the high-amplitude Mira variable stars in
aia ’s LPV candidate catalogue. For this reason, we limit our

nalysis in the main body of this work to a high-amplitude subset of
he Gaia DR3 LPVs. In Appendix A we show the results of running
he approach on all Gaia LPVs. It should be noted that sources in the
aia DR3 LPV catalogue are not assigned periods and amplitudes if

he photometry is likely contaminated. In turn, this possibly means
he BP/RP spectra are contaminated. Many of these sources are faint
nd in the crowded midplane and it is more of an issue for lower
mplitude variables. In our analysis, we have opted to process all
he stars without consideration of any data quality cuts under the
roviso that any subsequent analysis will consider data quality more
 xplicitly. F or e xample, typical fields used for selecting high-quality
ata are the BP/RP photometric excess (although as discussed by
iello et al. 2021 , the BP/RP photometric excess is a less useful
uality cut for red variable sources) and the fraction of contaminated
ransits. A further consideration is that some fraction of the classified
PVs may be contaminating young stellar objects (YSOs, see the
iscussion in Mowlavi et al. 2018 , for the Gaia DR2 LPV catalogue
hich likely still applies for the DR3 data). Ho we ver, some basic
arallax cuts can approximately remo v e this contaminant. 
We select all LPVs with peak-to-peak semi-amplitudes, 2 

mplitude , > 0 . 32 mag from the Gaia DR3 LPV candidate
atalogue (Lebzelter et al. 2022 ). In Appendix B we compare the
ifferent amplitude measures for these stars from Gaia DR3. This
mplitude cut includes Mira variable stars which are typically defined
s having � V > 1.25 and for which Grady, Belokurov & Evans ( 2019 )
dvocate a cut of �G > 0 . 433 mag . At the lower amplitude end, there
ill also be some semiregular variables. Furthermore, around 190 and
80 d periods amplitude can significantly o v erestimate the true
mplitude due to poor phase co v erage related to Gaia ’s scanning
aw. Ho we ver, for the majority of stars, amplitude agrees with
mplitude estimates from the scatter of the photometric data points.
here are 99 212 stars satisfying this amplitude cut of which 79 944
ave BP/RP spectra. 

.2 Default pr ocedur e 

e use the BP/RP coefficients normalized to the first RP coefficient
s our input data (note we are here ignoring uncertainties in
he coefficients due to the limitations of the UMAP and t-SNE
pproaches). Our default setup is to run UMAP on the entire
2 × 55 − 1 = 109) set of normalized coefficients to reduce it
own to a two-dimensional projection. For UMAP there are two key
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(a)(b)

(g)

(e)

(f)

(c) (d)

Figure 2. Two-dimensional UMAP projection of the BP/RP spectra coefficients for Gaia DR3 high-amplitude long-period variables. Each pixel is coloured 
by the mean Wesenheit colour W RP, BP-RP − W Ks , J − Ks advocated as a good metric for separating O-rich and C-rich stars by Lebzelter et al. ( 2018 ). The upper 
crescent is populated by O-rich stars while the lower spur is populated by C-rich stars. The insets show the median λ−2 F λ BP/RP spectrum between 336 and 
1020 nm in each marked UMAP bin with the features from Fig. 1 marked as dashed vertical lines (blue for O-rich, red for C-rich). As we mo v e along the crescent 
from right to left [from (a) to (c)], the O-rich stars broadly become redder due to a combination of ef fecti ve temperature and e xtinction variation. Mo ving 
vertically along the C-rich sequence from (d) to (e), the stars get redder. The small island (f) to the right of the C-rich sequence has significant H α emission 
(marked as black dashed) whilst the small island (g) off the centre of the crescent has a mixture of O-rich and C-rich features attributable to S-type stars. 
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yperparameters, min dist and n neighbors , setting the mini- 
um distance between points in the low-dimensional space and the 

ize of the neighbourhood used for finding the local manifold, respec- 
iv ely. We hav e found min dist = 0.05 and n neighbors = 15
roduces results that cleanly separate the dataset into two distinct 
roupings. After projection, we z-score the output and then run 
BSCAN (Ester et al. 1996 ) to cluster the data with a standard
aximum distance ε = 0.09 (although simpler linear cuts would 

lso suffice). 
The results of our procedure are shown in Fig. 2 . 3 We see that in
he two-dimensional UMAP space the high-amplitude variables split 
nto two clear populations: a crescent and a spur. Fig. 2 is coloured
y the mean Wesenheit colour W RP, BP-RP − W Ks , J − Ks which was 
dvocated by Lebzelter et al. ( 2018 ) as a good space to separate
MNRAS 521, 2745–2764 (2023) 

art/stad574_f2.eps


2750 J. L. Sanders and N. Matsunaga 

M

Figure 3. Variants of our unsupervised learning approach – the left three panels show the t-SNE projection, the UMAP projection of the BP/RP coefficients 
(identical to Fig. 2 ) and the UMAP projection of the binned spectra respectively, all coloured by the Wesenheit colour W RP, BP-RP − W Ks , J − Ks The grey contour 
shows the group identified by DBSCAN that we label as C-rich stars. The right panel shows the UMAP projection of the binned spectra computed from the 
truncated spectra coloured by the number of rele v ant RP bases. The black points are C-rich stars identified from the UMAP projection of the coefficients. Clearly, 
the stars have been separated more on the basis of their truncation order than on any intrinsic similarities in the data. 
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-rich and C-rich stars in the LMC. We see indeed that the spur
as mostly W RP, BP-RP − W Ks , J − Ks > 1 so we identify it with C-rich
ources whilst the crescent has mostly W RP, BP-RP − W Ks , J − Ks < 1 so
e identify it with O-rich sources. Note ho we ver that at the far left

nd of the crescent the stars are redder and as red as the C-rich spur.
To further validate our assignment of O- and C-rich to the crescent

nd spur, we have plotted a series of median BP/RP spectra in the
nsets (we divide by λ2 so the structure of the peaks is more visible).
pectrum (a) shows a typical low-extinction O-rich spectrum where

he set of peaks identified in Fig. 1 are clearly seen. As we mo v e
round the crescent to spectrum (b) and onto spectrum (c) the set of
-rich peaks is still visible but the spectra are increasingly reddened.
here are also less obvious variations in the shapes of the absorption

eatures (which are modulated by the varying extinction) with the
nal peak at ∼ 910 nm broader and boxier in spectrum (a) than in
pectrum (b). This is a reflection of varying effective temperatures
roducing varying depths of the TiO δ( �ν = 0) absorption feature. A
imilar sequence is seen moving up the spur from spectrum (d) which
hows the three peaks of a C-rich spectrum seen in Fig. 1 through to
pectrum (e) which is distinctly more reddened but the peak structure
s still visible. We attribute the relative narrowness of the C-rich spur
o degenerate changes in both ef fecti ve temperature and extinction
ather than any change in the surface chemistry as the CN features are
ot strong functions of ef fecti ve temperature. Ho we ver, the broadness
f the O-rich crescent is because both extinction and ef fecti ve
emperature (through the relative depths of TiO features) control
he spectrum shape and can be distinguished. There are a couple
f exceptions to these broad trends due to ef fecti ve temperature and
xtinction variation which are apparent as small islands in Fig. 2 . The
ery small island (f) just off the C-rich spur has a median spectrum
howing clear H α emission characteristic of a symbiotic system (this
sland contains the source identified by Miszalski et al. 2013 ). Mira
 ariables also sho w strong Balmer series emission lines that vary
ith the pulsation phase but typically the line-to-continuum flux

atio is at most ∼2 (Yao et al. 2017 ) while the symbiotic carbon star
rom Miszalski et al. ( 2013 ) has a line-to-continuum ratio of �5. It
s likely Mira variable emission lines cannot be detected in BP/RP
pectra. Finally, island (g) sits partway between the crescent and spur
nd its median spectrum shows evidence of both O-rich and C-rich
ehaviour. This is characteristic of an S-star that has intermediate
hemistry C/O ∼1. We will discuss these stars further below. 
NRAS 521, 2745–2764 (2023) 
.3 Model variants 

efore discussing in more detail the structure of the UMAP projec-
ion we briefly mention other approaches for separating the spectra.
s a comparison, we have run some variants of our algorithm. First,
e use t-SNE. t-SNE differs from UMAP primarily in the properties
f the high-dimensional similarity distribution that are retained in
he lower-dimensional projection. The cross-entropy used in UMAP
reserves both a sense of local and global structure, while the t-
NE KL div ergence preserv es only local structure (as discussed

n the introduction). We use the open t-SNE implementation from
oli ̌car et al. ( 2019 ) on the full 2 × 55 − 1 dimensional space.
 high perplexity (of ∼100) seems a good choice to maximise the

eparation between the two clusters. We show the results in Fig. 3 and
ee that there is a clear island that we can associate with C-rich stars.
o we ver, it is not as clearly separated from the bulk of the O-rich

pectra. Furthermore, there is significant clumping within the O-rich
egion which we believe is more a reflection of the high perplexity
hoice than any sets of stars within the expected smooth continuum.
lso, the S-star island is associated with the C-rich island while the
ore global metric preserving UMAP places it closer to the O-rich

sland. 
We further experiment by using as inputs to UMAP the externally-

alibrated spectra on a wavelength grid (336– 1020 nm with 2 nm
pacing). We first normalize the spectra by dividing them by the sum
f the binned flux values before performing the same procedure
s applied to the coefficients. We show the results in the third
anel of Fig. 3 . We have found in general there is a very similar
egree of separation using both the coefficient and the flux space.
he dimensionality of the coefficient space is smaller (although our
avelength grid choice here is arbitrary) and the dimensions are

nticipated to be less correlated than for the sampled flux space so
e prefer the coefficient space. 
Finally, we investigate truncating the BP/RP coefficients using

he xp n relevant bases . For each star, we set all higher-
rder coefficients to zero and construct the normalized externally-
alibrated spectra on the previously mentioned wavelength grid.
unning UMAP on this set produces the right panel of Fig. 3 . This
learly has significantly more structure than when using the full
pectra without truncation and colouring by truncation order in RP
akes it clear that each cluster is linked to a specific truncation
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Figure 4. Comparison with the Gaia DR3 2nd LPV catalogue classifications. The left panel shows the UMAP projection of the high-amplitude sample coloured 
by the is cstar flag from the Gaia catalogue. The second panel restricts to the reliable flags with 7 < median delta wl rp < 11 and G BP < 19. In the 
right two panels, we show the median normalized BP/RP spectra classified using this paper’s methodology (third panel) and the Gaia DR3 methodology (fourth 
panel). We split by those classified as C-rich (red) and O-rich (blue) at high ( | b| > 3 deg , dashed) and low ( | b| < 3 deg , solid) latitudes, respectively. In the 
fourth panel, the orange lines show the median of the reliable C-rich classifications from Gaia . Finally, the grey line in the right panel shows the median of the 
spectra classified here as O-rich but as reliable C-rich in the Gaia DR3 release. From this, it is evident that the reportedly reliable classifications from Gaia DR3 
are on the whole robust for separating O-rich and C-rich, but the suspected unreliable low-latitude C-rich classifications are primarily O-rich stars. 
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rder. Furthermore, the stars identified as C-rich in the UMAP 

rojection of the coefficients are split and not clearly identifiable 
s an association. It, therefore, seems, at least in this case, that
runcation is significantly deteriorating the results. Our case may 
e special as we are considering very red (both intrinsically and due
o interstellar dust) and variable objects. There is clearly significant 
nformation in the higher-order terms that is being neglected by a 
ard cut. As we will see, the basis expansion also appears sub-
ptimal for the C-rich stars as the chi-squared/standard deviation 
f the fit for these stars is significantly larger than for the O-
ich. 

.4 Comparison with Gaia DR3 classifications 

n the Gaia DR3 LPV candidate catalogue (Lebzelter et al. 2022 ),
here is already a flag for whether a source is O-rich or C-rich
n the basis of the BP/RP spectra. This identification is based 
pon the separation of the most prominent peaks in the (internally- 
alibrated) RP spectra with C-rich spectra having more separated 
eaks than O-rich stars. As already noted by Lebzelter et al. ( 2022 ),
he Gaia DR3 LPV is cstar flag can produce unreliable results.
ebzelter et al. ( 2022 ) advises only using the classification if
 < median delta wl rp < 11 and G BP < 19. Without this cut, 
here is a high number of C-rich LPVs in the Galactic midplane and
n particular in the Galactic bulge, somewhat in tension with the 
revious work discussed in the introduction. It appears that in the 
resence of significant interstellar dust the identification of the peaks 
ails possibly because the spectrum is so skewed to the red that the
ed edge of the RP bandpass is being identified as a peak associated
ith an absorption feature. In the lower panels of Fig. 4 , we show the
MAP diagram coloured by the is cstar flag both for the entire

et and restricting to the reliably flagged stars. This demonstrates 
hat the main cluster we have identified as C-rich is populated by
tars reliably flagged as C-rich through the method of Lebzelter et al.
 2022 ). Ho we ver, there is also a clear overabundance of stars with
on-zero is cstar in the high-extinction end of the O-rich cluster. 
ven of those stars reliably flagged as C-rich, there are many that

eside in the main O-rich cluster. 
In the right panels of Fig. 4 , we show the median of the normalized
pectra for those stars we identify as O or C-rich split between a
ow- and high-latitude sample at | b| = 3 deg . We see the common
eatures in both the low and high-latitude samples for each set. In
he rightmost panel, we display similar using the is cstar flag
not restricting to the reliable subset). Clearly, the low-latitude C- 
ich sample very closely resembles the low-latitude O-rich sample. 
estricting to the reliable is cstar subset, we see the high- and

ow-latitude C-rich samples have the characteristic C-rich features. 
inally, we show the median spectrum of the reliable is cstar
tars that we have identified as O-rich. Again, this has evidence of
he O-rich peak structure so we believe our assignment is more robust. 
erforming the same tests but separating the sample instead on A 0 

rom the Gaia DR3 optimized total galactic extinction map yields 
ear-identical conclusions. In this case, ho we ver, e ven the reliable
-rich Gaia LPV-2 classifications for the high-extinction sample are 
learly predominantly O-rich. In conclusion, we have found that our 
ethod offers an impro v ement o v er the Gaia DR3 LPV catalogue,

specially for the reddest most extincted sources in Gaia . This is
erhaps not surprising as we have used all the information from the
pectra. 

In the Gaia DR3 data release, there is a table of ‘golden carbon
tars’ that have been selected from an initial list classified from
he BP/RP spectra using a random forest classifier trained on 
ynthetic data and Gaia data for known Galactic carbon stars (Gaia
ollaboration et al. 2022a ). The initial list of 386 936 candidates
as filtered using the strength of the right two peaks marked on

he C-rich spectrum of Fig. 1 to reduce the sample down to 15
40 ‘bona fide’ carbon stars. 13 513 of the golden carbon stars are
lassified as LPVs in Gaia DR3 of which we classify 13 239 as
-rich using the classification of the full set in Appendix A . A total
f 61 are classified as O-rich and 213 do not have BP/RP spectra
n the Gaia DR3 data release. We have a total of 23 737 C-rich
lassifications based on the BP/RP spectra. For the high-amplitude 
ubset described in the body of this paper, there are 1835 in the
olden carbon star list of which only four are classified as O-rich by
ur algorithm. We find a total of 4203 C-rich LPV stars with BP/RP 

pectra. 
MNRAS 521, 2745–2764 (2023) 
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Figure 5. Two-dimensional UMAP projections coloured by the means of different binned quantities. We show the UMAP projection of the coefficients coloured 
by (i) the count per bin, (ii) the G BP − G RP colour, (iii) the logarithm of the period, (iv) the Schlegel, Finkbeiner & Davis ( 1998 ) interstellar extinction, (v) the 
G RP magnitude, (vi) the G RP amplitude, (vii) the standard deviation of the RP spectrum fit, and (viii) the number of relevant RP basis functions. 
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.5 The structure of the uniform manifold approximation and 

rojection 

e now investigate further the structure of the UMAP projection
hown in Fig. 2 , in particular focusing on the internal structure of the
rescent and spur. Fig. 5 shows the UMAP projection coloured by
arious properties. From the UMAP diagrams, it is clear that both
he O-rich and C-rich stars form approximately one-dimensional
equences with the O-rich sequence having a more significant width
erpendicular to this. Ho we ver, e ven along the O-rich crescent, there
s a ridge line. The one-dimensional sequences are largely arising
ue to broad ( G BP − G RP ) variation as evidenced by panel (ii).
his can arise either through ef fecti ve temperature or extinction
ariation. For general stars, it is quite difficult to separate effective
emperature and extinction variation using broadband photometry
s the extinction vector typically lies near parallel to the stellar
equence. Ho we ver, absorption line structure from spectroscopy is
ensitive to the effective temperature of the stars and so allows for
xtinction-independent measurements. As seen in panel (iv), the
nterstellar E ( B − V ) from Schlegel et al. ( 1998 ) approximately
ncreases along the crescent. Using A 0 from the Gaia DR3 optimized
otal galactic extinction map produces near identical trends for the
5 per cent of our sample that fall in the on-sky region covered by the
ap. This trend with extinction suggests the direction perpendicular

o the extinction gradient is due to detected ef fecti ve temperature
 ariation. This is some what e videnced by the amplitude v ariation,
 G RP , across the sequence shown in panel (vi). The period colouring

n panel (iii) shows that period is also increasing around the sequence.
his could be arising from intrinsic variations with longer-period
ooler stars displaying distinct spectral features, perhaps arising from
NRAS 521, 2745–2764 (2023) 

T  
ore circumstellar extinction through higher mass loss, or it could be
ecause longer-period stars are associated with younger populations
nd so more confined to the higher extinction midplane. As already
escribed, the relative abundance of molecular species gives a probe
f ef fecti ve temperature. As CN forms deeper in the atmosphere and
s largely independent of the surface temperature for these stars, there
s little ef fecti ve temperature v ariation in the observed BP/RP spectra
or C-rich stars and they lie along a narrow sequence in the UMAP
iagram due almost entirely to extinction. On the contrary, in O-rich
tars, it is expected that the abundance of TiO is a strong function of
f fecti ve temperature (Reid & Goldston 2002 ). We define the relative
epth of the TiO features as 

TiO = 

TiO ε( �ν = −1) − TiO ε( �ν = 0) 

TiO ε( �ν = 0) − TiO δ( �ν = −1) 
, (1) 

here 

iO j = 

∫ λj + δλ

λj −δλ

d λ F λ, (2) 

nd ( λδ( �ν=−1) , λε( �ν= 0) , λε( �ν=−1) ) = (779 , 853 , 940) nm are the lo-
ations of three prominent TiO bands as identified in Fig. 1 . We
hoose δλ = 15 nm . δTiO is defined to be less sensitive to the broad
pectrum shape which is sensitive to both effective temperature and
xtinction. Colouring the UMAP diagram by this feature as shown
n Fig. 6 , it is clear that the TiO band depth (or ef fecti ve temperature)
s varying across the O-rich UMAP sequence. This is particularly
vident in the top half of the spur. In Fig. 4 of Lan c ¸on & Wood ( 2000 ),
n warmer stars the depths of TiO ε( �ν = 0) and TiO δ( �ν = −1) are
omparable but TiO ε( �ν = −1) is weak. For the cooler stars, the
iO ε( �ν = −1) depth increases to be similar to the relative depths
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Figure 6. Comparison with literature identifications of C-stars (orange) and S-stars (green). The top panel shows the UMAP projec- 
tion coloured by the TiO ratio constructed in equation ( 1 ). The SC stars are triangles and the MS stars are squares. Any stars 
with emission lines are outlined in black. The lower panel shows the median spectra of O-rich stars (M, thin blue), MS stars 
(green thicker), SC stars (orange short-dash), and those stars classified as C-rich on SIMBAD but classified as O-rich here (grey long- 
dashed). 
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f TiO ε( �ν = 0) and TiO δ( �ν = −1). Therefore, δTiO decreases
s the star gets cooler. 

Panel (vii) of Fig. 5 displays the standard deviation of the Gaia
P spectrum fit, i.e. the chi-squared per degree of freedom, as
rovided in the Gaia DR3 catalogue. Interestingly this displays 
 very clear separation between O-rich and C-rich sources with 
he C-rich sources having much poorer fits. This does not appear 
o be linked to their typically slightly fainter magnitudes (panel 
v) shows there are many O-rich stars of similar magnitudes with 
imilar quality fits) nor is it linked to their amplitudes as C-rich
tars actually typically have lower amplitudes in the visual bands 
han the O-rich stars. Our explanation is that the RP basis function
hoice is optimized for a set of calibrators and C-rich stars are
robably a minority population in this set (if present at all). As
he C-rich spectral features are very distinct from the more typical 
-rich stars, the RP basis functions do not completely capture the 
ehaviour of C-rich stars. It is interesting then that more generically 
he RP standard deviation could be utilized to identify C-rich stars
although note that some O-rich stars can also have poorly fitting 
olutions for other reasons). Despite the poorer fits of the C-rich
tars, panel (viii) shows that they have a low number of relevant
P bases. This is likely again because the ordering of the bases
as been based upon typical calibrator stars, while C-rich stars 
robably have insignificant information in intermediate terms (that 
ay capture the molecular features in an O-rich spectrum) and more 

ignificant information in the higher order terms. Note as well that 
igher extinction O-rich stars require more terms to capture their 
ehaviour. 

.5.1 S-stars and comparison with literature classifications 

-stars have intermediate C/O ∼1 and subsequently chemistry 
hat shares characteristics with both O-rich and C-rich stars. One 
dentifying feature is the presence of ZrO molecular features. We 
lready observed from Fig. 2 that a small clump of stars near the
-rich crescent had median BP/RP spectra indicative of S-stars. 
e have taken all S-stars from SIMBAD (Wenger et al. 2000 ) and
atched 240 to our sample. We show their locations on the UMAP

lane in Fig. 6 . We also separate out MS type (those S-stars with more
-rich chemistry) and SC type (those with more C-rich chemistry, 
ee Yao et al. 2017 , for a clear illustration of the progression). The
C stars all lie on the C-rich spur while the MS stars lie in the O-rich
rescent. Although they are distributed across the entire crescent, 
here are a number of o v erdensities, particularly on the underside
f the crescent, and also crucially on the small island identified in
ig. 2 . We reason that the o v erdensity of S-stars along the underside
f the crescent is due to ZrO in these stars which lies at the same
ocation in the spectrum as TiO ε( �ν = −1). Van Eck et al. ( 2017 )
how a series of spectra with increasing C/O where the TiO features
eaken but the absorption at 940 nm stays quite constant due to the

ncreasing contribution of ZrO. We have also indicated those stars 
lassified in SIMBAD as emission line objects (presumed mostly 
rom the identification of H α and other Balmer lines, but this is a
eterogeneous set) but these appear to be indistinguishable from the 
ulk of the stars. 

Furthermore, we have obtained 10 000 C stars from SIMBAD 

Wenger et al. 2000 ) and found 805 matches in our data set. These
re also displayed in Fig. 6 . The majority live along the C-rich spur
ith a few in the O-rich crescent. The median spectrum of the objects

misclassified’ by us as O-rich is shown in the lower panel of Fig. 6 .
t is not clear what the exact nature of these misclassified stars is
ut one can clearly see the TiO absorption at ∼ 850 nm so we are
nclined to classify them as O-rich. 

.6 Supervised classification 

s BP/RP spectra are only available for stars with G < 17.65,
tilizing the BP/RP classifications alone would remo v e man y highly-
xtincted stars. From the work of Lebzelter et al. ( 2018 ) it is clear
roadband optical and infrared photometry can be used ef fecti vely to
eparate O-rich and C-rich sources. We use the previous classifica- 
ions to train a gradient-boosted random forest classifier (XGBoost, 
hen & Guestrin 2016 ). Due to the imbalance of the data set, we use
eights inversely proportional to the number of each class in the data

et. We have found the best performance is obtained using ( J − K s ,
 BP − G RP , G − G RP , Period, � G RP ), where � G RP is computed from
td dev mag rp (see Appendix B ). We limit ourselves to consid-
ring stars with high-quality 2MASS photometry ( ph qual = ‘A’)
MNRAS 521, 2745–2764 (2023) 
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M

Figure 7. Supervised classification schemes: the left panel shows the 
confusion matrix for the application of XGBoost to the classification of 
O/C-rich stars from photometric colours, periods, and amplitude. We report 
the number and other statistics described in the text. The central panel shows 
two other optical and infra-red photometric spaces for separating O/C-rich 
stars. The blue and orange clouds show the O-rich and C-rich spectroscopic 
classifications with the contours containing 80 per cent of each data set. The 
grey line shows the best linear separation between the two classes. 
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nd a low fraction of blended/contaminated BP and RP observa-
ions ( phot bp/rp n contaminated/blended transits /
hot bp/rp n obs ≤0.1) (Riello et al. 2021 ). The resulting fea-

ure importance is (0.19, 0.52, 0.13, 0.14, and 0.03). We also
tore the classification probabilities from XGBoost. We give the
esulting confusion matrix in the left panel of Fig. 7 where we
uote the total numbers of correct and incorrect classifications,
he true positive, true negative, false positi ve, and negati ve rates
all normalized by the number of true classifications) and the
ositi ve predicti ve v alue (PPV, positi ve predicted as positi ve), the
e gativ e predictiv e value (NPV, ne gativ e predicted as ne gativ e),
he false disco v ery (FD) rate (ne gativ e predicted as positive), and
he false omission (FO) rate (positive predicted as ne gativ e, all
ormalized by the number of predictions made). Here ‘positive’
s a C-rich classification. For the identification of C-rich stars, the
alse disco v ery rate (related to the purity of the sample) of the C-
ich predictions is the most important. Here, we find 5 . 8 per cent .

e further only lose FN = 3 . 4 per cent of genuine C-rich stars so the
ompleteness is also high. As the number of O-rich stars o v erwhelms
-rich stars, the purity of the O-rich sample (PPV) is very high

99 . 8 per cent ). The classifier metrics are weak functions of G
aking their extrapolation to the fainter stars without BP/RP spectra 

alid. 
We further inspect previously employed classification schemes

ased on optical and near-infrared data. As already evidenced in
ig. 2 , the Wesenheit colour–colour indicator from Lebzelter et al.
 2018 ) performs well to separate O-rich and C-rich even for non-
NRAS 521, 2745–2764 (2023) 
MC stars. We display the projection in the central panel of Fig. 7 .
e perform a simple linear support vector machine classification

n the W RP, BP-RP − W Ks , J − Ks versus period space for the same
ample of data used in the XGBoost models. The projection does
erform well for low periods but for high extinction, the O-rich
tars enter into the low-extinction C-rich region leading to high false
isco v ery rates/contamination in any C-rich sample (FD is around
5 per cent for E ( B − V ) > 3). Ho we ver, this space is appropriate
or removing C-rich stars from an O-rich sample. Restricting to
 b| � 5 deg largely remo v es the highly-reddened sources. Although
e do not have access to the OGLE photometry for the majority
f our sample, as the BP/RP spectra co v er the entire range of the
GLE V and I bands we can use them to simulate what OGLE
ould see (De Angeli et al. 2022 ). We use the filters from the SVO
lter service (Rodrigo, Solano & Bayo 2012 ; Rodrigo & Solano
020 ) and sum the BP/RP spectra on the wavelength grid reported
or the filter. A cross-check for those stars with measured OGLE
hotometry demonstrates this procedure performs reasonably well
ut there are large uncertainties, particularly for faint V . We display
he resulting distribution in the right panel of Fig. 7 . It largely
esembles the W RP, BP-RP − W Ks , J − Ks versus period projection but
lightly rotated. For this reason, a linear support vector classifier
erforms similarly and suffers the same issue with highly-reddened
tars. 

 VA LI DATI ON  O F  T H E  CLASSI FI CATI ON  

CHEME  

n Fig. 8 we display the on-sky distributions of the O-rich and C-rich
ong-period variable stars based on our unsupervised and supervised
chemes. We see that in agreement with previous works the Galaxy
s dominated by O-rich variables and the C-rich variables are biased

ore towards the outer Galactic disc. We also note the comparative
xcess of C-rich variables in the Small Magellanic Cloud and the
agittarius dwarf spheroidal galaxy. We also notice the Galactic
ulge contains some C-rich stars – we will return to this later. Our
lassification seems to agree with previous work indicating the bulk
f long-period variables in the Milky Way are O-rich and the relative
raction of C-rich variables increases in the outer disc (Blanco et al.
984 ; Ishihara et al. 2011 ). 
We further validate our classification procedure by comparison

o previously employed schemes based on colour–colour infrared
hotometry diagrams. We perform cross-matches of the sample with
P/RP spectra classifications to GLIMPSE, MSX, AKARI, WISE,
nd 2MASS (using a 1 arcsec crossmatch radius except for AKARI
here we use 3). We apply the four-band zero-point corrections to the
ll-WISE data listed at https:// wise2.ipac.caltech.edu/docs/ release/ 
eo wise/expsup/sec2 1civ a.html . In Fig. 9 we show five commonly
mployed colour–colour diagrams and display our classified objects.
e further o v erlay the set of dusty AGB models from Sanders et al.

 2022b ). The AKARI projection has been advocated by Ishihara
t al. ( 2011 ) and Matsunaga et al. ( 2017 ), the WISE diagram by
ian et al. ( 2014 ), the WISE/2MASS diagram Suh & Hong ( 2017 ),

he GLIMPSE diagram by Groenewegen & Sloan ( 2018 ), and the
SX/2MASS diagram by Lewis et al. ( 2020a ) and Lewis et al.

 2020b ). Clearly in all but the GLIMPSE diagram, our classification
roduces two distinct clusters of points. In the GLIMPSE diagram,
here is a low number of C-rich sources and also the extinction acts
o make stars bluer in ([5.8] − [8.0]). We run a linear support vector
achine classifier in each colour–colour space, balancing each class

sing weights inversely proportional to their number in the data
et. Abo v e each panel of Fig. 9 we give the false positive, false
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Figure 8. On-sky distribution in Galactic coordinates of the unsupervised classifications based on BP/RP spectra (top row) and the supervised classifications 
using photometry. The left panels are O-rich classification whilst the right are C-rich. 

Figure 9. Infrared colour–colour diagrams with the classified O-rich (blue) and C-rich (orange) high-amplitude LPVs. The contour contains 80 per cent of 
each set. The lines are sequences of dusty O-rich and C-rich models. The grey region shows the best linear support vector classifier for separating O-rich and 
C-rich. We report the false positive (FP, percentage of O-rich stars classified as C-rich), false ne gativ e (FN, percentage of C-rich stars classified as O-rich), false 
disco v ery (FD, percentage of stars classified as C-rich that are O-rich), and false omission (FO, percentage of stars classified as O-rich that are C-rich) abo v e 
each plot. The small arrow is the extinction vector direction using the results from Fritz et al. ( 2011 , the photometry is not dereddened) and the grey errorbar is 
the median uncertainty in the photometry. 
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e gativ e, false disco v ery, and false omission percentages of the C-
ich classifications i.e. the fraction of ‘true’ O-rich stars classified 
s C-rich, the fraction of ‘true’ C-rich stars classified as O-rich, 
he fraction of C-rich classifications that are ‘truly’ O-rich and the 
raction of O-rich classifications that are ‘truly’ C-rich. Both the 
KARI/2MASS ([9] − [18]) versus ( J − K s ) space (advocated by 
atsunaga et al. 2017 ) and the MSX/2MASS ([ A ] − [ E ]) versus

[ K s ] − [ A ]) space (advocated by Lewis et al. 2020a , b ) produce
ood separations of the populations with false positive rates for O- 
ich and C-rich classification of around 5 per cent . The other diagrams 
re typically poorer due to the o v erlap in O-rich and C-rich stars in
he bluer parts of the diagrams suggesting the differing circumstellar 
ust is the primary driver for the separation in these diagrams and
hen it is absent, there is limited photometric difference between the
opulations. The reported statistics for each colour–colour diagram 

o not reveal the true efficacy of each colour–colour diagram as they
re biased towards those Mira variables that are optically detected 
n Gaia . This naturally misses very red sources possibly highly
mbedded in circumstellar dust. Such sources are preferentially C- 
ich, so we would typically expect more C-rich sources from an
nfrared catalogue. This suggests e.g. the false-positive rate for the 
-rich classification that we report is an optimistic (under-) estimate. 
o we ver, from the models, it is evident that the redder sources

re more easily distinguishable suggesting that even with redder 
-rich sources in our sample, the false-positive rate for the O-rich
MNRAS 521, 2745–2764 (2023) 
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 POTENTIAL  C - R I C H  BA R -BU LG E  MEMBERS  

e close this work by addressing some of the questions raised in the
ntroduction, namely, how many C-rich stars are there in the Galactic
ulge and what is their nature. Fig. 8 has already demonstrated
hat there is a low number of stars classified as C-rich from the
P/RP spectra. We first restrict to those stars with semi-amplitudes
etween 0.6 and 2 to remo v e an y semire gular variables and an y
purious high amplitudes due to aliasing (see Appendix B ). We
dentify reliable spectroscopic C-rich stars as those lying on the
-rich spur from Fig. 2 and that have supervised cross-validated
lassification probabilities of being C-rich of > 0.9. We remo v e
otential young stellar object contaminants ensuring no stars have G

5log 10 (100/( 
 − 3 σ
 

)) > 2.5( G BP − G RP ) − 5 and also restrict
o stars with Gaia DR3 classification probabilities > 0.5 or those
lassified as ‘SYST’. For this subset, we have generated 100 samples
rom the BP/RP coefficient covariance matrix and run them through
he unsupervised classifier. If any of the per-star samples is classified
s O-rich we remo v e the star from the sample. For the photometric
-rich candidates, we ensure similar criteria but also ensure any star

s not spectroscopically classified as O-rich. In this way, we end up
ith 2018 and 2687 spectroscopically and photometrically classified
-rich Mira variables respectively across the entire sky. 
We display these samples in the top left panels of Fig. 10 as

iewed from the Galactic North Pole. We have assigned approximate
istances to the stars using the Wesenheit W Ks , J − Ks = K s − 0.48( J
K s ) versus period relation for those stars within 10 deg of the LMC

s shown in the top right panel of Fig. 10 . The extinction coefficient
s appropriate for the Galactic bulge (Nishiyama et al. 2009 ; Fritz
t al. 2011 ; Alonso-Garc ́ıa et al. 2017 ; Sanders et al. 2022a ). Note the
elatively tight relation followed by the LMC stars giving confidence
n our amplitude cut for isolating only those stars on the Mira
ariable sequence (W ood 2000 ). W e have fitted the linear relation
 Ks , J − Ks = −4.5(log 10 ( P /d) − 2.3) + 10.7 by-eye to these stars and

se the distance modulus of 18.477 for the LMC (Pietrzy ́nski et al.
019 ). From the Galactic distributions, it is evident that there are
oth spectroscopically and photometrically identified C-rich Mira
ariables within the Galactic disc and the Galactic bar -b ulge. We
lso see a clump of stars associated with the Sgr dwarf spheroidal
alaxy. In both samples, it appears there is a truncation in the radial
istribution inside a radius of ∼ 5 kpc which may correspond to the
orotation of the bar. Inside this radius, we observe an approximate
arred structure aligned at approximately 20 deg with respect to the
ine-of-sight (in agreement with other observations, e.g. Wegg &
erhard 2013 ; Simion et al. 2017 ). 
We isolate stars consistent in projection with bar -b ulge member -

hip as | � | < 20 deg and | b| < 20 deg . These are shown as black
oints in the top right panel of Fig. 10 . We see three peaks in
 Ks , J − Ks – a foreground disc population, a bulge population and

he Sgr stars. The separation between the bulge and Sgr peak
s not particularly clean possibly due to background disc stars.
nterestingly, the mean period is smallest in Sgr and largest in
he foreground population. We will discuss this further below. We
lso display the C-rich Mira variables stars from Matsunaga et al.
 2017 ) using their infrared photometry and the symbiotic star from

iszalski et al. ( 2013 ). We isolate the Galactic bulge population
s �s = | s − s 0 | < 3 kpc where s 0 is the distance to the Galactic
entre. This region is shown in the left panels of Fig. 10 . There are
6 spectroscopically and 269 photometrically-identified C-rich stars
n this region. In the lower right panel of Fig. 10 we show the median
pectrum of these stars – it is evident that they are predominantly
NRAS 521, 2745–2764 (2023) 

-rich. 
p  
In the lower row of Fig. 10 , the velocities of the C-rich stars in
he on-sky bar -b ulge region are shown where the members of Sgr
re visible. We also display the transverse velocity distributions of
he two samples. Fitting a Gaussian to the photometric sample we
nd dispersions of 132.9 and 95 . 1 km s −1 in the longitudinal and

atitudinal directions, respectively (the proper motion uncertainties
re of order 10 km s −1 so unimportant here). These dispersions
re very similar to what is observed for the red clump giant stars
Sanders et al. 2019 ). Also, the distrib utions ha ve limited evidence
f substructure. This then suggests that the C-rich stars are drawn
rom approximately the same population as the red clump giant stars
nd more generally the bulk bar-bulge population. 

.1 C-rich bar-bulge member scenarios 

n the introduction we highlighted three possible reasons for C-rich
ar -b ulge stars: (i) there is recent (metal-poor) star formation in the
alactic bar -b ulge, (i) they are accreted metal-poor stars, or (iii) the
-rich stars are formed primarily through binary interaction. These

hree scenarios are shown schematically in Fig. 11 . We discuss the
vidence for each scenario in turn. 

.1.1 In situ bar -b ulge star formation 

he formation of C-rich stars through dredge-up is easier at lower
etallicities as less carbon is required to counteract the already

resent oxygen. Lower mass stars have weaker dredge-up episodes
eaning C-rich star production is a function of both mass and
etallicity. Fig. 8 from Boyer et al. ( 2013 ) shows that the upper

imit in age at a given metallicity for the formation of C-rich stars is
iven approximately by 

log 10 
τC 

Gyr 
≈0 . 95 − exp (1 . 3( [Fe / H] −0 . 35) + 0 . 8( [Fe / H] + 0 . 6) 3 ) , 

(3) 

s depicted in Fig. 11 . This means at metallicities of ∼ −2 dex , C-
ich stars can be as old as ∼ 8 Gyr suggesting that C-rich bar -b ulge
tars could be remnants from the very earliest metal-poor phase
f the bar -b ulge region. Ho we ver, the oldest C-rich Mira variables
ill also have the shortest periods. From C-rich Mira variables

n the solar neighbourhood, Feast, Whitelock & Menzies ( 2006 )
oncludes stars with log 10 P ≈ 2.62 have ages of ∼ 2 . 5 Gyr which
ould correspond to masses of ∼1.6 M �. A compilation of literature

esults (Wyatt & Cahn 1983 ; Feast & Whitelock 1987 ; Eggen 1998 ;
east & Whitelock 2000 ; Feast et al. 2006 ; Feast & Whitelock
014 ; Catchpole et al. 2016 ; L ́opez-Corredoira 2017 ; Grady et al.
020 ; Nikzat et al. 2022 ; Sanders et al. 2022b ) suggests a simple
pproximation for the Mira variable period–age relation of τ ≈
.5(1 + tanh ((330 − P /d)/250)) although recent theoretical relations
Trab ucchi & Mowla vi 2022 ) predict younger ages at fixed period.
t is likely there is some metallicity dependence to the period–age
elation for the Mira variables (Trabucchi & Mowlavi 2022 ) but this
s unlikely to make the ages at fixed periods significantly older than
his. Utilizing this relation, our sample of C-rich stars with 2.45 <
og 10 P /d < 2.75 have ages between 1.7 and 7 . 7 Gyr as shown by the
and and the full distribution in Fig. 11 . 
Early investigations of the bar -b ulge star formation history con-

luded that it was predominantly an early ∼ 10 Gyr old burst (Zoccali
t al. 2003 ). Ho we ver, e vidence from the spectroscopic study of main-
equence turn-off stars (Bensby et al. 2013 ) has pointed towards a
mall fraction of younger ( ∼ 3 Gyr ) stars. This younger minority
opulation is supported by proper-motion-cleaned colour-magnitude
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Figure 10. C-rich Mira variables within the Galactic bulge – panels (i) and (ii) show the view from the Galactic North Pole of those high-amplitude ( > 0 . 6 mag ) 
stars (i) spectroscopically and (ii) photometrically classified as C-rich. The vertical line is at the Galactic centre distance and the small tilted line is at an angle 
of 20 deg . Panel (iii) shows the Wesenheit magnitude W Ks , J − Ks = K s − 0.48( J − K s ) against period for spectroscopically identified C-rich stars within 10 deg 
of the LMC (blue dots) and then those within | � | < 20 deg and | b| < 20 deg both spectroscopically (large black) and photometrically (small black) identified. 
The hexagon is the symbiotic C-rich star from Miszalski et al. ( 2013 ) and the circles are the C-rich Mira variables identified by Matsunaga et al. ( 2017 , using 
their mean photometry). Panel (iv) shows stars in this region coloured by Galactic latitude proper motion with the Miszalski et al. ( 2013 ) and Matsunaga et al. 
( 2017 ) stars also plotted. The histograms in panels (v) and (vi) show the transv erse v elocity distributions of stars in this region within 3 kpc of the Galactic centre 
(dashed is photometric identifications) with the best-fitting Gaussians to the photometric identifications in green. Panel (vii) gives the median BP/RP spectrum 

(with ±1, 2 σ brackets) for the spectroscopic C-rich bulge identifications. 
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iagrams (Bernard et al. 2018 ) and corroborated by further age 
ndicators (as discussed by Nataf 2016 ). In Fig. 11 we show the
ge-metallicity relation derived by Bernard et al. ( 2018 ) along with
he star formation history they infer. We see that although there is
 weak tail of star formation in the bar -b ulge that extends to more
ecent times, the bar -b ulge has enriched to on average supersolar
etallicities by this time. The typical metallicity dispersion at each 

ge is not well characterized, but from the results of Bernard et al.
 2018 ) 0 . 2 dex is a reasonable value. We can estimate the fraction of
-rich stars within the Mira variable star population using 

N C 

N total 
= 

∫ t max 

t min 

∫ ∞ 

−∞ 

d Z d t  ( t) N ( Z | Z b ( t) , 0 . 2) � ( τC ( Z ) − t) , (4) 

here ( t ) is the star-formation history and N ( Z| Z b ( t) , 0 . 2) is a
aussian with mean Z b ( t ) tracing the age-metallicity relation of the
ar -b ulge and dispersion 0 . 2 dex (both shown in Fig. 11 ). t min =
 . 07 Gyr and t max = 8 . 48 Gyr are the minimum and maximum ages
orresponding to the observed period spread (2.4 < log 10 P < 2.8).
 ( x ) is a Heaviside step function (e v aluating to 1 for x > 0 and 0

therwise). This equation assumes that all stars are Mira variables 
or a similar time irrespective of the period. Although the TP-AGB
hase is shorter for more massive stars, a higher fraction of this time is
pent pulsating in the fundamental mode, so the relationship between 

ira variable lifetime and mass is not simple (Trabucchi et al. 2019 ).
urthermore, we are assuming the two fields inspected by Bernard 
t al. ( 2018 ) are representative of the entire bar -b ulge region. Using
his relation, we find N C / N total ≈ 1 × 10 −4 . In the spectroscopically-
lassified sample, we have N C / N total ≈ 3 × 10 −3 . This theoretical
alculation is slightly sensitive to the poorly-constrained low star- 
ormation rate tail. Reasonable variations consistent with the star 
ormation history from Bernard et al. 2018 typically produce a factor
f two variation in N C / N total and to produce N C / N total ≈ 3 × 10 −3 

equires star formation histories strongly inconsistent with Bernard 
t al. ( 2018 ). This then suggests that the star-formation history of the
ar -b ulge cannot explain the C-rich stars we observe. Furthermore,
n the single-star model (blue line) the C-rich stars are predominantly
kewed to younger ages/longer periods such that N C / N total ≈ 5 × 10 −9 

or 2.4 < log 10 P /d < 2.6 and the model would also predict significant
umbers of C-rich stars with log 10 P /d > 2.8. This means the full age
istribution of the C-rich Mira variables is a poor match to the data
see lower panel of Fig. 11 ). However, this calculation also shows
hat the lack of C-rich stars for log 10 P > 2.75 is putting strong limits
n the star formation in the bar -b ulge in the last ∼Gyr, while from
ig. 10 we see the local disc stars have younger C-rich members. 
The spatial and kinematic distributions suggest the C-rich pop- 

lation follows the bulk population in the bar -b ulge despite being
ounger in the in situ formation scenario. Ho we ver, the sample
f microlensed dwarfs from Bensby et al. ( 2017 ) shows a similar
xtended distribution even for the young to intermediate-age stars. 
ebattista et al. ( 2017 ) argue that the spatial (and kinematic)
istributions of different age/metallicity populations are a reflection 
f the different velocity dispersions of the populations prior to bar
ormation meaning different age populations should be distinguish- 
ble spatially and kinematically but younger populations still are 
nticipated to be present at higher latitude. This line of evidence 
lone does not completely rule against the in situ scenario. Ho we ver,
MNRAS 521, 2745–2764 (2023) 
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M

Figure 11. Likely scenarios for C-rich formation in the bar -b ulge. The grey 
band shows the approximate age range of the spectroscopic C-rich candidates 
with the full distribution shown in the bottom panel. The orange-shaded region 
shows the range of age–metallicity combinations that give rise to C-rich TP- 
AGB production (Boyer et al. 2013 ). The blue band shows the ±1 and 3 σ of 
the age–metallicity relation for the Galactic bar -b ulge corresponding to the 
bar -b ulge star formation history shown in the top panel (Bernard et al. 2018 ). 
The pink line is an example age–metallicity relation for a dwarf galaxy that 
may have hypothetically merged into the bar-bulge. The horizontal leftwards 
arro w sho ws the approximate shift in remaining stellar age for the merger 
of two 0 . 7 M � stars – in this way, binary interaction can produce old C-rich 
stars. The bottom panel shows the predictions from the single-star scenario 
in blue, and three binary scenario variants in black labelled by the width of 
the blue straggler mass distribution, δM s . 
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hen combined with the predictions from the star formation history,
he in situ star formation scenario is difficult to reconcile. 

.1.2 Accreted metal-poor population 

e hav e observ ed that the bar -b ulge population reaches too high
etallicity at too early an epoch to explain the C-rich population

bserv ed. The ne xt natural e xplanation is to invoke a more metal-
oor star formation environment which subsequently merged into the
ar -b ulge re gion. F or e xample, we hav e dra wn a purely hypothetical
ge-metallicity track for a dwarf galaxy on Fig. 11 . A very ancient
erger such as the suggested Kraken/Heracles (Kruijssen et al. 2020 ;
orta et al. 2021a ) would lack C-rich stars, and the dwarf must have
een accreted in the last ∼ 5 Gyr . The Sgr dwarf galaxy is a likely
andidate here. The lower right panel of Fig. 10 shows all stars
n the bar -b ulge region of the sky coloured by proper motion. The
gr dwarf is visible in proper motions with the suggestion there
re other C-rich stars along the stream north of the Galactic plane.
o we ver, these stars are all at much further distances. The C-rich
ar -b ulge members are morphologically neither similar to the Sgr
istribution, nor do their kinematics suggest any association with
NRAS 521, 2745–2764 (2023) 
gr. Another merger event that is perhaps more radial and more
hase-mixed than Sgr is required. Inspecting Fig. 10 we see that
n average the C-rich bar-bulge stars are longer period, or younger,
han their counterparts in both Sgr and the LMC (the bar -b ulge
opulation has a mean of log 10 P = 2.6, while the LMC and Sgr
ave 2.51 and 2.55, respectively). This then requires us to invoke
 slightly peculiar star formation history for this suggested dwarf
alaxy where there is only significant star formation recently. The
roblem is exacerbated if the dwarf galaxy is more metal-poor than
gr and LMC. Furthermore, the minimum period of the bar -b ulge
-rich Mira variables is also longer than that of the Sgr and LMC
ira variables. If we assume each group represents an approximately
ono-metallicity population, Fig. 11 shows that a longer period
inimum suggests a more metal-rich population. This suggests the

rogenitors of the bar -b ulge C-rich Mira variables are more metal-
ich than Sgr and LMC giving further evidence against an accreted
opulation explanation. As discussed when considering Sgr, the
patial distribution (both on-sky and in three-dimensional) and the
inematic distributions do not giv e an y suggestion of being distinct
rom the broader bar -b ulge population. Therefore, while there likely
xist some merger configurations and star formation histories that
ould reproduce all observational constraints, the merger scenario
xplaining a significant number of the observed bar -b ulge C-rich
ira variables does seem improbable. 

.1.3 Binary channels 

n addition to the single star channels, C-rich stars can form through
 binary channel. Binary mass transfer increases the mass of the
econdary potentially to the extent that it is of high enough mass to
ater become a C-rich star. In extreme cases, a stellar collision can
pproximately double the mass of a star. If the primary companion
s itself a C-rich star, then it may require lower mass transfer to
ake the secondary C-rich. In Fig. 11 we show the shift in apparent

ge produced by the merger of two ∼ 12 Gyr old 0.7 M � stars
assuming τ ∝ M 

−2.5 ). At metallicity ∼ −0 . 5 dex this change in
ass is sufficient to bring the star into the C-rich formation region.
hese binary products would first appear as blue straggler stars before
 ventually e volving to C-rich stars through dredge-up. 

The production of C-rich Mira variables in old environments
s evidenced by the presence of a C-rich Mira variable in the
lobular cluster Lyng ̊a 7 (Feast, Menzies & Whitelock 2013 ). Its
adial velocity is consistent with membership of the globular cluster
lthough the Gaia DR3 proper motion measurement is inconsistent
ossibly due to contamination in the cluster environment (there are
wo nearby sources with only two-parameter astrometric solutions).
east et al. ( 2013 ) hypothesized that this star was formed through

he collision/merger of two ∼0.8 M � stars producing a blue straggler
tar which subsequently evolved to be a C-rich Mira variable. There
s the suggestion that ∼ 27 per cent of bar -b ulge stars were formed in
lobular clusters (Horta et al. 2021b ) such that it is possible any blue
tragglers in the bar -b ulge are in fact the result of cluster evolution.
o we ver, the typical time-scale for blue stragglers to survive is
1 Gyr meaning we will only be sensitive to cluster evolution

roducts that formed in a cluster that very recently dissolved. None of
he identified stars appears to be associated with globular clusters (the

inimum separation relative to the Harris 2010 globular cluster list
s 0 . 35 deg for the spectroscopic classifications and 0 . 17 deg for the
hotometric classifications). Globular clusters show no correlation
etween blue straggler fraction and density (Knigge, Leigh & Sills
009 ) suggesting binary evolution rather than collisions form the
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ajority of blue stragglers in older systems. This is evidenced by 
he presence of blue stragglers in the field (e.g Carney et al. 2001 ).
omplete mergers of close binary systems, rather than collisions in 
ense environments, are also a subdominant channel with old clusters 
roducing � 20 per cent of blue stragglers via this channel (Geller, 
urley & Mathieu 2013 ; Leiner & Geller 2021 ). This suggests mass

ransfer is the dominant blue straggler production channel in old 
lusters and in particular in the field. 

Although the binary fraction is lower in denser environments 
Milone et al. 2012 ), the products of binary evolution have been
bserved in the bar -b ulge. Clarkson et al. ( 2011 ) disco v ered ∼30 blue
traggler bar -b ulge members using proper -motion-cleaned colour - 
agnitude diagrams and photometric lightcurves in the Hubble 

pace Telescope SWEEPS field. They optimistically classify 29 −37 
tars as blue stragglers and more conserv ati vely 18 −22 depending
n the assumption of a young bar -b ulge population. There is also
vidence of carbon-enhanced metal-poor stars and CH stars in the 
ar -b ulge, although potentially at a lower fraction than the local
isc fraction possibly due to the binary fraction variation with 
etallicity or density (Arentsen et al. 2021 ). Azzopardi et al. ( 1988 )

nd Azzopardi et al. ( 1991 ) disco v ered a series of C-rich giant stars
owards the bar -b ulge that are too faint to be AGB stars so are likely
roducts of binary evolution that could go on to be C-rich Mira
ariables. 

Recently, Marigo et al. ( 2022 ) has studied the occurrence of C-
ich TP-AGB in open clusters using the more reliable membership 
robabilities now possible using Gaia . They concluded that for the 
ntermediate age ( ∼ 1 . 5 Gyr ) clusters NGC 7789 and NGC 2660, the
ingle star channel produces ∼10 − 1000 more C-rich TP-AGB stars 
han the binary channel (by anchoring to the observed number of blue
tragglers in each cluster). Following the calculation in Marigo et al. 
 2022 ), we can relate the observed number of blue stragglers in the
ar -b ulge to the expected number of C-rich Mira variables as 

N C 

N BSS 
= 

∫ 
d Md t d Z ( t ) p ( Z) τMira ( M) p ( M| t) � ( τC ( Z) − τ ( M)) ∫ 2 . 11 M �

1 . 41 M � d M d t ( t) τMS ( M ) p( M | t) 
(5) 

here p( Z) = N ( Z| Z b ( t) , 0 . 2). The integration ranges in the
umerator co v er all valid Z and t (up to ∼ 13 Gyr ) and from the main
equence turn-off mass up to infinity for M . In the denominator,
e again consider all valid t but restrict to only considering blue-

tragglers with masses 1.41 < M / M � < 2.11 as Clarkson et al. ( 2011 )
eports only being sensitive to these blue stragglers. We assume the 
elationship between main sequence age and mass is simply τ ( M) ≈
0 Gyr ( M/M �) −2 . 5 . τMira ( M ) is the approximate lifetime of the Mira
hase which we assume is a constant 0 . 2 Myr based on the results
rom Trabucchi et al. ( 2019 ). p ( M | t ) is the probability of producing a
lue straggler of mass M in a population of age t . Both Leiner & Geller
 2021 ) and Jadhav & Subramaniam ( 2021 ) provide estimates for
his distribution in terms of the mass in excess of the main sequence
urn-off mass, δM , based on results from Gaia for clusters. We fit
n approximate half-Gaussian centred on zero to these distributions 
the plotted 7 Gyr distribution from Leiner & Geller 2021 and Table 
 from Jadhav & Subramaniam 2021 for the 9.75 − 10 log(age) 
lusters] finding a standard deviation of δM s ≈ 0.5 M �. Assuming a
onstant remaining blue straggler lifetime τMS ( M ) with mass M , we
nd this calculation yields N C /N BSS = 5 . 4 × 10 −5 / ( τMS / Gyr ). The

argest uncertainty arises from the remaining blue straggler lifetime. 
einer & Geller ( 2021 ) consider several models for binary mass

ransfer finding the L2/L3 o v erflow model produces the best match
o the cluster blue straggler distribution although not completely 
eproducing all features. For an old 7 Gyr population, the remaining 
ain sequence lifetime from this model ranges from 400 Myr to 
 Gyr depending on the mass ratio. We adopt τMS ≈ 1 Gyr giving 
 C / N BSS = 5.4 × 10 −5 but note a factor ∼2 uncertainty in this
umber. 
To compare with the number of blue stragglers found by Clarkson

t al. ( 2011 , N BSS, C11 ) we normalize by the respective stellar masses
ontained in the two areas considered: 

A SWEEPS 

A Bar−Bulge 
= 

∫ � SWEEPS + �� 

� SWEEPS −�� 
d � 

∫ b SWEEPS + �b 

b SWEEPS −�b 
d b d � cos b ρ( �, b ) ∫ � max 

−� max 
d � 

∫ π/ 2 
b min 

d b d � cos b ρ( �, b ) 
(6) 

here ρ( � , b ) is the bar -b ulge density profile approximated as an
xponential in � and b with scalelengths of 3 . 5 deg and 1 . 3 deg ,
espectiv ely (We gg & Gerhard 2013 ). The density profile is in-
egrated from −� max = −20 to � max = 20 deg in � and for b >
 min = 1 deg as extinction reduces the density of BP/RP C-rich
etections from Gaia below this latitude. This calculation gives 
 SWEEPS / A Bar-Bulge ≈ 3.5 × 10 −5 . Expanding to the full bar -b ulge
ives A SWEEPS / A Bar-Bulge ≈ 1.5 × 10 −5 i.e. 2.3 times more C-rich
tars whereas we find ∼5 times more stars. This might reflect
ore contamination in the photometric samples or an inappropriate 

ensity law employed for the low-latitude regions. We estimate the 
xpected number of bar -b ulge spectroscopic C-rich Mira variables as
 C = N BSS, C11 ( N C / N BSS )/( A SWEEPS / A Bar-Bulge ) ≈ 44. This very nicely
atches the 56 observed spectroscopic C-rich Mira variables but as 

iscussed the uncertainty on the estimate is probably around a factor
 −3 as we can vary the blue straggler mass distribution (as discussed
elow), the remaining main sequence lifetime of blue stragglers, 
he lifetime of Mira variable stars and the specifics of the density

odelling. 
The advantage of this channel relative to the in situ formation

hannel described in Section 4.1.1 is that the peak of the predicted
eriod distribution shifts to lower periods. We compute the expected 
eriod distribution by not integrating over M in the numerator of
quation ( 5 ) to find the blue straggler mass distribution. We convert
his mass distribution into ef fecti ve age ( τ ≈ (10 Gyr )( M/M �) −2 . 5 )
nd period distributions as shown in Fig. 11 using the relation given
n Section 4.1.1 and the appropriate Jacobians. The mode of the
istribution is log 10 P ≈ 2.70 with width 0 . 05 dex . As shown in the
ower panel of Fig. 11 , this is not a particularly good match to
he data which has median log 10 P of ∼2.61 and width 0.07. The
ocation of the peak period is a balance of increased mass to produce

ore C-rich stars at fixed metallicity while keeping the mass low
nough to not o v erly bias towards longer period (younger) stars. It
s the lower mass blue-stragglers that contribute to the lowering of
he period distribution so to produce a lower mean period we must
arrow the blue straggler mass distribution width, a not unreasonable 
uggestion considering the uncertainties and the use of a perhaps 
nappropriate p ( M ) based on cluster stars. When we narrow the
tandard deviation of p ( M ) to δM s = 0.13 M � as shown in Fig. 11 ,
e produce a high ef fecti ve age (shorter period) peak from the blue

traggler stars with masses greater than the turn-off mass, along 
ith a broader low effective age (longer period) peak from stars
ith masses around the turn-off mass that approximately resembles 

he single-star distribution discussed in Section 4.1.1 . Seeking a 
ompromise we set the standard deviation of the p ( M ) distribution as
M s = 0.23 M � (solid black line in Fig. 11 ) and find a better match
o the data with the mode of the distribution at log 10 P ≈ 2.64 with
idth 0 . 09 dex . This choice reduces the expected number of C-rich
ira variables to around 20 but again the other uncertainties are

arge. 
MNRAS 521, 2745–2764 (2023) 
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We have demonstrated that the binary channel can reproduce
he observed number of C-rich Mira variables under reasonable
ssumptions and that it provides a better match to the period
istribution than the single-star channel. Furthermore, of the three
onsidered scenarios, the binary channel scenario is perhaps most
onsistent with the observation that both the spatial and kinematic
istributions of the C-rich stars are very similar to that of the red
lump giant stars in the Galactic bar -b ulge. The red clump star
istribution predominantly traces the properties of the bar -b ulge
or stars formed around the peak of star formation with a small
ias towards red clump stars preferentially being found in younger
opulations. All these lines of evidence then indicate that the bulk of
ur observed bar -b ulge C-rich Mira variable sample is likely formed
hrough binary evolution. 

 C O N C L U S I O N S  

he separation of O-rich and C-rich long-period variables is crucial
or their precision use as distance tracers and indicators of the
ge/metallicity of stellar populations. Here, we have demonstrated
he power of the Gaia BP/RP spectra for this task. Using a simple
nsupervised approach based on the UMAP algorithm, we have nat-
rally identified two broad groups of spectra that are associated with
-rich and C-rich objects. We have discussed how the unsupervised

pproach can be used to learn about the nature of the stars beyond
heir simple O/C separation, in particular how we can find some
-stars and also emission line objects that are possibly symbiotic.
e have demonstrated how utilizing the information from the entire

pectrum offers an impro v ement in the classification o v er simpler
iagnostics. Our classification scheme has been further validated on
he basis of infrared colour–colour diagrams and we have shown
hat a supervised scheme using Gaia and 2MASS photometry and
he unsupervised classifications offers an impro v ement o v er simpler
olour–colour cuts. 

Using both the spectroscopic/unsupervised and photomet-
ic/supervised classifications we have identified a small population
f C-rich stars in the Galactic bar -b ulge region. Their spatial and
inematic distributions are in agreement with other bar -b ulge tracers
uch as red clump giants suggesting they are an in situ population
ssociated with the bulk of the bar-bulge. Their production via single-
tar evolution typically produces a factor of ten too few stars than
bserved because of the bar -b ulge’s predominantly early episodes
f star formation that quickly enriches the inner Galaxy to high
etallicity. Old high metallicity populations do not form C-rich

tars. If we instead consider these stars as the products of binary
volution, we expect them to be the evolved versions of blue straggler
tars. A rather simple model of the blue straggler production in the
ar -b ulge approximately reproduces the period distribution of our
ample and the observed number of C-rich Mira variables across the
ntire bar -b ulge when referencing against the observed number of
lue-straggler stars in the SWEEPS field. This demonstrates that the
ntire population of C-rich Mira variables can be attributed to binary
volution and there is limited evidence for a significant young in-situ
r accreted population. 
Note that we have restricted our analysis to the long-period

ariables as the Mira variables are of particular interest for Galactic
nd cosmological studies. Ho we ver, our analysis is simply extended
o all stars in Gaia . Indeed it would be interesting to perform a
imensionality-reduction analysis on the entire BP/RP data set to
dentify and separate the gross stellar types but to also identify
nusual outlier groups of stars, galaxies, or quasars. 
NRAS 521, 2745–2764 (2023) 
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PPENDI X  A :  CLASSI FI CATI ON  O F  T H E  

NTI RE  GAIA D R 3  L O N G - P E R I O D  VARI ABLE  

ATA L O G U E  

n the main body of the paper, we have focused on the high-amplitude
ariable stars in the Gaia DR3 long-period variable candidates cata-
ogue. These are likely highly reliable but also contain the interesting

ira variable subset useful as a Local Group and cosmological
istance and age tracer. In this Appendix, we extend the analysis
o the entire LPV catalogue of 1 205 121 stars with Gaia BP/RP
pectra. We run the same UMAP computation described in Section 2
n the full data set and display the results in Fig. A1 . As with the high-
mplitude sample, we see two distinct regions – a crescent of O-rich
ources and a spur of C-rich sources. Again, the C-rich spur forms a
ear one-dimensional sequence corresponding primarily to variations
n extinction (as the C-rich features are only weakly sensitive to
f fecti ve temperature). Ho we ver, unlike Fig. 2 we observe the spur is
lmost two o v erlaid one-dimensional sequences which we identify as
ue to the LMC/SMC sources and the Galactic sources respectively.
he O-rich crescent is more structured than the C-rich spur due to

he combination of extinction and ef fecti ve temperature variation. If
e consider the right part of the crescent, there are three o v erdense

eatures. The right feature is composed of low extinction cooler stars
ften in the LMC/SMC while the middle sequence tends to be hotter
tars without significant spectral features and with on average higher
xtinction. The left feature appears to be due to blended/contaminated
ources as evidenced by their large ratio of the G RP standard deviation
o the equi v alent in G . As we mo v e clockwise around the crescent,
he sources are typically higher extinction but also have the tendency
o be cooler with more pronounced spectral features. The high-
mplitude Mira variables sit on the right edge of the left part of
he crescent. The directions in the UMAP diagram are awkward to
ap to physical dimensions but we have found moving across the

rescent approximately maps into temperature variation while mov-
ng around the crescent maps into extinction v ariations. Ho we ver, as
videnced by the diagram coloured by extinction, this is not a perfect
apping. 
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Figure A1. Two-dimensional UMAP projection of all Gaia DR3 long-period variable candidates. The main panel shows the counts per bin whilst each of the 
right subpanels shows the same diagram coloured by different properties. 
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PPEN D IX  B:  C O M PA R I S O N  O F  AMPLITUDE  

E A SURES  F O R  L O N G - P E R I O D  VARIABL ES  

ithin the Gaia DR3 variable star catalogues, there are multiple 
easures of the variability amplitude. As highlighted by Belokurov 

t al. ( 2017 ), the Gaia photometric uncertainties contain variability 
nformation. As they are computed as errors in the mean of the epoch
hotometric measurements, the semi-amplitude can be estimated as 

G phot = 

2 . 5 
√ 

2 

ln 10 

√ 

phot g n obs 

phot g mean flux over error 
. (B1) 

or those Gaia sources classified as variable (Holl et al. 2018 ; Ri-
oldini et al. 2019 ), the standard deviation of the epoch photometry

s reported as std dev fov g from which the semi-amplitude can
e estimated as 

G std = 

√ 

2 std dev fov g . (B2) 

urthermore, the 95th-5th percentile, trimmed 
ange mag g fov , is reported for these sources from which we
an find 

G range = 

1 

2 cos ( π/ 20) 
trimmed range mag g fov . (B3) 

inally, for those variables in the long-period variable catalogue 
Lebzelter et al. 2022 ) the semi-amplitude, amplitude , has been
stimated using a Fourier fit to the epoch photometry. We denote this
 G Fourier . This quantity is only reported if a period has been assigned

o the source. 
In Fig. B1 we show a comparison of the different amplitude
easures for the high-amplitude long-period variable sample with 
 G Fourier and 80 < P / day < 1000. In general, there is a very good

greement between the different measures. We see that for the stars
ith periods within 20 d of 190 or 380 d (troublesome periods for
aia ) � G Fourier is larger than the other measures. This is due to the

lustering of measurements around a small range of phases so any
mplitude measurement based on the data is underestimated and any 
odel fit is unconstrained o v er a wide range of phases and thus can

e o v erestimated. The amplitude measure based on the photometric
ncertainties is biased low relative to the Fourier amplitude when 
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Figure B1. Comparison of amplitude measures for Gaia long-period variable stars. Every panel shows the semi-amplitude of a Fourier fit (denoted � G Fourier in 
the text) against one of the other amplitude measures: � G std from the standard deviation of the epoch photometry in the first column, � G range from the 95th-5th 
percentile range in the second column and � G phot from the photometric uncertainties in the third column. Both rows show the same data – the lower row is a 
logarithmically-coloured histogram. The top row is scatter plots coloured by whether the period is near an alias (orange) or not (blue) in the left two rows, and by 
the ratio of the number of measurements used in the mean photometry compared to the number used in the variable star epoch photometry processing. The solid 
pink line gives the median trend. The black line is a one-to-one relation. Note sources with periods near 190 and 380 day typically hav e o v erestimated F ourier 
amplitudes and/or underestimated amplitudes using the other methods as they only measure the scatter of the available data. If a low number of photometric 
points are used in the mean photometric pipeline, the amplitude estimated from the photometric uncertainties is typically smaller than the Fourier amplitude. 
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here are fewer measurements used in the photometric pipeline
Evans et al. 2018 ) than used in the variable star processing. This is
ossibly due to the variability of these stars leading to observations
eing sigma-clipped from the photometric pipeline. 4 There is also the
uggestion that more outliers are remo v ed for sources that fluctuate
round the windowing configuration changes. However, in the main,
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he agreement between the different amplitude measures is very good.
emoving sources with periods within 20 day of 190 or 380 d we find

he median ratios � G std / � G Fourier = 1.032, � G range / � G Fourier = 1.069
nd � G phot / � G Fourier = 1.040 where we have removed sources with
he number of mean photometric measurements less than 95 per cent
he number of measurements used in the variability pipeline. 
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