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Abstract – Prostate Cancer (PC) is the leading cause of mortality among males, therefore an effective system is required for identifying 
the sensitive bio-markers for early recognition. The objective of the research is to find the potential bio-markers for characterizing the 
dissimilar types of PC. In this article, the PC-related genes are acquired from the Gene Expression Omnibus (GEO) database. Then, gene 
selection is accomplished using enhanced Particle Swarm Optimization (PSO) to select the active genes, which are related to the PC. 
In the enhanced PSO algorithm, the interval-newton approach is included to keep the search space adaptive by varying the swarm 
diversity that helps to perform the local search significantly. The selected active genes are fed to the random forest classifier for the 
classification of PC (high and low-risk). As seen in the experimental investigation, the proposed model achieved an overall classification 
accuracy of 96.71%, which is better compared to the traditional models like naïve Bayes, support vector machine and neural network.
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1. INTRODUCTION

In recent decades, PC is the growing common non-
cutaneous cancer type among men. According to the 
PC cancer agency, the death rate of PC is 2 million in 
2018 [1-2]. Currently, the gene-level treatment shows 
great attention among the clinicians that significantly 
find the normal and abnormal patterns of the patients 
[3-4]. In Gene Expression Analysis (GEA), two major 
concerns in the microarray datasets are high data di-
mension and low samples [5]. By using the minimum 
number of samples, the classification of the disease 
may lead to incorrect decisions [6-7]. To address the 
above-mentioned difficulties, feature optimization is 

included in the GEA to find the effective subsets of fea-
tures/genes [8-9]. The purpose of feature optimization 
is to identify the minimum number of feature subsets 
for attaining better classification accuracy. The conven-
tional metaheuristics-based feature optimization algo-
rithms like  Bat optimizer, cuckoo search and artificial 
bee colony, include some disadvantages like it taking 
extra processing time, and being complex to resolve 
technical and scientific concerns [10]. To overcome 
the above-stated issues, an enhanced optimization 
algorithm is proposed in this manuscript to detect PC 
at an early stage. In this work, a new supervised sys-
tem is implemented to improve the performance of PC 
detection using microarray data. Here, the PC-related 
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genes from the GEO database (GEO IDs: GSE 15484, 
GSE 21034, GSE 3325, and GSE 3998) were collected. 
The main contributions are listed below:

•	 After the collection of microarray data: GSE 15484, 
GSE 21034, GSE 3325 and GSE 3998, the gene as-
sortment is performed utilizing an enhanced PSO 
algorithm on distinct GEO IDs. To enhance the 
searching ability of traditional PSO, many methods 
are included in the conventional PSO algorithm. 
In this article, the Interval-Newton methodology 
is used for keeping a reasonable search space by 
adjusting the swarm diversity adaptively and per-
forming local search significantly. 

•	 A random forest classifier is used to classify the 
sub-classes of PC such as low-risk (non-aggressive 
PC) and high-risk (aggressive PC) after selecting 
the optimal genes. 

•	 The random forest classifier is the best choice for 
microarray data classification because it easily re-
solves the issue of unstructured or unbalanced 
data. In addition, the random forest classifier was 
utilized for solving both regression and classifica-
tion issues, because it automatically handles the 
missing values in microarray data. 

•	 The proposed model performance is related with 
the prior works in terms of error rate, accuracy, 
False Positive Rate (FPR), specificity, sensitivity and 
False Negative Rate (FNR).

The research paper is prepared as follows: A few re-
search papers in PC detection using microarray data are 
surveyed in Section 2. The description of the proposed 
method is stated in Section 3. Section 4 represents the 
comparative and quantitative study of the work. The 
conclusion of this research paper is given in Section 5.

2. LITERATURE SURVEY

In recent times, microarray-based data classification 
gained more attention among researchers, especially for 
disease classification. Presently, various research works 
are carried out for prostate disease detection utilizing 
microarray data. In this section, a brief valuation of a few 
vital contributions to the prevailing literature is men-
tioned. Kim [11] developed a new inner class-clustering 
algorithm for classifying PC into aggressive (high-risk 
PC) and non-aggressive (low-risk PC). In this literature 
paper, the developed clustering algorithm investigates 
the gene pairs with a higher ranked score, which were 
related to the biological process of PC. In the resulting 
segment, the presented algorithm attained effective 
performance related to the existing studies by means of 
Area under Curve (AUC). Sharbaf [12] developed an op-
timization-based machine-learning scheme for prostate 
and Leukemia disease detection using microarray data. 
The developed system includes a filtering approach 
for reducing the dimension of the microarray data that 
completely lessens the system complexity and search 
space-time. Then, a wrapper technique was developed 

along with an ant colony optimizer based on cellular 
learning automata for extracting the feature vectors 
from the microarray data. Finally, the features were clas-
sified by applying three classification methods such as 
naïve Bayes, k-nearest neighbour, and Support Vector 
Machine (SVM). The experimental evaluation confirmed 
that the presented scheme achieved superior results by 
means of accuracy.

Paul and Sil, [13] presented an effective gene se-
lection algorithm (Non-dominated Sorting Genetic 
Algorithm (NSGA)) for determining the biologically 
related genes for PC detection. The developed algo-
rithm includes two parameters (confusion factor and 
risk factor). Initially, determine the risk factor of every 
PC-related gene to avoid data misclassification. Then, 
the confusion factor was calculated for each gene that 
helps to identify the confusion of a gene in detection, 
due to sample closeness in the normal and cancer 
classes. The experimental investigation shows that the 
presented gene selection algorithm attained superior 
performance in PC detection using specificity, accura-
cy, and sensitivity. Elyasigomari [14] developed a new 
gene selection and classification algorithm in microar-
ray data for disease detection such as prostate, colon, 
leukemia, and lymphoma. In this research article, a 
new gene selection algorithm (cuckoo optimizer with 
a genetic algorithm) was developed to select the most 
predominant genes utilizing shuffling for better classi-
fication. After gene selection, the selected genes were 
classified by utilizing an artificial neural network, SVM, 
and Multilayer Perceptron (MP). From the experimental 
analysis, the SVM classifier attained better performance 
related to other classifiers in all the databases. 

Nguyen [15] implemented a new gene selection 
procedure (modified analytic hierarchy procedure) 
for choosing the pre-dominant gene subsets for can-
cer DNA microarray data classification. The developed 
gene selection procedure chooses the relevant can-
cer genes based on the entropy test, Wilcoxon test, 
two-sample t-test, single-to-noise ratio, and receiver 
operating characteristics curve. Then, the selected 
pre-dominant gene subsets were classified using k-
nearest neighbour, probabilistic neural network, Lin-
ear Discriminant Analysis (LDA), SVM, and MP. Gumaei, 
[16] integrated random committee ensemble learning 
and Correlation Feature Selection Algorithm (CFSA) 
for detecting PC. The experiments were performed on 
the public benchmark PC dataset by utilizing a tenfold 
cross-validation approach to analyze the developed 
method’s performance. Alshareef, [17] developed a 
Chaotic Invasive Weed Optimization (CIWO) method 
for selecting the optimum subset of features. Further, 
the Deep Neural Network (DNN) model was used for 
detecting the existence of PC. In the present manu-
script, a novel gene assortment algorithm (enhanced 
PSO algorithm) is proposed to improve PC recognition. 
Hence, the limitations and advantages of the existing 
papers are given in table 1.
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Author Advantage Limitation

Kim [11]
Developed an inner class-clustering algorithm that identifies the new 

unknown gene pairs, which effectively helps in differentiating the 
lower and higher risk cancers

The developed algorithm was only appropriate for binary 
classification that was considered as one of the major concerns

Sharbaf [12]
Implemented an optimization-based machine-learning scheme for 

prostate and Leukemia disease detection with limited computational 
complexity and search space time

The developed scheme was more applicable for structured data, but 
it showed limited results in unstructured data

Paul and Sil 
[13]

Developed an effective gene selection algorithm: NSGA that finds the 
biologically related genes for PC detection

In a few circumstances, the developed algorithm leads to class 
imbalance concerns

Elyasigomari 
[14]

Integrated  cuckoo optimizer with a genetic algorithm for early 
disease detection such as prostate, colon, leukemia, and lymphoma

The developed gene selection algorithm needs more iterations for 
achieving better results which was considered as one of the key 

concerns in this research study

Nguyen [15]
The extensive experimental investigation shows that the LDA classifier 

attained good performance in all the datasets (prostate, colon, 
lymphoma, and leukemia cancer datasets) related to other classifiers

The undertaken classifier: LDA was mainly applicable for binary 
classification not for multiclass classification

Gumaei [16] Integrated random committee ensemble learning and CFSA for early 
detection of PC However, the developed method was computationally expensive

Table 1. Limitations and the advantages of the existing papers

3. METHODOLOGY

In developing countries, PC is common cancer among 
men, which almost affects (7%) of the total population 
[18-19]. The major diagnostic tools applied for PC recogni-
tion are computed tomography, ultrasonic sound, mag-
netic resonance imaging, etc. Among these, micro-array 
data showed more attention among the researchers, be-
cause it represents the cell state at the molecular level [20-
21]. Automatic PC detection includes a few drawbacks like 
limited samples and high dimensional data. In this article, 
a new improved gene optimization algorithm and super-
vised classifier are proposed for addressing the above 
stated drawbacks. Here, a novel supervised automated 
scheme is suggested for PC identification. The work pro-
posed here contains three main stages namely data at-
tainment, gene selection, and gene classification. The 
working method for the work proposed is shown in Fig. 1. 

Initially, the PC-related genes are collected from the 
GEO dataset for automatic PC recognition. The GEO da-
taset is a publicly available dataset that contains origi-
nal submitter-supplied records such as series, platform, 
and sample. Some of the series associated with PC are 
considered in this research article such as GSE 15484, 
GSE 21034, GSE 3325 and GSE 3998. A brief discussion 
about the undertaken GEO IDs is given as follows:

Fig. 1. Working procedure of proposed work

3.1. DATA COLLECTION

•	 GSE 15484 contains a total of 54675 genes. In this 
series, the comparison of microarray data from 
prostate tumors Gleason 8 (length=27), benign 
prostate tissues (length=13), and prostate tumors 
Gleason 6 (length=25). 

•	 GSE 21034 comprises 12282 genes for 218 patients 
with metastatic or primary PC.

•	 GSE 3325 and GSE 3998 contain a total of 43419 
genes and it includes thirteen individuals with 
metastatic and benign PC samples and six pooled 
samples from metastatic and benign PC tissues.

•	 Gene selection using enhanced PSO algorithm

Once the microarray data is collected, then the gene 
selection is accomplished using an enhanced PSO al-
gorithm. Hence, PSO is a computational algorithm that 
mimics the behavior of a swarm rather than other evo-
lutionary algorithms. Initially, consider a swarm size n, 
and then every particle i is indicated as an object with 
some features. Then, the particles i population are reset 
with position Xi and velocity Vi. Besides, estimate the 
objective function Fi utilizing the input value of parti-
cles position coordinates. Each particle i tracks the po-
sition coordinates, which are related to the best fitness 
solution achieved so far which is named Pbest. Another 
best value is calculated globally by the swarms, which 
is considered as the overall best value Gbest [22]. The 
particle i velocity is indicated as Xi=[Xi1, Xi2,….Xid ], and 
the particle i location is signified as Vi=[Vi1, Vi2,….Vid ]. In 
addition, every particle i has historically best position, 
which is specified as hi=[hi1, hi2,….hid ]. The particle's best 
position is identified by using the position of neighbor-
hood particles that is specified as ni=[ni1,….Xid ]. The vec-
tors X0 and Vi are updated randomly by utilizing the 
equations (1) and (2).

(1)

(2)
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Where w is specified as inertia weight, B1 and B2 are 
stated as acceleration coefficients, and r1d and r2d are 
indicated as two randomly generated values within the 
range of [0,1] in the d dimensional space. In this article, 
an interval-newton method is included in the conven-
tional PSO algorithm to keep the reasonable search 
space by adjusting the swarm diversity adaptively and 
also to perform local search effectively. The interval-
newton approach is one of the effective approaches to 
solving a system with non-linear equations with d val-
ues. Consider F as a continuous function that has con-
tinuous partial derivatives as denoted in Eq. (3).

(3)

To solve the equation F(X) = 0, select the starting 
point X0=[X0

1, X0
2,…X0

d]. Then, apply an iterative formula 
in Eq. (3) as represented in Eq. (4).

(4)

Where J is represented as the Jacobian matrix of F, and 
then introduce the interval–newton method N(X)=J-1 
(Xn )F(Xn) in Eq. (4), which is defined in Eq. (5) and (6).

(5)

(6)

Where V0 is indicated as starting velocity, X0 is speci-
fied as starting position, Vn+1 is represented as the pres-
ent velocity of the particle i, and Xn is represented as 
the prior portion of the particle i. The interval-newton 
methodology sums the position of the particle Xn with 
present velocity Vn+1. The present velocity of particle i is 
identified by utilizing the acceleration constant and in-
ertia weight, which is mathematically stated in Eq. (7).

(7)

Where, w is denoted as inertia weight, and B is indi-
cated as acceleration constant. The gene selection af-
ter applying the enhanced PSO algorithm is denoted 
in Table 2.

Table 2. Gene selection after applying enhanced 
PSO algorithm

GEO IDs Number of genes Selected genes

GSE 15484 54675 300

GSE 21034 12282 300

GSE 3325 and GSE 3998 43419 300

3.3. GENE CLASSIFICATION

After gene selection, the classification of potential 
biomarkers is accomplished by utilizing Random For-
est (RF), which solves both regression and classification 
issues by automatically adjusting the missing values 
in microarray data. RF completely lessens the issue of 
probability density complexity. The number of trees in 
an RF is stated as an individual classifier and the out-

come of the classifier is chosen by all the decision trees. 
In this article, the tree length in the RF classification ap-
proach is fifty. The growth rule of each tree is identified 
to develop the RF classification approach. Then, the 
bootstrap samples are chosen from B for each tree in 
the forest, where B(i) is signified as ith bootstrap.

Randomly sample the micro-array data from training 
set S, where D is denoted as a dimension of input mi-
cro-array data, and S is stated as the number of training 
sets. If d(d<D), select the sub-data d from the original 
micro-array data. From the D data, the values of d data 
are randomly selected and the nodes of the classifier 
are split by utilizing the best split on the d- dimensional 
data. In RF, the trees are developed until the training 
samples are divided without pruning. The error rate in 
the RF mainly depends on two dissimilar aspects:

•	 Power of every individual tree in the forest: The 
forest error rate is diminished by increasing the 
strength of the tree.

The connection among the trees in the forest: A 
higher amount of correlation leads to a higher error 
rate. Correspondingly, the smaller correlation leads to 
a smaller error rate. The pseudo-code of the proposed 
model is stated below:

Pseudo-code of the proposed model

Input: GSE 15484, GSE 21034, GSE 3325, and GSE 3998

Output: Classification of the potential biomarkers to 
predict high and low-risk prostate cancer.

Precondition: Number of relevant genes selected by en-
hanced PSO algorithm, number of trees in the forest F, and 
the training set (x1, y1 ), (x2, y2 )..., (xn, yn ), features (genes) D

 Function RF (B, D)
     E ← ∅, ensemble
     For  i∈1,….,F do
           B(i) ← A bootstrap section of B
           ei ← Randomized tree learn (B(i),D)
           E ← E∪{ei}
     End for
     Return E
 End function
 Function Randomized tree learn (B, D)
       For every node:
           d ← minor subset of D
           Fragmented on top feature in d
       Return the obtained tree
 End function

4. ExPERIMENTAL INVESTIGATION

The proposed analysis is simulated by MATLAB tool 
(version 2018a) in this research paper. To verify the ef-
ficacy of the proposed work, the performance of the 
proposed work is related with some previous works on 
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the GEO database. The proposed work output is vali-
dated in terms of error rate, FPR, specificity, sensitivity, 
accuracy and FNR. The system configuration and the 
parameter settings are given in table 3.

Table 3. System configuration and the parameter 
settings

System configuration

Random access memory 8 GB

Hard-disk 1TB

Operating system Windows10

Processor Intel core i5

Enhanced PSO algorithm

Acceleration constant 02

Initial inertia weight 0.9

Final inertia weight 0.4

Population size 300

Random forest

Number of trees 50

Maximal depth 300

4.1. PERFORMANCE METRIC

The performance metric is described as the tech-
nique of evaluating the facts of a group or separate vari-
able's performance by means of error rate, FPR, speci-
ficity, sensitivity, accuracy and FNR. The mathematical 
formula for calculating the error rate, FPR, specificity, 
sensitivity, accuracy and FNR are represented in Eq. (8), 
(9), (10), (11), (12), and (13).

(8)

(9)

(10)

(11)

(12)

(13)

Where, TN, FP, TP and FN correspondingly indicate True 
Negative, False Positive, True Positive, and False Negative.

4.2. QUANTITATIVE INVESTIGATION

In this segment, the GEO database is applied for mea-
suring the effectiveness of the given work. In this re-
search, PC recognition is performed on a data mining 
platform for categorizing the sub-classes of PC like high 
and low-risk cancers. Here, the performance valuation 
is done with data split as 70% training and 30% test-
ing. The performance of the suggested model is given 
in Table 4 and it is evaluated by considering the perfor-

mance metrics like accuracy, sensitivity, and specificity 
for 50 iterations. Additionally, the effectiveness of the 
suggested model is compared with three present clas-
sification methods like SVM, Neural Network (NN), and 
Naive Bayes (NB). From the simulation result, the aver-
age accuracy of RF is 96.71% (combines all four GEO IDs: 
GSE 15484, GSE 21034, GSE 3325, and GSE 3998) and 
the comparative classification approaches: NN, SVM, 
and NB attains 72.78%, 85.05%, and 84.49% of accuracy. 
The average sensitivity of the RF classifier is 95.3% and 
the existing classification approaches achieve an aver-
age sensitivity of 81.28%, 87.22% and 85.27%. Similarly, 
95.58% is the average specificity of RF and the existing 
classifiers (NN, SVM, and NB) attain an average specificity 
of 62.43%, 76.92% and 82.07%. Fig. 2 shows the Graphi-
cal representation of the suggested work in terms of ac-
curacy, sensitivity, and specificity.

Table 4. Performance evaluation of the suggested 
work in terms of accuracy, sensitivity, and specificity 

with different classifiers

GEO IDs Classifier Accuracy 
(%)

Sensitivity 
(%)

Specificity 
(%)

GSE 15484

NN 66.67 67.17 68.12

SVM 72.67 80 53.33

NB 76.67 80 73.33

RF 93.33 93.34 93.32

GSE 21034

NN 72.92 79.17 66.67

SVM 87.50 91.67 83.33

NB 80.56 83.33 77.78

RF 98.11 94.89 95.33

GSE 3325 
and GSE 

3998

NN 78.75 97.5 52.5

SVM 95 90 94.11

NB 96.25 92.5 95.12

RF 98.7 97.82 98.1

Table 5. Performance evaluation of the proposed 
work by means of error rate, FPR and FNR with 

dissimilar classifiers

GEO IDs Classifier Error rate FPR FNR

GSE 15484

NN 33.33 32.19 31.13

SVM 27.67 20 46.67

NB 23.21 20 26.67

RF 13.33 17.27 23.67

GSE 21034

NN 27.08 20.83 33.33

SVM 12.50 8.33 16.67

NB 19.44 16.67 22.22

RF 1.89 11.11 16.67

GSE 3325 
and GSE 

3998

NN 21.25 19.56 47.5

SVM 5 12.23 34.4

NB 13.75 19.5 36.5

RF 1.3 11.7 26.6
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Fig. 2. Graphical representation of the suggested work in terms of accuracy, specificity, and sensitivity

In Table 5, the proposed work effectiveness is evalu-
ated by means of error rate, FPR and FNR for 50 itera-
tions. From the simulation consequences, the average 
error rate value of the RF classifier is 5.5% and the com-
parative classification approaches: NN, SVM, and NB 
classifiers achieve 27.22%, 15.05%, and 18.8% of aver-
age error rates. In addition, the FPR average value of 
the RF is 13.36% and existing classifiers (NN, SVM, and 
NB) attain 24.19%, 13.52% and 18.72% of average FPR 

value. At last, the FNR average value of the RF is 22.31% 
and the existing classifiers achieve 37.32%, 32.58% and 
28.46% of the average FNR value. Tables 4 and 5 pre-
sented that the suggested work executes effectively on 
the GEO database (GEO IDs: GSE 15484, GSE 21034, GSE 
3325, and GSE 3998) in light of error rate, FPR, specific-
ity, sensitivity, accuracy and FNR. The graphical repre-
sentation of the suggested work in terms of error rate, 
FPR, and FNR is shown in Fig. 3.

Fig. 3. Graphical representation of the suggested work in terms of error rate, FPR and FNR

Table 6 validates the performance of the suggested 
work with conventional PSO algorithm and enhanced 
PSO algorithm in light of accuracy. In the enhanced PSO 
algorithm, the RF averagely enhances the accuracy of 
PC recognition by up to 1.5-5% associated to the PSO 
algorithm. Here, in this work, feature optimization plays 
a critical role in PC recognition. Generally, the collected 
GEO data contains several features (genes or potential 
biomarkers) that might give rise to the “curse of dimen-
sionality” problem. Therefore, reducing the dimensional-
ity is important to optimize the genes or to select the 
ideal genes (associated with PC), which are appropriate 
for superior classification. The effectiveness of reducing 
dimensionality is shown in Table 6 and Fig. 4.

Table 6. Comparison of performance of the 
proposed work with different optimization 

algorithms

GEO IDs Gene 
selection Classifier Accuracy (%)

GSE 15484
PSO

RF

90.17

Enhanced PSO 93.33

GSE 21034
PSO 93.72

Enhanced PSO 98.11

GSE 3325 and 
GSE 3998

PSO 96.29

Enhanced PSO 98.71
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Fig. 4. Graphical illustration of the proposed work 
with different optimizers

4.3. COMPARATIVE ANALYSIS

In this section, the comparative evaluation of the pro-
posed and the existing works are shown in tables 7 and 
8. Kim [11] implemented a novel inner class-clustering 
algorithm for classifying the sub-classes of PC as aggres-
sive or non-aggressive. In this study, the developed al-
gorithm was tested on GEO dataset (GEO IDs: GSE 15484 
and GSE 21034). From the experimental simulation, 
the developed algorithm attained 0.876 of AUC value 
on GSE 15484, and 0.989 of AUC value on GSE 21034. 
Compared to the published works, the proposed model 
achieved 0.923 of AUC value on GSE 15484 and 0.991 of 
AUC value on GSE 21034, which were high, related to the 
inner class-clustering algorithm.

Table 7. Comparative study of proposed and 
existing works in terms of AUC

Methods GEO IDs AUC

Inner class clustering algorithm [11]
GSE 15484 0.876

GSE 21034 0.989

Enhanced PSO with RF
GSE 15484 0.923

GSE 21034 0.991

Gumaei, [16] combined random committee ensemble 
learning model and CFSA for detecting PC. The devel-
oped model has averagely obtained 95.10% of recall and 
95.09% of accuracy on the benchmark PC dataset. Cor-
respondingly, Alshareef, [17] integrated CIWO and DNN 
for detecting the existence of PC. Hence, the developed 
CIWO-DNN model achieved 97.25% of recall and 97.19% 
of accuracy. However, the proposed enhanced PSO 
with RF model averagely obtained 95.35% of recall and 
96.71% of accuracy in PC detection. As a future exten-
sion, a new hybrid feature optimization algorithm can 
be implemented to further improve PC detection.

Methods Accuracy (%) Recall (%)

Correlation feature optimization with 
committee ensemble learning [16] 95.09 95.10

CIWO-DNN [17] 97.19 97.25

Enhanced PSO with RF 96.71 95.35

Table 8. Comparative study of proposed and 
existing works by means of accuracy and recall

In the proposed research work, a new optimization 
algorithm (enhanced PSO) is developed for selecting 
the optimal PC-related genes. The enhanced PSO algo-
rithm maintains better search space by adjusting swarm 
diversity that significantly reduces the computational 
complexity, which is the main concern mentioned in the 
literature section. Hence, the efficiency of the proposed 
optimization algorithm is given in tables 7 and 8.

5. CONCLUSION

This research aims to suggest new feature optimiza-
tion (enhanced PSO) algorithm for choosing the most 
informative potential biomarkers for PC recognition. The 
selected potential biomarkers (PC-related genes) are 
classified by employing an RF classifier. The undertaken 
classification approach classifier effectively classifies the 
subclasses of PC: high-risk and low-risk PC. Related to the 
existing work, the developed work obtained an efficient 
performance in terms of accuracy. The proposed work 
achieved 96.71% of the overall classification accuracy 
in the GEO dataset from this research analysis, which is 
superior compared to the earlier research works. A new 
hybrid feature optimization algorithm is combined with 
a multi-class classifier to further improve the efficiency 
of PC identification in future work.
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