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Abstract: New 5 G and beyond services demand innovative solutions in optical transport to increase
efficiency and flexibility and reduce capital (CAPEX) and operational (OPEX) expenditures to support
heterogeneous and dynamic traffic. In this context, optical point-to-multipoint (P2MP) connectivity is
seen as an alternative to provide connectivity to multiple sites from a single source, thus potentially
both reducing CAPEX and OPEX. Digital subcarrier multiplexing (DSCM) has been shown as a
feasible candidate for optical P2MP in view of its ability to generate multiple subcarriers (SC) in the
frequency domain that can be used to serve several destinations. This paper proposes a different
technology, named optical constellation slicing (OCS), that enables a source to communicate with
multiple destinations by focusing on the time domain. OCS is described in detail and compared to
DSCM by simulation, where the results show that both OCS and DSCM provide a good performance
in terms of the bit error rate (BER) for access/metro applications. An exhaustive quantitative study is
afterwards carried out to compare OCS and DSCM considering its support to dynamic packet layer
P2P traffic only and mixed P2P and P2MP traffic; throughput, efficiency, and cost are used here as
the metrics. As a baseline for comparison, the traditional optical P2P solution is also considered in
this study. Numerical results show that OCS and DSCM provide a better efficiency and cost savings
than traditional optical P2P connectivity. For P2P only traffic, OCS and DSCM are utmost 14.6% more
efficient than the traditional lightpath solution, whereas for heterogeneous P2P + P2MP traffic, a
25% efficiency improvement is achieved, making OCS 12% more efficient than DSCM. Interestingly,
the results show that for P2P only traffic, DSCM provides more savings of up to 12% than OCS,
whereas for heterogeneous traffic, OCS can save up to 24.6% more than DSCM.

Keywords: optical point-to-multipoint; multilayer optical networks; metro and access networks

1. Introduction

The introduction of new services for different use cases, such as augmented reality,
virtual reality, internet of skills, industry 4.0 and robotics, etc., ref. [1] will require extending
the optical network towards the edges [2] and integrating optical and radio networks [3]
which will add more diversity to the requirements for the traffic that the optical transport
needs to support. Such requirements include not only data rates, but also varying direc-
tionality and traffic patterns, as well as connectivity types, e.g., between one source and
one or multiple destinations. Therefore, innovative solutions in optical transport need to

Sensors 2023, 23, 2500. https://doi.org/10.3390/s23052500 https://www.mdpi.com/journal/sensors

https://doi.org/10.3390/s23052500
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/sensors
https://www.mdpi.com
https://orcid.org/0000-0002-6339-1542
https://orcid.org/0000-0002-7345-296X
https://orcid.org/0000-0001-6429-6347
https://orcid.org/0000-0003-4471-7401
https://doi.org/10.3390/s23052500
https://www.mdpi.com/journal/sensors
https://www.mdpi.com/article/10.3390/s23052500?type=check_update&version=2


Sensors 2023, 23, 2500 2 of 16

be devised that provide the required agility in terms of dynamic traffic management and
flexibility in terms of topology upgrade [4].

In this regard, point-to-multipoint (P2MP) networking has been recently proposed at
the optical layer to connect several mobile sites to a single metro datacenter [5]. In P2MP
connections, one single source node (hub) is connected to a set of destinations (spokes) that
may be scattered over a geographical area. Note, in contrast, that point-to-point (P2P)
connectivity has been generally implemented in transport networks, which does not fit
well to support hub-and-spoke arrangements such as the above one. However, P2MP also
has disadvantages, such as the loss of data privacy, since all the leaves can receive all the
data being sent.

Implementing P2MP at the optical layer requires not only establishing light-trees [6,7],
but also innovative optical transmission technologies based on advanced digital signal
processing (DSP) [8]. DSP is commonly used to implement high-order modulation for-
mats that increases the speed and reach of coherent optical systems [9]. DSP can also be
used to implement new optical communications technologies, such as digital subcarrier
multiplexing (DSCM) [10,11]. The primary advantage of DSCM is that it enables fixed
bandwidth granularity, i.e., instead of generating a single carrier at the transmitter, several
subcarriers (SC) are generated and multiplexed digitally before transmission. Additionally,
SCs can be dynamically activated and deactivated to meet capacity requirements [12].
DSCM was recently proposed for P2MP coherent communications in [5,13–15], where a
subset of independent SCs can be dedicated to support P2P traffic between the source
and each destination with the benefit of using one single optical transceiver in the source
supporting all the P2P traffic flows.

A different optical communications technology for optical P2MP supporting P2P traffic
is optical constellation slicing (OCS) [16]. OCS digitally slices the optical constellation of
a single carrier to transport a dynamically defined combination of P2P and P2MP traffic
flows. The slicing is performed by dedicating a different subset of constellation points (CP)
to different receivers. This paper studies the feasibility of OCS for a dual-polarization (DP),
64 GBd system. We compare the throughput and relative capital (CAPEX) and operational
(OPEX) expenditures of OCS and DSCM technologies for different optical P2MP scenarios.
Many previous works have compared different solutions in terms of CAPEX and OPEX. For
instance, the authors in [17] compared next-generation central offices for metro networks,
the authors in [2] envision an optical transport extending from the core to the network
edge, and the authors in [18] studied the cost of solutions for a multilayer packet over
optical networks.

Additionally, this paper addresses data privacy P2MP connections. To prevent data
breach, an independent lookup table (LUT) for each traffic flow is used to implement a
substitution cipher [19]. As in our previous paper [20] for securing lightpaths, the LUT
is used at the source to encode the transmitted data which also makes sure that only the
destination(s) with the corresponding LUT can decode the data that have been assigned
to it. Note that although substitution ciphers do not provide perfect secrecy, they provide
enough degree of privacy for the type of applications that we target.

The rest of the paper is as follows. Section 2 investigates P2P and P2MP connectivity
considering the limits of the existing deployed P2P network and shows how P2MP at the
optical layer might support both P2P and P2MP packet traffic and make the transport
architecture more efficient. Two optical technologies, DSCM and OCS, are selected as
candidates to implement P2MP connectivity using coherent optical communication systems.
Section 3 discusses OCS in detail and highlights the construction, implementation, and
throughputs of OCS compared to that of DSCM. Section 4 compares the optical performance
of OCS and DSCM by simulation and presents numerical results to provide a quantitative
comparison between them under dynamic traffic scenarios. Finally, Section 5 draws the
main conclusions of the paper.



Sensors 2023, 23, 2500 3 of 16

2. Optical Layer Supporting P2P and P2MP Traffic

P2P and P2MP communications are illustrated in Figure 1a,b. Figure 1a presents
a particular scenario of P2P connectivity, where all the sources are in the same location
and the destinations are in multiple remote locations, i.e., a hub-and-spoke arrangement,
which is typical in, e.g., access networks. Figure 1b shows the same scenario for P2MP
connectivity, where one single source communicates with destinations in multiple remote
locations. Some differences are worth highlighting: (i) from the pure connectivity view-
point, in a P2P connection, the signal sent by a source is received only by its destination
counterpart, while in a P2MP connection, the sourced signal is received by all the des-
tinations; (ii) one single source is used and part of the communication resources can be
shared in P2MP connectivity, whereas dedicated sources and connectivity resources are
needed in P2P connectivity. Therefore, in the case of N destinations, 2× N terminals with
dedicated connectivity resources are involved in the case of P2P connectivity, whereas only
N + 1 terminals are involved in the case of P2MP connectivity.
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P2MP can be easily implemented on the optical layer by creating light-trees connecting
one hub node with multiple leaves [7]. However, most services involve P2P traffic and thus
the theoretical benefits of P2MP in terms of resource savings can be difficult to be collected
in practice. For this very reason, we explore the application of P2MP communications
at the optical layer while supporting P2P traffic, and possibly P2MP traffic, at the packet
layer (Figure 1c). Here, the number and dimensioning of the optical transceivers are key
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performance indicators of the cost in terms of CAPEX and OPEX for the network operator
compared to the traditional P2P connectivity with dedicated lightpaths and transceivers.
In addition, the efficiency of the solution and the simplicity of the architecture should also
be considered in the analysis.

Two optical technologies have been selected as they can be used for optical P2MP and
support P2P traffic at the packet layer: DSCM and OCS. In the case of DSCM (Figure 2a),
the spectrum is separated into a number of Nyquist digital subcarriers (SC), e.g., 16, 4 GBd
SCs, and multiplexed together at the hub node to create a 64 GBd signal. The hub node
sends the SCs to all the leaves, where lower-capacity transceivers listen in to their assigned
frequencies to receive their dedicated SCs. In the example, we represent four destinations
all operating a sub-set of four SCs. To simplify the hardware implementation of DSCM, the
SCs assigned to each destination must be contiguous in the spectrum, which means that
P2MP traffic can be supported only for destinations with neighboring SCs.
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In the case of OCS (Figure 2b), a single optical signal is generated at the hub node and
sent to the leaves. The optical constellation is sliced, and every slice is used to support
P2P or P2MP traffic. In the example in Figure 2b, five optical constellation slices are
defined (OCS 1 to 5), where four of them support P2P traffic between the source node
and one of the destinations, whereas OCS5 supports P2MP traffic. It is worth noting that
the effective bitrate of an OCS can be controlled by selecting the number of CPs that are
assigned to it. In the example in Figure 2b, the optical signal is modulated using 64-QAM,
so 64 CPs are available. From them, OCS1 is assigned 32 points, whereas OCS 3 and 4 are
assigned just 4. Only the CPs assigned to one OCS can be used for communication to the
corresponding destination.
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It seems clear that implementing optical P2MP using DSCM or OCS can bring benefits
in terms of cost, efficiency, and simplicity of architecture. CAPEX reduction comes as a
result of decreasing the number of required transceivers. Moreover, OCSs and SCs can be
created, modified, and eliminated dynamically, which provides the needed flexibility of the
connections as per traffic demands.

3. Optical Constellation Slicing

This section details the OCS solution that includes the design of the transmitter and
receiver and the theoretical throughput.

Implementing OCS requires adding encoder and decoder blocks to the standard co-
herent transceivers, as shown in Figure 3. The encoder and decoder blocks are in charge of
slicing the optical constellation to support P2P and P2MP traffic on top of the optical P2MP.
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Figure 3. Optical communication system for OCS.

For illustrative purposes, Figure 4 shows two examples of alternative configurations
that can be supported using OCS on the same light-tree. The example in Figure 4a shows
the traffic that can be supported with the configuration presented in Figure 2b, i.e., four P2P
traffic flows between the source and every destination, as well as one P2MP traffic flow
between the source and all the destinations. Only by configuring the encoder and decoder
can the traffic shown in Figure 4b be supported, which entails two P2MP traffic flows,
each between the source and two different destinations. These examples are intended to
demonstrate the flexibility of OCS to allow dynamic changes in the configuration of the
optical system as a function of the traffic requirements, without changing the light-tree
itself. To protect data that is not intended to a specific destination, the encoder block
implements a substitution cipher for every OCS based on a specific LUT, which encrypts
data before transmission, while the decoder implements the inverse operation for every
OCSi individually.
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Figure 5 details the OCS encoder for the configuration in Figure 2b. The first step is
to choose the modulation format (m) of quadrature amplitude modulation (QAM) that
provides the highest throughput and the maximum number of OCSs. Because the lowest
number of CPs that may be allocated to a single OCSi is two (each point representing a
single data bit), the maximum number of simultaneous destinations is m/2. For the sake of
clarity, we assume m = 64 hereafter.
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The next step is to create the OCSs. Figure 5 illustrates the traffic shaping to be
implemented at the TX side. Every OCSi is then associated with a buffer within the TX,
where data streams are temporarily stored. From those buffers, sets of bits of size, equal to
the number of bits with information (infobits) in the OCSi, are selected and encrypted using
the LUT as a substitution cipher. For example, in Figure 5, sets of five bits are selected for
OCS1, whereas sets of three bits are selected for OCS2. Next, the shaping block receives
one of the encrypted sets from each OCS at a time and adds the prefix that identifies
the OCS for which that data is intended; this results in a specific symbol in the optical
constellation. Hence, each RX receives symbols formed from a unique <prefix, infobits>
pair, where the prefixes are decided according to the constellation map. Note that prefixes
might be of different lengths, so sets of six bits are obtained to feed the 64-QAM optical
modulator. For example, it adds prefix 0 to sets of bits from OCS1 and prefix 111 to sets of
bits from OCS2 (see Figure 5). The shaping block follows a 64-step cycle, where at every
step, it receives a set of bits from an OCSi; the number of sets of bits selected from each
OCSi is exactly the number of CPs assigned to that OCSi. For example, the shaping block
receives 32 out of 64 5-bit sets from OCS1, and 8 out of 64 3-bit sets from OCS2. Note that it
is at the source where most of the functionalities need to be implemented (including slicing
and LUT coding), while destinations perform LUT decoding only. With this arrangement,
the throughput of each OCSi can be computed as a function of the number of bits with
information, the symbol rate (SR), the number of CPs assigned to the OCSi (#CP), and
the modulation format used (m-QAM). Note that both gross or net throughput can be
computed by considering gross or net SR in Equation (1).

ThroughputOCSi =
in f obitsi

m
× #CP × SR (1)

In contrast, Equation (2) can be used to compute the throughput of each SC in a DSCM
system working on the same modulation format (m), where N is the number of SCs.

ThroughputSC =
log2m

N
× SR (2)
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In both cases, the system’s throughput is calculated as the summation of the individual
throughputs. Let us assume SR = 64 GBd and 20% FEC overhead for a DP system. In
the example in Figure 2b, the throughput of OCS1 and OCS2 is 250 Gb/s and 37.5 Gb/s,
respectively. In contrast, for the DSCM system in Figure 2a, the throughput of each SC is
37.5 Gb/s and every RX receives a throughput of 150 Gb/s.

Additionally, for OCS, we define the slice efficiency (SE) of each slice OCSi as the
ratio between the number of infobits with respect to the total number of bits per symbol
(Equation (3)), as well as the contributed efficiency (CE) as a function SE and the number of
CPs assigned to the OCSi (Equation (4)).

SEOCSi =
in f obitsi

log2m
(3)

CEOCSi = SEOCSi ×
#CP

m
(4)

For illustrative purposes, Table 1 summarizes the maximum throughput, SE, and CE
of each OCSi in the system, presented in Figure 2b. For this case, the transceiver provides a
412.5 Gb/s total throughput and reaches a 68.8% efficiency, computed as the summation of
the individual throughput and the CE of the OCS slices.

Table 1. Example of throughput, SE, and CE of each OCSi.

OCS # #CP Throughput [Gb/s] SE [%] CE [%]

1 32 250 83.3 41.7

2 8 37.5 50.0 6.3

3 4 12.5 33.3 2.1

4 4 12.5 33.3 2.1

5 16 100 66.7 16.7

Total 412.5 – 68.80

4. Illustrative Results

In this section, we first compare via simulation the optical performance of OCS and
DSCM. Then, to assess the viability of OCS, quantitative analyses are performed for both
OCS and DSCM considering the dynamic traffic conditions for two distinct scenarios in
which the traffic handled by the light tree is (i) P2P and (ii) P2P + P2MP.

4.1. Performance Evaluation of DSCM and OCS for Optical P2MP

For evaluation purposes, we implemented a MATLAB-based simulator. For OCS,
a single carrier 64-QAM@64GBd DP OCS signal was generated, whereas for DSCM, we
implemented 64-QAM@64GBd DP with 16 SCs each operating at 4 GBd. The signal is
then sampled and sent through a root-raised cosine pulse shaper with a roll-off factor of
0.06. For DSCM, after applying frequency shift, the SCs were multiplexed. The signal was
launched onto an 80 km long fiber link with N spans; an optical amplifier with a noise
figure of 4.5 dB compensates for the fiber losses after each span. To simulate ASE noise,
additive white Gaussian noise is injected after each span. The fiber channel was simulated
using standard single-mode fiber with the following parameters: fiber loss = 0.21 dB/km,
dispersion D = 16.8 ps/(km-nm), and nonlinear coefficient = 1.14 W−1 km−1. The payload
was generated using 213 pseudorandom symbols. The signal was then transmitted using the
symmetric split-step Fourier method [21], which solved the nonlinear Schrödinger equation
for signal propagation in the fiber channel. The signal was received coherently, and an ideal
chromatic dispersion filter was applied. For DSCM, the signal was first demultiplexed and
passed through a matched filter before performing the down sampling.
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On this simulation scenario, we first analyze the performance of both OCS and DSCM
with 16 SCs. First, Figure 6 depicts the spectra of the single carrier and the DSCM signals,
where we observe that both signals use the same bandwidth. To study the performance,
we simulated a light-tree with two leaves with 8 and 10 spans, respectively. We vary the
launch power in the range [−4, +2] dBm. Figure 7 presents the average bit error rate (BER)
of both polarizations as a function of the power for a light-tree with two leaves with 8 and
10 spans, respectively. We observe that DSCM provides a better performance compared
to OCS at higher launch powers where non-linearities are significantly present. This is
because each SC operates on a reduced baud rate of 4 GBd. An important point to note here
is that although for eight spans the performance of DSCM is better than OCS, for optimal
power, the BER remains lower than the FEC threshold of 1 × 10−2 in both the cases and the
post-FEC performance of both systems remains the same. Therefore, if the main goal is to
reduce non-linearities, i.e., for long haul systems, DSCM is a superior solution.
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Complementing Figure 7, Figure 8 details the optical performance of OCS for each
individual polarization (Figure 8a) and the performance of each SC of the DSCM system
(Figure 8b), considering for eight spans. The BER of both polarizations are almost the same
in OCS. However, the performance of each SC at −1 dbm reveals that the SCs in the center
are affected more than the SCs at the extremes because of the SC interaction mainly due to
the non-linearities. However, the BER remains under the FEC threshold, thus guaranteeing
the same post-FEC performance of each SC.
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4.2. Quantitative Analysis

Let us first describe the scenario that we consider to analyze the performance of
OCS and DSCM and compare it with a lightpath solution that uses traditional optical P2P
coherent transceivers. We consider two types of traffic for 2 and 4 destinations: (i) P2P
only and (ii) both P2P and P2MP. For the study, the performance metrics analyzed are the
number of required transceivers, the cost of deployment, and the efficiency.

For the traditional P2P lightpath solution, the optical transceivers considered are
25 G, 50 G, 100 G, 200 G, and 400 G [22], whereas for OCS and DSCM technologies, we
assume 600 G 64-QAM@64GBd DP transceivers, as introduced in Section 4.1. Because in
DSCM, receivers might have limitations in terms of the number of SCs they can process,
two different availabilities are considered: (i) non-aggressive, which corresponds to the
current status of P2MP transceivers (e.g., [5]), where transmitters support 16 SCs for a total
600 G capacity, whereas receivers support 8 or 4 SCs for a total capacity of 300 G and 150 G,
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respectively, and (ii) aggressive, where both the sender and receivers have 600 G installed,
which enables all the possible configurations. The summary of the configurations to be
used in the rest of the paper are summarized in Table 2.

Table 2. Available transceivers for P2P, OCS, and DSCM.

P2P OCS DSCM

25 G
50 G

100 G
200 G
400 G

600 G
64-QAM
@64GBd

DP

600 G
64-QAM
@64GBd

DP

150 G 4 SCs per polarization
300 G 8 SCs per polarization

600 G 16 SCs per polarization

Regarding traffic, we consider dynamic traffic scenarios where the capacity requested
by destinations varies over time. In this case, a destination needs to support the maxi-
mum traffic of the traffic profile. Hence, destinations must require installing the optical
transceiver that supports such a data rate or it must possess the capacity to dynamically
manage the resource allocation according to the traffic profile. Figure 9a,b presents the traf-
fic profiles under consideration for two and four destinations, respectively, for P2P traffic
only and mixed P2P + P2MP traffic. We observe that P2P traffic varies over the day [23],
with some destinations requiring more capacity during day light (8 h–18 h), whereas other
require more traffic during the night (18 h–8 h). As for the P2MP traffic, we assumed a
constant 100 Gb/s capacity throughout the day. The total maximum capacity requirement
in the pure P2P traffic scenario is 300 Gb/s, whereas in the mixed one it is 400 Gb/s.
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Considering the same traffic profile and transceivers’ availability as described previ-
ously, Figure 10 represents savings in terms of the number of transceivers required for OCS
and DSCM as compared to the P2P lightpath solution. For the P2P traffic scenario, both
OCS and DSCM provide equal savings in both aggressive and non-aggressive availabilities.
For 2 destinations, the reduction in transceivers is 25%, whereas for 4 destinations, it is
38%. However, for the P2P + P2MP traffic scenario, we observe a different trend. In the
aggressive availability, OCS and DSCM provide the same savings, i.e., 57% and 62% for
2 and 4 destinations, respectively. However, in non-aggressive availability, OCS outper-
forms DSCM, which provides 14% and 23% savings for 2 and 4 destinations, respectively,
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in comparison to 57% and 62% of OCS, i.e., 43% and 39% more savings, respectively. The
reason behind these results is the additional number of transceivers required in DSCM to
serve P2MP traffic when the highest data rate transceiver type is not available at the leaves.
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Let us now analyze the optimal cost of OCS and DSCM transceivers to find where
they start to provide cost savings and compare with the P2P lightpath solution. To this
goal, we model the cost of P2P transceivers and apply the needed constraints to find the
targeted cost of OCS and DSCM ones.

For the P2P lightpath solution, we consider the optical transceivers availability as in
Table 2. Based on the cost model in [24], we model the cost (C) of these transceivers in
monetary units (m.u.) as a function of the bit rate (BR), as:

C = α·BRβ, (5)

where α is a normalization factor to set the cost of the 100 G transceiver to 1 and β is a
positive constant < 1 that we use to define different cost profiles. Two cost profiles are
considered for analysis, β = 0.5 and β = 0.6 (see Figure 11), which reproduces the technology
costs trend to exponentially decrease by generations [24].
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However, to enable optical P2MP connectivity, DSCM-600, DSCM-300, DSCM-150, and
OCS-600 transceivers require additional DSP features, which translates into an additional
cost. Although the cost of such transceivers still needs to be determined, it is worth noting
that we imposed these relations among costs following the proportions in Figure 11, for
β = 0.5 and β = 0.6.

In the aggressive availability (Figure 12a), DSCM outperforms OCS for P2P traffic. For
2 destinations, DSCM provides 12% and 9% extra cost savings than OCS for β = 0.5 and
β = 0.6, respectively. The cost savings are more evident for 4 destinations, where DSCM
provides 35.4% and 34% more cost savings than OCS. However, both OCS and DSCM
provide the same savings in the case of mixed P2P + P2MP traffic. For β = 0.5, we observe
savings of 40% and 32% for 2 and 4 destinations, respectively, similarly as for β = 0.6, where
the savings are 42.2% and 31.4%, respectively. In the non-aggressive availability (Figure 12b),
the same savings as for aggressive availability for P2P only traffic are observed because the
installed transceivers remain the same in both the cases. However, for mixed P2P + P2MP
traffic, OCS outperforms DSCM mainly because additional transceivers for enabling P2MP
traffic need to be installed. For 2 destinations, OCS provides 24.6% and 25.8% more cost
savings than DSCM for β = 0.5 and β = 0.6, respectively. The cost savings are lower for
4 destinations, where OCS provides 12.9% and 14.5% more cost savings than DSCM.
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Finally, we study the efficiency of DSCM and OCS for optical P2MP, as this metric 
provides us with an insight into how efficiently a source can utilize the total capacity to 
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requires 250 Gb/s and destination 2 requires 100 Gb/s. In this case, the efficiency of OCS 
and DSCM will be 58.33% (350/600), whereas for the P2P lightpath solution, the efficiency 
will be 43.75% (350/800). Figure 13 shows the efficiency for the case of two destinations 
for the aggressive and non-aggressive availabilities for P2P (Figure 13a) and P2P + P2MP 
(Figure 13b) traffic profiles. In the case of the aggressive availability, the efficiency of OCS 
and DSCM is the same throughout the traffic profiles, whereas the efficiency of the P2P 
lightpath solution is always under that of OCS and DSCM. Under P2P only traffic, the 
OCS and DSCM approaches are utmost 14.6% more efficient than the P2P lightpath 
solution that is observed at 8 h. At that same hour of the day, the maximum efficiency 
improvement of 25% for P2P + P2MP traffic is observed. In the case of the non-aggressive 
availability, the same pattern as the aggressive availability is observed for P2P only traffic. 
However, for mixed P2P + P2MP traffic, OCS provides a abetter efficiency than DSCM 
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Finally, we study the efficiency of DSCM and OCS for optical P2MP, as this metric
provides us with an insight into how efficiently a source can utilize the total capacity to
serve the requested dynamic traffic profile. For example, in Figure 9a at 8 h, destination
1 requires 250 Gb/s and destination 2 requires 100 Gb/s. In this case, the efficiency of OCS
and DSCM will be 58.33% (350/600), whereas for the P2P lightpath solution, the efficiency
will be 43.75% (350/800). Figure 13 shows the efficiency for the case of two destinations
for the aggressive and non-aggressive availabilities for P2P (Figure 13a) and P2P + P2MP
(Figure 13b) traffic profiles. In the case of the aggressive availability, the efficiency of OCS
and DSCM is the same throughout the traffic profiles, whereas the efficiency of the P2P
lightpath solution is always under that of OCS and DSCM. Under P2P only traffic, the OCS
and DSCM approaches are utmost 14.6% more efficient than the P2P lightpath solution that
is observed at 8 h. At that same hour of the day, the maximum efficiency improvement of
25% for P2P + P2MP traffic is observed. In the case of the non-aggressive availability, the
same pattern as the aggressive availability is observed for P2P only traffic. However, for
mixed P2P + P2MP traffic, OCS provides a abetter efficiency than DSCM and achieves a
maximum efficiency improvement of 12% at 8 h.
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Furthermore, if the node’s desired capacity is less than the overall capacity of the 
destination, the capacity sits unused. We can make better use of the destination capacity 
by adding more nodes and implementing OCS on top of DSCM. Consider the case as 
shown in Figure 15 where the capacity requested by a destination working on a 150 G SC 
decreases to 62.5 G. The efficiency of the destination in that case will be 42% (62.5/150). 

Figure 13. Efficiency of aggressive and non-aggressive availabilities for P2P (a) and P2P + P2MP
(b) traffics.

In view of these results, let us examine implementing OCS on top of DSCM. For
illustrating the OCS + DSCM solution, we consider a destination that is only operating on
1 SC of the DSCM system with a 150 Gb/s capacity. Suppose that the capacity required
by this node reduces over time and more nodes are needed to be installed. With the OCS
on top of DSCM solution, the constellation can be sliced and more nodes can be added,
allowing for topology reconfigurability. For example, instead of a single node, two nodes
with a capacity of 62.5 Gb/s can be installed if 32 CPs are assigned to each node. Similarly,
4 nodes can be enabled by 16 CPs with capacity of 25 Gb/s each, as illustrated in Figure 14.
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Furthermore, if the node’s desired capacity is less than the overall capacity of the
destination, the capacity sits unused. We can make better use of the destination capacity by
adding more nodes and implementing OCS on top of DSCM. Consider the case as shown in
Figure 15 where the capacity requested by a destination working on a 150 G SC decreases
to 62.5 G. The efficiency of the destination in that case will be 42% (62.5/150). On the other
hand, OCS can provide the benefit of adding one more node by performing 32-CP slicing
to increase the capacity utilization to 83.33%.
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5. Conclusions

The optical P2MP is compared against traditional P2P when dealing with dynamic
P2P and P2P + P2MP traffic. Two optical P2MP technologies, OCS and DSCM, are studied
and compared.

The simulation findings suggest that DSCM decreases non-linearities and outperforms
OCS for long-haul applications. However, in access and metro applications, where non-
linearities are assumed to be low, the optical performance of OCS and DSCM is similar.

For the sake of a quantitative comparison, aggressive and non-aggressive transceiver
availabilities are defined. In the case of pure P2P traffic, both OSC and DSCM greatly
reduce the number of transceivers in the network by the same amount, between 25% and
38%, while simplifying the network architecture. DSCM is more cost effective than OCS
under both transceiver availabilities. However, when considering P2P + P2MP traffic under
the non-aggressive approach, OCS is able to serve them simultaneously without the need
for additional transceivers, whereas DSCM requires around 40% more transceivers. In this
scenario, the costs savings in OCS are noticeably larger than those in DSCM. Finally, it is
worth noting that OCS and DSCM can co-exist and that this combination can be exploited
to develop further efficiency improvements.

Author Contributions: Conceptualization, L.V., M.R. and J.C.; methodology, M.I. and L.V.; investiga-
tion, M.I.; data curation, M.I.; writing—original draft, M.I. and L.V.; writing—review and editing,
M.R., N.C., A.N., J.P. and J.C.; supervision, M.R., N.C., A.N., J.P. and L.V. All authors have read and
agreed to the published version of the manuscript.

Funding: This research was funded by European Commission through the H2020 MSCA REAL-NET
(G.A. 813144) and the HORIZON ALLEGRO (G.A. 101092766) projects, by the AEI through the IBON
project (PID2020-114135RB-I00), and by the ICREA institution.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Hou, Z.; She, C.; Li, Y.; Niyato, D.; Dohler, M.; Vucetic, B. Intelligent Communications for Tactile Internet in 6G: Requirements,

Technologies, and Challenges. IEEE Commun. Mag. 2021, 59, 82–88. [CrossRef]
2. Velasco, L.; Wright, P.; Lord, A.; Junyent, G. Saving CAPEX by Extending Flexgrid-based Core Optical Networks towards the

Edges [Invited]. J. Opt. Commun. Netw. 2013, 5, A171–A183. [CrossRef]
3. Bao, B.; Yang, H.; Yao, Q.; Guan, L.; Zhang, J.; Cheriet, M. Resource Allocation with Edge-Cloud Collaborative Traffic Prediction

in Integrated Radio and Optical Networks. IEEE Access 2023, 11, 7067–7077. [CrossRef]
4. Giordani, M.; Polese, M.; Mezzavilla, M.; Rangan, S.; Zorzi, M. Toward 6G Networks: Use Cases and Technologies.

IEEE Commun. Mag. 2020, 58, 55–61. [CrossRef]
5. Welch, D.; Napoli, A.; Bäck, J.; Sande, W.; Pedro, J.; Masoud, F.; Fludger, C.; Duthel, T.; Sun, T.; Hand, H.; et al. Point-to-Multipoint

Optical Networks Using Coherent Digital Subcarriers. IEEE/OSA J. Light. Technol. 2021, 39, 5232–5247. [CrossRef]
6. Ruiz, M.; Velasco, L. Serving Multicast Requests on Single Layer and Multilayer Flexgrid Networks. IEEE/OSA J. Opt. Commun. Netw.

2015, 7, 146–155. [CrossRef]
7. Ruiz, M.; Velasco, L. Performance Evaluation of Light-tree Schemes in Flexgrid Optical Networks. IEEE Commun. Lett. 2014,

18, 1731–1734. [CrossRef]
8. Savory, S. Digital Signal Processing for Coherent Optical Communication Systems. In Proceedings of the 2013 18th OptoElectronics

and Communications Conference held jointly with 2013 International Conference on Photonics in Switching (OECC/PS), Kyoto,
Japan, 30 June–4 July 2013.

9. Sequeira, D.; Ruiz, M.; Costa, N.; Napoli, A.; Pedro, J.; Velasco, L. Accurate Low Complex Modulation Format and Symbol Rate
Identification for Autonomous Lightpath Operation. Sensors 2022, 22, 9251. [CrossRef] [PubMed]

10. Welch, D.; Napoli, A.; Bäck, J.; Swenson, N.; Sande, W.; Pedro, J.; Masoud, F.; Chase, A.; Fludger, C.; Sun, H.; et al. Digital
Subcarriers: A Universal Technology for Next Generation Optical Networks. In Proceedings of the Optical Fiber Communications
Conference and Exhibition (OFC), San Diego, CA, USA, 6–10 March 2022.

http://doi.org/10.1109/MCOM.006.2100227
http://doi.org/10.1364/JOCN.5.00A171
http://doi.org/10.1109/ACCESS.2023.3237257
http://doi.org/10.1109/MCOM.001.1900411
http://doi.org/10.1109/JLT.2021.3097163
http://doi.org/10.1364/JOCN.7.000146
http://doi.org/10.1109/LCOMM.2014.2352641
http://doi.org/10.3390/s22239251
http://www.ncbi.nlm.nih.gov/pubmed/36501953


Sensors 2023, 23, 2500 16 of 16

11. Qiu, M.; Zhuge, Q.; Chagnon, M.; Gao, Y.; Xu, X.; Morsy-Osman, M.; Plant, D. Digital Subcarrier Multiplexing for Fiber
NonLinearity Mitigation in Coherent Optical Communication Systems. Opt. Express 2022, 22, 18770–18777. [CrossRef] [PubMed]

12. Velasco, L.; Barzegar, S.; Sequeira, D.; Ferrari, A.; Costa, N.; Curri, V.; Pedro, J.; Napoli, A.; Ruiz, M. Autonomous and Energy
Efficient Lightpath Operation based on Digital Subcarrier Multiplexing. IEEE J. Sel. Areas Commun. 2021, 39, 2864–2877. [CrossRef]

13. Bäck, J.; Wright, P.; Ambrose, J.; Chase, A.; Jary, M.; Masoud, F.; Sugden, N.; Wardrop, G.; Napoli, A.; Pedro, J.; et al. CAPEX
Savings Enabled by Point-to-Multipoint Coherent Pluggable Optics Using Digital Subcarrier Multiplexing in Metro Aggre-
gation Networks. In Proceedings of the 2020 European Conference on Optical Communications (ECOC), Brussels, Belgium,
6–10 December 2020.

14. Dar, R.; Winzer, P. Digital Subcarrier Multiplexing in Optically Routed Networks. In Proceedings of the Optical Fiber Communi-
cation Conference, Los Angeles, CA, USA, 19–23 March 2017.

15. Welch, D.; Napoli, A.; Back, J.; Buggaveeti, S.; Castro, C.; Chase, A.; Chen, X.; Dominic, V.; Duthel, T.; Eriksson, T.A.; et al. Digital
Subcarrier Multiplexing: Enabling Software-Configurable Optical Networks. J. Light. Technol. 2023, 41, 1175–1191. [CrossRef]

16. Iqbal, M.; Ruiz, M.; Costa, N.; Napoli, A.; Pedro, J.; Velasco, L. Dynamic and Efficient Point-to-Point and Point-to-Multipoint
Communications by Slicing the Optical Constellation. In Proceedings of the Optical Fiber Communication Conference (OFC),
San Diego, CA, USA, 6–10 March 2022.

17. Hernandez, J.; Quagliotti, M.; Serra, L.; Luque, L.; da Silva, R.; Rafel, A.; Gonzalez de Dios, O.; López, V.; Eira, A.; Casel-
las, R.; et al. Comprehensive Model for Technoeconomic Studies of Next-Generation Central Offices for Metro Networks.
IEEE/OSA J. Opt. Commun. Netw. 2020, 12, 414–427. [CrossRef]

18. Pedrola, O.; Castro, A.; Velasco, L.; Ruiz, M.; Fernández-Palacios, J.P.; Careglio, D. CAPEX Study for Multilayer IP/MPLS Over
Flexgrid Optical Network. IEEE/OSA J. Opt. Commun. Netw. 2012, 4, 639–650. [CrossRef]

19. Salomon, D. Coding for Data and Computer Communications; Springer: Berlin/Heidelberg, Germany, 2005.
20. Iqbal, M.; Velasco, L.; Costa, N.; Napoli, A.; Pedro, J.; Ruiz, M. LPsec: A Fast and Secure Cryptographic System for Optical

Connections. IEEE/OPTICA J. Opt. Commun. Netw. 2022, 14, 278–288. [CrossRef]
21. Agrawal, G. Nonlinear Fiber Optics, 5th ed.; Springer: Berlin/Heidelberg, Germany, 2013.
22. Alimi, I.; Patel, R.; Silva, N.; Sun, C.; Ji, H.; Shieh, W.; Pinto, A.; Muga, N. A Review of Self-Coherent Optical Transceivers:

Fundamental Issues. Recent Advances, and Research Directions. Appl. Sci. 2021, 11, 7554. [CrossRef]
23. Ruiz, M.; Coltraro, F.; Velasco, L. CURSA-SQ: A Methodology for Service-Centric Traffic Flow Analysis. IEEE/OSA J. Opt. Commun. Netw.

2018, 10, 773–784. [CrossRef]
24. Hosseini, M.; Pedro, J.; Napoli, A.; Costa, N.; Prilepsky, J.; Turitsyn, S. Optimization of Survivable Filterless Optical Networks

Exploiting Digital Subcarrier Multiplexing. IEEE/OPTICA J. Opt. Commun. Netw. 2022, 14, 586–594. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://doi.org/10.1364/OE.22.018770
http://www.ncbi.nlm.nih.gov/pubmed/25089494
http://doi.org/10.1109/JSAC.2021.3064698
http://doi.org/10.1109/JLT.2022.3211466
http://doi.org/10.1364/JOCN.402167
http://doi.org/10.1364/JOCN.4.000639
http://doi.org/10.1364/JOCN.444398
http://doi.org/10.3390/app11167554
http://doi.org/10.1364/JOCN.10.000773
http://doi.org/10.1364/JOCN.451182

	Introduction 
	Optical Layer Supporting P2P and P2MP Traffic 
	Optical Constellation Slicing 
	Illustrative Results 
	Performance Evaluation of DSCM and OCS for Optical P2MP 
	Quantitative Analysis 

	Conclusions 
	References

