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#### Abstract

In this paper, we investigate how the solutions vary when the relaxation parameter, the conductivity rate parameter, or the thermal conductivity parameter change in the case of the Moore-Gibson-Thompson heat equation. In fact, we prove that they can be controlled by a term depending upon the square of the variation of the parameter. These results concern the structural stability of the problem. We also compare the solutions of the MGT equation with the Maxwell-Cattaneo heat conduction equation and the type III heat equation (limit cases for the first two previous parameters) and we show how the difference between the solutions can be controlled by a term depending on the square of the limit parameter. This result gives a measure of the convergence between the solutions for the different theories.


Mathematics subject classification 35B30 • 35L30 • 35Q79 - 80A99

## 1 Introduction

In the recent paper [39] the author proposed the so-called Moore-Gibson-Thompson heat equation. We recall that the MGT heat equation has the form

$$
\begin{equation*}
c(\tau \dddot{\alpha}+\ddot{\alpha})=k^{*} \Delta \alpha+k \Delta \dot{\alpha} \tag{1.1}
\end{equation*}
$$

where $\alpha$ is the thermal diplacement, and $c$ is the thermal capacity, $\tau$ is the relaxation parameter, $k^{*}$ is the conductivity rate and $k$ is the thermal conductivity. The motivation for considering (1.1) as a heat equation came from the fact that the heat conduction of type III, that was proposed by Green and Nagdhi [19-21], implies the unbounded rate of propagation of the thermals waves [18,40]. Since it violates the causality principle, this is not well accepted from the physical point of view. Hence, it is natural to introduce a relaxation parameter (similar to the suggestion of Cattaneo and Maxwell) to obtain a heat equation with a finite rate of propagation for the thermal waves (see [39] for more details).

The Moore-Gibson-Thompson heat equation has deserved much interest in the last years, both when it is only considered by itself [12-14,23,27,28,30,32,35,36] either in the context of acoustics, mechanics, or heat transfer or also when it is assumed as the heat conduction equation for a thermoelastic theory [5,6,11,22, 26,34]. On the other hand, studies concerning structural stability of different problems have deserved a big interest

[^0]in recent years. That is, to study the continuous dependence of the solutions on the constitutive parameters defining the problem or equation.

In this paper we are concerned with the structural stability of the Moore-Gibson-Thompson equation for small changes in the relaxation parameter, the conductivity rate parameter, and the thermal conductivity parameter. What we expect is that the difference in the solutions can be controlled by a term determined by the variation of the parameter. We believe that it is important to give an approximation to clarify its relevance. This is our motivation because we believe that the mathematical analysis of this theory helps to reveal its applicability. Furthermore, continuous dependence results are important because of the inevitable flaws arising in the numerical computation as well as the physical measurement of data. In this sense, we believe that it is important to know the magnitude of the effect of such errors on the solutions of the problems.

A second aspect that we are interested in this paper is the difference that we can find in the case that we were working with different thermal conduction theories and how the corresponding solutions are related. It will be relevant to determine a measure of the error we find depending upon the particular heat conduction theory we consider. We are interested in this comparison because we note that in order to define the MGT-equation (1.1) we need four parameters. But, dropping some of them, we obtain equations of alternative heat conduction theories. For instance, if we drop the relaxation parameter (that is, we consider $\tau=0$ ) our equation becomes

$$
\begin{equation*}
c \ddot{\alpha}=k^{*} \Delta \alpha+k \Delta \dot{\alpha} \tag{1.2}
\end{equation*}
$$

which corresponds to the type III heat conduction (also known as strongly damped wave equation) (see [1921]). On the other side if we consider the case where the conductivity rate parameter vanishes (that is, $k^{*}=0$ ) we then obtain

$$
\begin{equation*}
c(\tau \ddot{\theta}+\dot{\theta})=k \Delta \theta, \quad \dot{\alpha}=\theta \tag{1.3}
\end{equation*}
$$

which is known as Maxwell-Cattaneo heat equation (also known as weakly damped wave equation) (see [9]).
As we obtain a different theory by dropping a parameter it will be relevant to obtain a measure for the difference of the solutions of the MGT-equation and its corresponding limit problem which depends upon the dropped parameter. This will be the second aim of this paper.

It is worth recalling that both aspects commented previously have deserved much attention in the literature concerning heat conduction, thermoelasticity and porous materials. In this sense we can recall the contributions [2-4, 10, 16, 17,29,31,33,37,38,41], among others. Also the limit for vanishing relaxation time $\tau$ has been considered for the nonlinear Jordan-Moore-Gibson-Thompson equation in [24,25].

It is worth noting that a study concerning the convergence when the relaxation parameter is vanishing was developed in the references $[7,8]$ or also in the even more recent work [1]. In fact, the study was presented in $[7,8]$ in a more general context than in our case (abstract point of view, stronger topologies and nonlinear problem). However, we here provide some alternative results giving a complementary result. In this sense, the estimates we present are faster, as we will see in the corresponding sections.

On a more technical side, let us summarize some facts that will be considered in the whole paper. First, we will denote by $B$ a three dimensional bounded domain with the boundary smooth enough to apply the divergence theorem.

Second, to obtain our estimates it will be suitable to recall the following results, which say that there exists a constant $C>0$ such that the following inequalities

$$
\int_{B}|\nabla f|^{2} d x \geq C \int_{B}|f|^{2} d x
$$

and

$$
\int_{B}|\Delta f|^{2} d x \geq C \int_{B}|\nabla f|^{2} d x
$$

hold for every smooth function $f(x)$ vanishing at the boundary of $B$.
And, finally, we are going to assume that the different equations considered along the paper also hold for the initial time $t=0$. Moreover we also assume that the time derivatives also satisfy this requirement.

The structure of the paper is the following. In Sect. 2 we obtain a structural stability result with respect to the relaxation parameter $\tau$, and a convergence result in the case that this relaxation parameter vanishes. This convergence result allows us to compare the solutions of the Moore-Gibson-Thompson equation with the ones of the type III heat conduction theory, which turns outs to be limit equation in this case. In Sect. 3, we
do a similar study with respect to the conductivity rate parameter $k^{*}$, obtaining also a structural stability result and a convergence result when this parameter vanishes. Therefore, we will be able to compare the Moore-Gibson-Thompson heat transfer theory with the Maxwell-Cattaneo one (limit equation in this case). Finally, in Sect. 4, we prove a structural stability result with respect to the thermal conductivity parameter $k$. The limit case $k \rightarrow 0$ leads to an ill-posed problem (in the Hadamard sense). Hence, it does not make sense to consider this limit for the Moore-Gibson-Thompson equation.

In the next sections, we will use the energy arguments to prove the above-mentioned results. However, it is worth noting that we will need the combination of different functionals (defined on the solutions) in order to overcome the difficulties that arised from the usual arguments concerning this kind of approach.

## 2 Variation of the relaxation parameter

In this section, we obtain estimates for the difference of the solutions of the Moore-Gibson-Thompson equation (1.1) when the relaxation parameter $\tau$ is modified. First, we study this difference in the case of a small variation of this parameter. Second, we compare the solution of the MGT heat equation when $\tau$ is small with the solution of the type III heat conduction (1.2) (limit equation when $\tau \rightarrow 0$ ).

### 2.1 Small variation of the relaxation parameter $\tau$

In this section we will compare the solution of the problem determined by the equation

$$
\begin{equation*}
c\left(\tau_{1} \dddot{\alpha}_{1}+\ddot{\alpha}_{1}\right)=k^{*} \Delta \alpha_{1}+k \Delta \dot{\alpha}_{1} \tag{2.1}
\end{equation*}
$$

with the boundary condition

$$
\begin{equation*}
\alpha_{1}(x, t)=0, \quad x \in \partial B, \quad t>0 \tag{2.2}
\end{equation*}
$$

and the initial conditions

$$
\begin{equation*}
\alpha_{1}(x, 0)=\alpha^{0}(x), \quad \dot{\alpha}_{1}(x, 0)=\theta^{0}(x), \quad \ddot{\alpha}_{1}(x, 0)=\eta^{0}(x), \quad x \in B \tag{2.3}
\end{equation*}
$$

with the solution of the problem

$$
\begin{equation*}
c\left(\tau_{2} \dddot{\alpha}_{2}+\ddot{\alpha}_{2}\right)=k^{*} \Delta \alpha_{2}+k \Delta \dot{\alpha}_{2} \tag{2.4}
\end{equation*}
$$

also with the boundary condition

$$
\begin{equation*}
\alpha_{2}(x, t)=0, \quad x \in \partial B, \quad t>0, \tag{2.5}
\end{equation*}
$$

and the initial conditions

$$
\begin{equation*}
\alpha_{2}(x, 0)=\alpha^{0}(x), \quad \dot{\alpha}_{2}(x, 0)=\theta^{0}(x), \quad \ddot{\alpha}_{2}(x, 0)=\eta^{0}(x), \quad x \in B \tag{2.6}
\end{equation*}
$$

If we consider the function $w=\alpha_{1}-\alpha_{2}$, it satisfies the problem

$$
\begin{equation*}
c\left(\tau_{1} \dddot{w}+\ddot{w}\right)=k^{*} \Delta w+k \Delta \dot{w}+c\left(\tau_{2}-\tau_{1}\right) \dddot{\alpha}_{2} \tag{2.7}
\end{equation*}
$$

with homogeneous Dirichlet boundary conditions and homogeneous initial conditions, that is

$$
\begin{equation*}
w(x, t)=0, \quad x \in \partial B, \quad t>0 \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
w(x, 0)=0, \quad \dot{w}(x, 0)=0 \ddot{w}(x, 0)=0 . \quad x \in B . \tag{2.9}
\end{equation*}
$$

The problem (2.7)-(2.9) can be written as the following first order evolution equation

$$
\frac{d W}{d t}=\mathcal{A}_{\tau} W+\mathcal{F}
$$

and the corresponding initial conditions, where $W=(w, u, v)^{T}$ and the linear operator $\mathcal{A}_{\tau}: D\left(\mathcal{A}_{\tau}\right) \subset \mathcal{H} \longrightarrow$ $\mathcal{H}$ and $\mathcal{F}: \mathcal{H} \longrightarrow \mathcal{H}$ are given by

$$
\mathcal{A}_{\tau}\left(\begin{array}{c}
w \\
u \\
v
\end{array}\right)=\left(\begin{array}{c}
u \\
v \\
\frac{1}{c \tau_{1}}\left(-c v+\Delta\left(k^{*} w+k u\right)\right)
\end{array}\right), \quad \mathcal{F}=\left(\begin{array}{c}
0 \\
0 \\
\frac{\tau_{2}-\tau_{1}}{\tau_{1}} \dddot{\alpha}_{2}
\end{array}\right)
$$

with $\alpha_{2}$ being the solution of problem (2.4)-(2.6). The space and domain where this operator is defined are the following

$$
\mathcal{H}=\left\{(w, u, v) \in H_{0}^{1}(B) \times H_{0}^{1}(B) \times L^{2}(B)\right\}
$$

with the usual norm:

$$
\begin{equation*}
\|(w, u, v)\|_{\mathcal{H}}=\int_{B}|\nabla w|^{2} d v+\int_{B}|\nabla u|^{2} d v+\int_{B}|v|^{2} d v \tag{2.10}
\end{equation*}
$$

and

$$
D\left(\mathcal{A}_{\tau}\right)=\left\{(w, u, v) \in \mathcal{H}, v \in H_{0}^{1}(B), k^{*} w+k u \in H^{2}(B)\right\}
$$

This problem is well-posed if the initial conditions for $\alpha_{2}$ given in (2.6) are smooth enough. Since it is not the purpose of this work, we omit the details (here and in the rest of the paper).

Remark 2.1 The operators, spaces, and domains in the subsequent sections can be defined in an analogous way to the ones above. For the sake of readability, we will omit this part in the rest of the paper.

Let us consider the following functions

$$
\begin{equation*}
E_{1}(t)=\frac{1}{2} \int_{B}\left(c\left(\dot{w}+\tau_{1} \ddot{w}\right)^{2}+k^{*}\left|\nabla\left(w+\tau_{1} \dot{w}\right)\right|^{2}+\tau_{1} K_{1}|\nabla \dot{w}|^{2}\right) d v \tag{2.11}
\end{equation*}
$$

(where $\left.K_{i}=k-\tau_{i} k^{*}>0, i=1,2\right)$

$$
\begin{equation*}
E_{2}(t)=\frac{1}{2} \int_{B}\left(c \tau_{1}(\ddot{w})^{2}+k|\nabla \dot{w}|^{2}\right) d v+\int_{B} k^{*} \nabla w \nabla \dot{w} d v \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{3}(t)=\frac{1}{2} \int_{B} k|\nabla w|^{2} d v+\int_{B} c\left(\tau_{1} \ddot{w}+\dot{w}\right) w d v \tag{2.13}
\end{equation*}
$$

We now define

$$
\begin{equation*}
E(t)=E_{1}(t)+m_{2} E_{2}(t)+m_{3} E_{3}(t) \tag{2.14}
\end{equation*}
$$

for some constants $m_{2}, m_{3}>0$ to be chosen below.
Lemma 2.2 The function $E_{1}(t)$ is an energy equivalent to the usual norm in $\mathcal{H}$ given in (2.10). Hence, if $m_{2}, m_{3}>0$ are small enough, $E(t)$ is equivalent to the usual norm in $\mathcal{H}$ too.

Proof The first part of the lemma is straightforward. The second part follows from the fact that if we take $m_{2}$ small enough and, later, take $m_{3}>0$ much smaller (for instance, of $\left.O\left(m_{2}^{2}\right)\right), E(t)$ is equivalent to $E_{1}(t)$.

Theorem 2.3 Let $w$ be a solution of the problem (2.7)-(2.9) and $\varepsilon_{\tau}=\tau_{2}-\tau_{1}$. Then, there exist computable constants $M>0, \lambda-\lambda^{*}$ (all of them of order 1 if $\varepsilon_{\tau}$ is small enough) such that the energy $E(t)$ defined in (2.14) satisfies that

$$
E(t) \leq \frac{M}{\lambda-\lambda^{*}} J(0) \varepsilon_{\tau}^{2}\left(e^{-\lambda^{*} t}-e^{-\lambda t}\right)
$$

with

$$
\begin{aligned}
J(0)= & \frac{1}{2} \int_{B}\left(c\left(\eta^{0}+\tau_{2} \xi^{0}\right)^{2}+k^{*}\left|\nabla\left(\theta^{0}+\tau_{2} \eta^{0}\right)\right|^{2}+\tau_{2} K_{2}\left|\nabla \eta^{0}\right|^{2}\right) d v \\
& +\frac{1}{2} n_{2} \int_{B}\left(c \tau_{2}\left|\xi^{0}\right|^{2}+k\left|\nabla \eta^{0}\right|^{2}\right) d v+n_{2} \int_{B} k^{*} \nabla \theta^{0} \nabla \eta^{0} d v \\
& +\frac{1}{2} n_{3} \int_{B} k\left|\nabla \theta^{0}\right|^{2} d v+n_{3} \int_{B} c\left(\tau_{2}+\xi^{0}+\eta^{0}\right) \theta^{0} d v
\end{aligned}
$$

where $n_{2}, n_{3}>0$ are small enough constants, $\alpha^{0}, \theta^{0}, \eta^{0}$ are the initial conditions given in (2.6), and

$$
\xi^{0}=\frac{1}{c \tau_{2}}\left(-\eta^{0}+k^{*} \Delta \alpha^{0}+k \Delta \theta^{0}\right)
$$

Remark 2.4 With the result given in this theorem, we have proved the structural stability of the problem (2.1)(2.3) with respect to the parameter $\tau$. That is we have proved that the error we have in the measure of the norm of the solution when we modify the relaxation parameter can be controlled by an expression of the order of $O\left(\varepsilon_{\tau}^{2}\right)$, where $\varepsilon_{\tau}$ is the variation of the parameter.

Also, we observe that the energy $E(t)$ is analogous to $J(t)$, which is actually defined in a similar way for $\dot{\alpha_{2}}$ (see (2.19)-(2.22) in the proof of the theorem below).
Remark 2.5 Notice that the amplitude term (that is, everything that is multiplying to $\varepsilon_{\tau}^{2}$ ) vanishes at $t=0$ and tends to 0 when $t$ tends to infinity even when $\varepsilon_{\tau} \neq 0$. In particular, this gives the convergence in $t$ when $t \rightarrow \infty$. The same will happen in all the analogous results of the rest of the paper, so we will omit this comment for the sake of this work.
Remark 2.6 Finally, in the proof of the theorem we will see that in order to compute (and optimize) the value of the constants $M, \lambda, \lambda^{*}$ we should solve some nonlinear equations, which turn out to be a bit complicated. Hence, and as it is not the purpose of this work, we are not going to compute them (neither here nor in the rest of the sections) and we will simply recall their existence.
Proof Let us fix $\tau_{1}>0$ and consider $\tau_{2}>0$ varying (but being of the same order of $\tau_{1}$ ). We consider the functions $E_{1}(t), E_{2}(t), E_{3}(t)$ given in (2.11), (2.12), and (2.13), respectively. After derivation and use of equations (2.7)-(2.9), an easy calculation leads to

$$
\begin{align*}
\frac{d E_{1}}{d t} & =-\int_{B} K_{1}|\nabla \dot{w}|^{2} d v+c \varepsilon_{\tau} \int_{B} \dddot{\alpha}_{2}\left(\tau_{1} \ddot{w}+\dot{w}\right) d v  \tag{2.15}\\
\frac{d E_{2}}{d t} & =-\int_{B} c|\ddot{w}|^{2} d v+k^{*} \int_{B}|\nabla \dot{w}|^{2}+c \varepsilon_{\tau} \int_{B} \dddot{\alpha}_{2} \ddot{w} d v  \tag{2.16}\\
\frac{d E_{3}}{d t} & =-k^{*} \int_{B}|\nabla w|^{2} d v+\int_{B} c\left(\tau_{1} \ddot{w}+\dot{w}\right) \dot{w} d v+c \varepsilon_{\tau} \int_{B} \dddot{\alpha}_{2} w d v \tag{2.17}
\end{align*}
$$

where $\alpha_{2}$ is the solution of the problem (2.4)-(2.6). Now, we consider the function $E(t)$ given in (2.14). By (2.15)-(2.17), we have

$$
\begin{aligned}
\frac{d E}{d t}= & -\int_{B}\left(K_{1}|\nabla \dot{w}|^{2}+c m_{2}|\ddot{w}|^{2}+k^{*} m_{3}|\nabla w|^{2}\right) d v+ \\
& +\int_{B}\left(m_{2} k^{*}|\nabla \dot{w}|^{2}+m_{3} c\left(\tau_{1} \ddot{w}+\dot{w}\right) \dot{w}\right) d v+ \\
& +c \varepsilon_{\tau} \int_{B} \dddot{\alpha}_{2}\left(\tau_{1} \ddot{w}+\dot{w}+m_{2} \ddot{w}+m_{3} w\right) d v .
\end{aligned}
$$

Note that we can select $m_{2}>0$ small enough and, later, select $m_{3}>0$ much smaller (for instance, of $O\left(m_{2}^{2}\right)$ ) to guarantee the existence of a constant $C_{1}>0$ such that

$$
\begin{aligned}
& -\int_{B}\left(K_{1}|\nabla \dot{w}|^{2}+c m_{2}|\ddot{w}|^{2}+k^{*} m_{3}|\nabla w|^{2}\right) d v \\
& \quad+\int_{B}\left(m_{2} k^{*}|\nabla \dot{w}|^{2}+m_{3} c\left(\tau_{1} \ddot{w}+\dot{w}\right) \dot{w}\right) d v \\
& \leq-C_{1} \int_{B}\left(K_{1}|\nabla \dot{w}|^{2}+c m_{2}|\ddot{w}|^{2}+k^{*} m_{3}|\nabla w|^{2}\right) d v .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\frac{d E}{d t} \leq & -C_{1} \int_{B}\left(K_{1}|\nabla \dot{w}|^{2}+c m_{2}|\ddot{w}|^{2}+k^{*} m_{3}|\nabla w|^{2}\right) d v \\
& +\frac{\delta}{2} \int_{B}\left(\tau_{1} \ddot{w}+\dot{w}+m_{2} \ddot{w}+m_{3} w\right)^{2} d v+\frac{c^{2} \varepsilon_{\tau}^{2}}{2 \delta} \int_{B}\left|\dddot{\alpha}_{2}\right|^{2} d v
\end{aligned}
$$

for an arbitrary $\delta>0$. We can select this $\delta$ in such a way that

$$
\delta \int_{B}\left(\tau_{1} \ddot{w}+\dot{w}+m_{2} \ddot{w}+m_{3} w\right)^{2} d v \leq C_{1} \int_{B}\left(K_{1}|\nabla \dot{w}|^{2}+c m_{2}|\ddot{w}|^{2}+k^{*} m_{3}|\nabla w|^{2}\right) d v .
$$

It then follows

$$
\frac{d E}{d t} \leq-\frac{C_{1}}{2} \int_{B}\left(K_{1}|\nabla \dot{w}|^{2}+c m_{2}|\ddot{w}|^{2}+k^{*} m_{3}|\nabla w|^{2}\right) d v+\frac{c^{2} \varepsilon_{\tau}^{2}}{2 \delta} \int_{B}\left|\dddot{\alpha}_{2}\right|^{2} d v
$$

Note also that we can choose a constant $C_{2}>0$ such that

$$
\int_{B}\left(K_{1}|\nabla \dot{w}|^{2}+c m_{2}|\ddot{w}|^{2}+k^{*} m_{3}|\nabla w|^{2}\right) d v \geq C_{2} E(t)
$$

Combining these previous two inequalities, we obtain

$$
\begin{equation*}
\frac{d E(t)}{d t}+\frac{C_{1} C_{2}}{2} E(t) \leq \frac{c^{2} \varepsilon_{\tau}^{2}}{2 \delta} \int_{B}\left|\dddot{\alpha}_{2}\right|^{2} d v \tag{2.18}
\end{equation*}
$$

At this point, we need an estimate for the integral of the right hand side of the previous inequality. In the same spirit as (2.11)-(2.13), we consider

$$
\begin{align*}
& J_{1}(t)=\frac{1}{2} \int_{B}\left(c\left(\ddot{\alpha}_{2}+\tau_{2} \ddot{\alpha}_{2}\right)^{2}+k^{*}\left|\nabla\left(\dot{\alpha_{2}}+\tau_{2} \ddot{\alpha}_{2}\right)\right|^{2}+\tau_{2} K_{2}\left|\nabla \ddot{\alpha}_{2}\right|^{2}\right) d v,  \tag{2.19}\\
& J_{2}(t)=\frac{1}{2} \int_{B}\left(c \tau_{2}\left(\dddot{\alpha}_{2}\right)^{2}+k\left|\nabla \ddot{\alpha}_{2}\right|^{2}\right) d v+\int_{B} k^{*} \nabla \dot{\alpha_{2}} \nabla \ddot{\alpha_{2}} d v,  \tag{2.20}\\
& J_{3}(t)=\frac{1}{2} \int_{B} k\left|\nabla \dot{\alpha}_{2}\right|^{2} d v+\int_{B} c\left(\tau_{2} \dddot{\alpha}_{2}+\ddot{\alpha}_{2}\right) \dot{\alpha}_{2} d v \tag{2.21}
\end{align*}
$$

and

$$
\begin{equation*}
J(t)=J_{1}(t)+n_{2} J_{2}(t)+n_{3} J_{3}(t) \tag{2.22}
\end{equation*}
$$

for $n_{2}, n_{3}$ to be choosen below. We recall that $\alpha_{2}$ is the solution of (2.4)-(2.6) (we will consider $\alpha_{2}$ regular enough to compute the previous integrals).

As in the first part of this proof, after derivation and making use of (2.4)-(2.6) we have

$$
\begin{aligned}
\frac{d J}{d t}= & -\int_{B}\left(K_{2}\left|\nabla \ddot{\alpha}_{2}\right|^{2}+c n_{2}\left|\ddot{\alpha}_{2}\right|^{2}+k^{*} n_{3}\left|\nabla \dot{\alpha}_{2}\right|^{2}\right) d v+ \\
& +\int_{B}\left(n_{2} k^{*}\left|\nabla \ddot{\alpha}_{2}\right|^{2}+n_{3} c\left(\tau_{2} \ddot{\alpha}_{2}+\ddot{\alpha}_{2}\right) \ddot{\alpha}_{2}\right) d v .
\end{aligned}
$$

Following the same steps to obtain (2.18), we can find $n_{2}>0$ small enough and $n_{3}>0$ much smaller such that there exist $B_{1}, B_{2}>0$ constant that

$$
\frac{d J(t)}{d t}+\frac{B_{1} B_{2}}{2} J(t) \leq 0
$$

Therefore, by Gronwall's inequality, we have

$$
\begin{equation*}
J(t) \leq J(0) e^{-\lambda^{*} t} \tag{2.23}
\end{equation*}
$$

where $\lambda^{*}=\frac{B_{1} B_{2}}{2}$. We now observe that there exists a constant $C_{3}>0$ such that

$$
\int_{B}\left|\ddot{\alpha}_{2}\right|^{2} d v \leq C_{3} J(t)
$$

Hence, using (2.23) in (2.18) we have

$$
\frac{d E}{d t}+\lambda E(t) \leq \frac{C_{3}}{2 \delta} J(0) \varepsilon_{\tau}^{2} e^{-\lambda^{*} t}
$$

where $\lambda=\frac{C_{1} C_{2}}{2}$. After integration (and recalling that $E(0)=0$ ), we obtain

$$
E(t) \leq \frac{M}{\lambda-\lambda^{*}} J(0) \varepsilon_{\tau}^{2}\left(e^{-\lambda^{*} t}-e^{-\lambda t}\right)
$$

for a certain constant $M>0$. Observe that $\lambda, \lambda^{*}$ depend on the constants $C_{1}, C_{2}, B_{1}, B_{2}$, that have chosen conveniently large or small. That means we have a certain margin to choose them and, therefore, we can take them in a form that $\lambda \neq \lambda^{*}$. However, if $\lambda=\lambda^{*}$ similar estimates can be obtained.

Now, as $\tau_{1}$ is fixed and $\tau_{2}$ varies in the same order of $\tau_{1}$, the dependence of these parameters on the above constants is not relevant. Hence, we obtain the result given in the statement of the theorem.

### 2.2 Convergence as $\tau \rightarrow 0$

The aim of this section is to compare the solutions corresponding to the MGT-heat equation of (1.1) with solutions for the type III heat equation (1.2) (or strongly damped wave equation). This corresponds to see what happens in the case that the relaxation parameter $\tau$ tends to zero in (1.1) and compare the solution with the corresponding solutions.

More concretely, we are going to compare the solution $\alpha_{1}$ of the problem (2.1)-(2.3) (with $\tau$ instead of $\tau_{1}$ ) with the solution of the problem given by the equation

$$
\begin{equation*}
c \ddot{\alpha}_{2}=k^{*} \Delta \alpha_{2}+k \Delta \dot{\alpha}_{2} \tag{2.24}
\end{equation*}
$$

with the boundary condition (2.5) and the initial conditions

$$
\begin{equation*}
\alpha_{2}(x, 0)=\alpha^{0}(x), \quad \dot{\alpha}_{2}(x, 0)=\theta^{0}(x), \quad x \in B \tag{2.25}
\end{equation*}
$$

Observe that the problem above is the formal limit problem for (2.1)-(2.3) when $\tau \rightarrow 0$. Also observe that, deriving (2.24) we have

$$
\begin{equation*}
c \dddot{\alpha}_{2}=k^{*} \Delta \dot{\alpha}_{2}+k \Delta \ddot{\alpha}_{2} \tag{2.26}
\end{equation*}
$$

that we are going to use below.
We first note that the problem for $\alpha_{1}$ involves three initial conditions, but the one for $\alpha_{2}$ only involves two initial conditions. Therefore, it will be sufficient to restrict our attention to the particular case were we impose that

$$
\begin{equation*}
\eta^{0}(x)=c^{-1}\left(k^{*} \Delta \alpha^{0}+k \Delta \theta^{0}\right) \tag{2.27}
\end{equation*}
$$

Estimates for the other cases (different $\eta^{0}$ ) could be obtained after the addition of the continuous dependence with respect to initial conditions.

Remark 2.7 In Theorem 2.8 it seems that we are comparing $\alpha_{1}$, which is the solution of the third order in time problem (2.1)-(2.3) with $\alpha_{2}$, solution of the second order in time problem (2.24)-(2.5)-(2.25).

Actually, the complete proof will consist of the two following steps: first, compare $\alpha_{1}$ solution of (2.1)-(2.3) with $\tilde{\alpha}_{1}$ solution of the same problem with $\eta^{0}$ satisfying (2.27) (hence, a problem with two initial conditions); and, second, compare $\tilde{\alpha}_{1}$ with $\alpha_{2}$, solution of (2.24)-(2.5)-(2.25) (that is, a problem with two initial conditions since $\eta^{0}$ is satisfying (2.27)).

As the first step follows directly from the well-known exponential decay results of the corresponding problems, we have omitted it in the proof below, which only contains the details of the second step described above.

In order to compare both problems we denote

$$
w(x, t)=\alpha_{1}-\alpha_{2} .
$$

The function $w(x, t)$ satisfies the problem determined by the equation

$$
\begin{equation*}
c(\tau \dddot{w}+\ddot{w})=k^{*} \Delta w+k \Delta \dot{w}+c \tau \dddot{\alpha}_{2} \tag{2.28}
\end{equation*}
$$

with the homogeneous initial and boundary conditions given in (2.8) and (2.9).
Theorem 2.8 Let $w$ be a solution of the problem (2.28), with initial and boundary conditions given by (2.8) and (2.9), respectively. Then, there exist a constant $M>0$ independent of $\tau$ if $\tau$ is small enough such that $E_{1}(t)$ defined in (2.11) (with $\tau$ instead of $\left.\tau_{1}\right)$ satisfies that

$$
E_{1}(t) \leq M \tau^{2} t^{2} J^{*}(0)
$$

with

$$
J^{*}(0)=\frac{1}{2} \int_{B}\left(c\left|\xi^{0}\right|^{2}+k^{*}\left|\nabla \eta^{0}\right|^{2}\right) d v
$$

for

$$
\begin{equation*}
\xi^{0}=\frac{1}{c}\left(k^{*} \Delta \theta^{0}+k \Delta \eta^{0}\right) \tag{2.29}
\end{equation*}
$$

where $\theta^{0}, \eta^{0}$ are the initial conditions given in (2.25) and (2.27), respectively.
Remark 2.9 Regarding the regularity required for the initial conditions, there are some differences between our hypotheses and those required in Theorem 2.4 of [7]. Essentially, we ask the initial conditions to be as regular as needed to fulfill the above results. To be more specific, from (2.25), (2.27), and (2.29) this happens if $k^{*} \alpha^{0}+k \theta^{0} \in H^{3}(B)$ and $k^{*} \theta^{0}+k c^{-1}\left(k^{*} \Delta \alpha^{0}+k \Delta \theta^{0}\right) \in H^{2}(B)$. However, in [7] the needed regularity is just $\alpha^{0}, \theta^{0} \in H^{2}(B)$ and $\eta^{0} \in H^{1}(B)$.

Proof We consider the function $E_{1}(t)$ given in (2.11) (with $\tau$ instead of $\tau_{1}$ ). After derivation and use of equations (2.28) and the boundary condition (2.8), it is easy to see that

$$
\begin{equation*}
\frac{d E_{1}}{d t}=-\int_{B} K|\nabla \dot{w}|^{2} d v+c \tau \int_{B} \dddot{\alpha}_{2}(\tau \ddot{w}+\dot{w}) d v . \tag{2.30}
\end{equation*}
$$

where $K=k-\tau k^{*}>0$ and $\alpha_{2}$ is the solution of the problem (2.24)-(2.5)-(2.25).
As $K>0$ if $\tau$ is small enough, from the inequality above we have

$$
\frac{d E_{1}(t)}{d t} \leq c \tau \int_{B} \dddot{\alpha}_{2}(\tau \ddot{w}+\dot{w}) d v \leq c^{1 / 2} \tau\left(\int_{B}\left|\dddot{\alpha}_{2}\right|^{2} d v\right)^{1 / 2} E_{1}^{1 / 2}(t)
$$

Hence,

$$
\frac{\dot{E}_{1}(t)}{E_{1}^{1 / 2}(t)} \leq c^{1 / 2} \tau\left(\int_{B}\left|\dddot{\alpha}_{2}\right|^{2} d v\right)^{1 / 2}
$$

which integrated leads to

$$
\begin{equation*}
2 E_{1}(t)^{1 / 2} \leq c^{1 / 2} \tau t^{1 / 2}\left(\int_{0}^{t} \int_{B}\left|\dddot{\alpha}_{2}\right|^{2} d v d \tau\right)^{1 / 2} \tag{2.31}
\end{equation*}
$$

To estimate the integral on the right hand side we now consider

$$
\begin{equation*}
J^{*}(t)=\frac{1}{2} \int_{B}\left(c\left|\dddot{\alpha}_{2}\right|^{2}+k^{*}\left|\nabla \ddot{\alpha}_{2}\right|^{2}\right) d v \tag{2.32}
\end{equation*}
$$

After derivation, and making use of Eqs. (2.24), (2.5) and (2.25), we arrive at

$$
\frac{d J^{*}(t)}{d t}=-k \int_{B}\left|\nabla \ddot{\alpha}_{2}\right|^{2} d v \leq 0
$$

We now observe that there is a constant $C^{*}>0$ such that

$$
\int_{B}\left|\dddot{\alpha}_{2}\right|^{2} d v \leq C^{*} J^{*}(t) \leq C^{*} J^{*}(0)
$$

as $J^{*}(t)$ is a decreasing function. Combining this with (2.31), we arrive at the result given in this theorem.

The estimate obtained in Theorem 2.8 is valid whenever (2.27) holds. But following the same steps as in Theorem 2.8, we can obtain a similar estimate for the general case. Also, in order to clarify the convergence between the solutions of the MGT-heat equation(1.1) and the type III heat equation(1.2) (and also to compare these results with those obtained in Theorem 2.4 in [7]) it is convenient to give an estimate for a measure of the solution independent of $\tau$. Results in these directions are given in Theorem 2.10 below.

Theorem 2.10 Let $w$ be a solution of the problem (2.28), with initial and boundary conditions given by (2.8) and (2.9), respectively. Then, there exists a constant $M>0$ independent of $\tau$ if $\tau$ is small enough such that $E_{1}(t)$ defined in (2.11) (with $\tau$ instead of $\left.\tau_{1}\right)$ satisfies that

$$
\begin{equation*}
E_{1}(t) \leq 2 \tau^{2} H(0)+2 M \tau^{2} t^{2} J^{* *}(0) \tag{2.33}
\end{equation*}
$$

where

$$
H(0)=\frac{1}{2} \int_{B} c\left(\eta^{0}-\chi^{0}\right)^{2} d v
$$

and

$$
J^{* *}(0)=\frac{1}{2} \int_{B}\left(c\left|\xi_{*}^{0}\right|^{2}+k^{*}\left|\nabla \chi^{0}\right|^{2}\right) d v
$$

where

$$
\chi^{0}=c^{-1}\left(k^{*} \Delta \alpha^{0}+k \Delta \theta^{0}\right)
$$

and

$$
\xi_{*}^{0}=c^{-1}\left(k^{*} \Delta \theta^{0}+k \Delta \chi^{0}\right) .
$$

Also, we can obtain the following convergence of order $\tau^{2}$ for the $H^{1}$-norm of $w$ when $\tau \rightarrow 0$ :

$$
\begin{equation*}
\int_{B}|\nabla w|^{2} d v \leq \frac{4}{k^{*}} \tau^{2} H(0)+\frac{4 M}{k^{*}} \tau^{2} t^{2} J^{* *}(0) . \tag{2.34}
\end{equation*}
$$

Remark 2.11 For the estimate (2.33), we need $k^{*} \alpha^{0}+k \theta^{0} \in H^{3}(B), k^{*} \theta^{0}+k c^{-1}\left(k^{*} \Delta \alpha^{0}+k \Delta \theta^{0}\right) \in H^{2}(B)$ and $c^{-1}\left(k^{*} \Delta \alpha^{0}+k \Delta \theta^{0}\right)-\eta^{0} \in L^{2}(B)$.

Also, observe that if we impose some more regularity on the initial conditions we could obtain estimates for the $H^{1}$-norm of the time derivatives of $w$ similar to (2.34). This would allow us to obtain a measure of the solution independent of $\tau$, as desired.

Proof As we said, following the same steps as in Theorem 2.8, we can obtain estimate (2.33).
To obtain estimate (2.34), we note that

$$
E_{1}(t) \geq \int_{B}\left(k^{*}|\nabla(w+\tau \dot{w})|^{2}+\tau K|\nabla \dot{w}|^{2}\right) d v
$$

But

$$
\begin{align*}
k^{*}|\nabla(w+\tau \dot{w})|^{2}+\tau K|\nabla \dot{w}|^{2} & =k^{*}\left(|\nabla w|^{2}+2 \tau \nabla w \nabla \dot{w}+\tau^{2}|\nabla \dot{w}|^{2}\right)+\tau K|\nabla \dot{w}|^{2} \\
& \geq k^{*}\left(|\nabla w|^{2}-\frac{1}{2}|\nabla w|^{2}-2 \tau^{2}|\nabla \dot{w}|^{2}+\tau^{2}|\nabla \dot{w}|^{2}\right)+\tau K|\nabla \dot{w}|^{2} \\
& \geq \frac{k^{*}}{2}|\nabla w|^{2}+\left(\tau K-\tau^{2} k^{*}\right)|\nabla \dot{w}|^{2} \\
& \geq \frac{k^{*}}{2}|\nabla w|^{2} \tag{2.35}
\end{align*}
$$

whenever $\tau$ is small enough. Therefore we obtain

$$
k^{*} \int_{B}|\nabla w|^{2} d v \leq 2 E_{1}(t)
$$

that, combined with (2.33) gives us (2.34).

Remark 2.12 Theorem 2.8 says that the difference between the solutions for the problem determined by the MGT heat conduction theory and the type III heat equation can be controlled by an expression of the order of $O\left(\tau^{2}\right)$, where $\tau$ is the relaxation parameter. It is worth recalling that the MGT heat equation can be seen after the introduction of the relaxation parameter in the type III heat equation (see [11,39]). Therefore, as far as the relaxation parameter is small, the difference of solutions between both theories is also small. The same idea applies to the result given in Theorem 2.10 for the general initial conditions case.

Finally, it is worth recalling the contributions [7,8], which give another result concerning the convergence we study here. In fact, they obtain their results in an abstract way, with stronger topologies and even in a nonlinear context. However, our Theorem 2.8 improves these results in the finite time case. More concretely, we obtain a rate of convergence that is quadratic in the relaxation parameter $\tau$ when $t$ is bounded, while in $[7,8]$ this rate of convergence is linear in $\tau$. Notice that our results combined with the same arguments used in [7] allow us to obtain the same strong convergence result given in Theorem 2.4b of [7] (we do not include them here as it is neither the purpose nor the spirit of the present work). Maybe similar results with different regularity on the solutions could be derived from the use of $E(t)$, but this would be part of a future work.
Remark 2.13 In Theorems 2.8 and 2.10 we have used $E_{1}(t)$ instead of $E(t)$, as $E(t)$ is not an equivalent norm to the usual one in $\mathcal{H}$ when $\tau \rightarrow 0$ (see definitions (2.11)-(2.14)). However, we would like to say that one could also extend the arguments of Theorems 2.8 and 2.10 to consider stronger topologies. If in Theorem 2.8 we define

$$
\begin{equation*}
\hat{E}_{1}(t)=\frac{1}{2} \int_{B}\left(c|\nabla(\dot{w}+\tau \ddot{w})|^{2}+k^{*}\left|\Delta\left(w+\tau_{1} \dot{w}\right)\right|^{2}+\tau K_{1}|\Delta \dot{w}|^{2}\right) d v \tag{2.36}
\end{equation*}
$$

we have that

$$
\frac{d \hat{E}_{1}}{d t} \leq c \tau \int_{B} \nabla \dddot{\alpha}_{2} \nabla(\tau \ddot{w}+\dot{w}) d v \leq c^{1 / 2} \tau\left(\int_{B}\left|\nabla \dddot{\alpha}_{2}\right|^{2} d v\right)^{1 / 2} \hat{E}_{1}(t)^{1 / 2}
$$

Therefore we obtain that

$$
\hat{E}_{1}(t) \leq M \tau^{2} t^{2} \hat{J}^{*}(0)
$$

where $\hat{J}^{*}(0)$ can be obtained in terms of the initial conditions. That is the convergence that would be given in a stronger topology. Again, stronger regularity conditions on the initial data will be needed.

Similarly, an estimate analogous at (2.34) could be obtained applying the same kind of the above arguments to Theorem 2.10.

## 3 Variation of the conductivity rate parameter

In this section, we study continuous dependence and convergence of the solutions of (1.1) with respect to the conductivity rate parameter $k^{*}$. We recall that in case that $k^{*}=0$ the heat equation becomes the MaxwellCattaneo heat equation (1.3).
3.1 Small change of the parameter $k^{*}$

In this section, we compare the solutions of the problem determined by (2.1)-(2.3) (with $\tau$ and $k_{1}^{*}$ instead of $\tau_{1}$ and $k^{*}$ ) with the solutions of the problem defined by the equation

$$
\begin{equation*}
c\left(\tau \dddot{\alpha}_{2}+\ddot{\alpha}_{2}\right)=k_{2}^{*} \Delta \alpha_{2}+k \Delta \dot{\alpha}_{2} \tag{3.1}
\end{equation*}
$$

with the boundary and initial conditions (2.5) and (2.6), respectively.
Denote (again) by $w$ the difference of the solutions, that is $w=\alpha_{1}-\alpha_{2}$, which is easy to see that satisfies the equation

$$
\begin{equation*}
c(\tau \ddot{w}+\ddot{w})=k_{1}^{*} \Delta w+k \Delta \dot{w}+\left(k_{1}^{*}-k_{2}^{*}\right) \Delta \alpha_{2}, \tag{3.2}
\end{equation*}
$$

with homogeneous Dirichlet boundary conditions and homogeneous initial conditions ((2.8) and (2.9), respectively).

Theorem 3.1 Let $w$ be a solution of the problem (3.2)-(2.8)-(2.9) for $k_{1}^{*}>0$ fixed and a varying $k_{2}^{*}>0$ and $\varepsilon_{k^{*}}=k_{1}^{*}-k_{2}^{*}$. Then, there exist three computable constants $M>0, \lambda^{*}-\lambda^{*}$ (all of them of order 1 if $\varepsilon_{k^{*}}$ is small enough) such that the energy $E(t)$ defined in (2.14) (with $\tau$ and $k_{1}^{*}$ instead of $\tau_{1}$ and $k^{*}$ ) satisfies that

$$
E(t) \leq \frac{M}{\lambda-\lambda^{*}} F(0) \varepsilon_{k^{*}}^{2}\left(e^{-\lambda^{*} t}-e^{-\lambda t}\right)
$$

with

$$
\begin{equation*}
F(0)=\frac{1}{2} \int_{B}\left(c\left|\nabla\left(\theta^{0}+\tau \eta^{0}\right)\right|^{2}+k_{2}^{*}\left|\Delta\left(\alpha^{0}+\tau \theta^{0}\right)\right|^{2}+\tau\left(k-\tau k_{2}^{*}\right)\left|\Delta \theta^{0}\right|^{2}\right) d v \tag{3.3}
\end{equation*}
$$

and where $\alpha^{0}, \theta^{0}, \eta^{0}$ are the initial conditions given in (2.6).
Remark 3.2 We see that the difference between both solutions can be controlled by an expression of the order of $O\left(\varepsilon_{k^{*}}^{2}\right)$ where $\varepsilon_{k^{*}}$ is the difference between the conductivity rate parameters. This proves the structural stability of the problem (2.1)-(2.3) with respect to the conductivity rate parameter $k^{*}$.

Also, observe that $F(t)$ (which will be defined in the proof of the theorem, see (3.5)) is analogous to the usual $H^{2}$ energy.

Proof The proof will follow the same steps as the proofs of Theorems 2.3 or 2.8 in the previous section.
We now fix $k_{1}^{*}>0$ and let $k_{2}^{*}>0$ vary. Again, we consider the functions $E_{1}(t), E_{2}(t), E_{3}(t), E(t)$ given in (2.11), (2.12), (2.13), and (2.14) (with $\tau$ and $k_{1}^{*}$ instead of $\tau_{1}$ and $k^{*}$, respectively). After derivation and use of Eqs. (3.2)-(2.8)-(2.9), an easy calculation leads to

$$
\begin{aligned}
\frac{d E}{d t}= & -\int_{B}\left(K_{1}^{*}|\nabla \dot{w}|^{2}+c m_{2}|\ddot{w}|^{2}+k_{1}^{*} m_{3}|\nabla w|^{2}\right) d v+ \\
& +\int_{B}\left(m_{2} k_{1}^{*}|\nabla \dot{w}|^{2}+m_{3} c(\tau \ddot{w}+\dot{w}) \dot{w}\right) d v+ \\
& +\varepsilon_{k^{*}} \int_{B} \Delta \alpha_{2}\left(\tau \ddot{w}+\dot{w}+m_{2} \ddot{w}+m_{3} w\right) d v
\end{aligned}
$$

with now $K_{i}^{*}=k-\tau k_{i}^{*}>0, i=1,2$, and where $\alpha_{2}$ is the solution of problem (3.1)-(2.5)-(2.6).
Following the same steps as in the proof of Theorem 2.3 or Theorem 2.8, we can see that

$$
\begin{equation*}
\frac{d E(t)}{d t}+\frac{C_{1} C_{2}}{2} E(t) \leq \frac{\varepsilon_{k^{*}}^{2}}{2 \delta} \int_{B}\left|\Delta \alpha_{2}\right|^{2} d v \tag{3.4}
\end{equation*}
$$

for $m_{2}>0$ small enough, $m_{3}>0$ much smaller, and $C_{1}, C_{2}, \delta>0$.
To estimate the right-hand side of the previous inequality we consider

$$
\begin{equation*}
F(t)=\frac{1}{2} \int_{B}\left(c\left|\nabla\left(\dot{\alpha}_{2}+\tau \ddot{\alpha}_{2}\right)\right|^{2}+k_{2}^{*}\left|\Delta\left(\alpha_{2}+\tau \dot{\alpha}_{2}\right)\right|^{2}+\tau K_{2}^{*}\left|\Delta \dot{\alpha}_{2}\right|^{2}\right) d v \tag{3.5}
\end{equation*}
$$

As before, we can see that there exists $C_{3}>0$ such that

$$
\begin{equation*}
\int_{B}\left|\Delta \alpha_{2}\right|^{2} d v \leq C_{3} F(t) \tag{3.6}
\end{equation*}
$$

As we will proof below, it can be seen that there exist a constant $\lambda^{*}>0$ such that

$$
\begin{equation*}
\frac{d F(t)}{d t} \leq-\lambda^{*} F(t) \tag{3.7}
\end{equation*}
$$

and, hence,

$$
F(t) \leq F(0) e^{-\lambda^{*} t}
$$

with $F(0)$ given in (3.3). Thus, following the same steps as in Theorems 2.3 or 2.8 we arrive at

$$
E(t) \leq \frac{C_{3} C_{4}}{2 \delta\left(\lambda-\lambda^{*}\right)} F(0) \varepsilon_{k^{*}}^{2}\left(e^{-\lambda^{*} t}-e^{-\lambda t}\right)
$$

Therefore, we obtain the result given in the statement of the theorem.
It only remains to prove inequality (3.7). To this end, we define

$$
\begin{gathered}
G_{1}(t)=\frac{1}{2} \int_{B}\left(c \tau\left|\nabla \ddot{\alpha}_{2}\right|^{2}+k\left|\Delta \dot{\alpha}_{2}\right|^{2}+2 k_{2}^{*} \Delta \alpha_{2} \Delta \dot{\alpha}_{2}\right) d v \\
G_{2}(t)=\frac{1}{2} \int_{B}\left(k\left|\Delta \alpha_{2}\right|^{2}+2 c \nabla\left(\tau \ddot{\alpha}_{2}+\dot{\alpha}_{2}\right) \nabla \alpha_{2}\right) d v
\end{gathered}
$$

Using (3.1), (2.5) and (2.6), we can see that

$$
\begin{gathered}
\frac{d G_{1}}{d t}=-\int_{B} c\left|\nabla \ddot{\alpha}_{2}\right|^{2} d v+k_{2}^{*} \int_{B}\left|\Delta \dot{\alpha}_{2}\right|^{2} d v \\
\frac{d G_{2}}{d t}=-\int_{B} k_{2}^{*}\left|\Delta \alpha_{2}\right|^{2} d v+\int_{B} c \nabla\left(\tau \ddot{\alpha}_{2}+\dot{\alpha}_{2}\right) \nabla \dot{\alpha}_{2} d v
\end{gathered}
$$

and also

$$
\frac{d F}{d t}=-K_{2}^{*} \int_{B}\left|\Delta \dot{\alpha}_{2}\right|^{2} d v
$$

Now, we can see that, for $n_{1}, n_{2}>0$ small enough, we have

$$
F(t)+n_{1} G_{1}(t)+n_{2} G_{2}(t)
$$

is equivalent to $F(t)$ and also that there exists a constant $C_{5}>0$ such that

$$
\frac{d}{d t}\left(F(t)+n_{1} G_{1}(t)+n_{2} G_{2}(t)\right) \leq C_{5} F(t)
$$

This proves inequality (3.7), which completes the proof of the present theorem.

### 3.2 Case $k^{*} \rightarrow 0$

Now, we compare the solutions of the problem determined by (2.1)-(2.3) (with $\tau$ instead of $\tau_{1}$ ) with the solutions of the problem defined by the equation

$$
\begin{equation*}
c\left(\tau \dddot{\alpha}_{2}+\ddot{\alpha}_{2}\right)=k \Delta \dot{\alpha}_{2} \tag{3.8}
\end{equation*}
$$

with the boundary and initial conditions (2.5) and (2.6), respectively.
But, as (3.8) is, in fact, a second order problem in $\dot{\alpha_{2}}$, only two initial conditions would be needed. Hence in this case we assume that

$$
\begin{equation*}
\alpha^{0}=\frac{1}{k} \Delta^{-1}\left(c \tau \eta^{0}+c \theta^{0}\right) . \tag{3.9}
\end{equation*}
$$

That is we can select $\alpha^{0}$ in terms of $\theta^{0}$ and $\eta^{0}$. Observe that the boundary conditions assumed in (2.5) guarantee that $\alpha^{0}$ is well defined.

With these assumptions, we also observe that $\alpha_{2}$ satisfies the equation

$$
\begin{equation*}
c\left(\tau \ddot{\alpha}_{2}+\dot{\alpha}_{2}\right)=k \Delta \alpha_{2} \tag{3.10}
\end{equation*}
$$

(together with (2.5), (2.6), and (3.9)). This equation is obtained by integrating (3.8) and imposing the initial conditions discussed above.

The difference of the solutions $w=\alpha_{1}-\alpha_{2}$ satisfies the equation

$$
\begin{equation*}
c(\tau \ddot{w}+\ddot{w})=k^{*} \Delta w+k \Delta \dot{w}+k^{*} \Delta \alpha_{2}, \tag{3.11}
\end{equation*}
$$

with homogenous Dirichlet boundary conditions and homogeneous initial conditions (that is, (2.8) and (2.9), respectively).
Remark 3.3 From definitions (2.11)-(2.14) we can see that $E(t)$ is not an equivalent norm to the usual one in $\mathcal{H}$ when $k^{*} \rightarrow 0$. But we can still work with $E_{1}(t)$ and obtain the previous results, which will allow us to obtain the convergence result when $k^{*} \rightarrow 0$ (see Remark 3.7).

A discussion on the regularity of the initial conditions can also be done, in the same spirit as Remark 2.7.
Theorem 3.4 Let $w$ be a solution of the problem (3.11), with boundary and initial conditions given by (2.8) and (2.9), respectively. Then, there exists a computable constant $M>0$ independent of $k^{*}$ if $k^{*}$ is small enough such that $E_{1}(t)$ defined in $(2.11)$ (with $\tau$ instead of $\left.\tau_{1}\right)$ satisfies that

$$
E_{1}(t) \leq M\left(k^{*}\right)^{2} t^{2} F^{*}(0)
$$

with

$$
F^{*}(0)=\frac{1}{2} \int_{B}\left(c \tau\left|\nabla \theta^{0}\right|^{2}+k\left|\Delta \alpha^{0}\right|^{2}\right) d v
$$

and where $\alpha^{0}, \theta^{0}$ are the initial conditions given in (2.6) and (3.9).
Remark 3.5 This estimate says that the difference of the solutions between the MGT heat equation and the Maxwell-Cattaneo heat equation is controlled by a term of the order of $O\left(\left(k^{*}\right)^{2}\right)$ where $k^{*}$ is the conductivity rate parameter. The solutions of these two problems would be close whenever this parameter is small. A strong convergence result in this case could be the purpose of a future work.

Also, observe that $F^{*}(t)$ (which will be defined in the proof of the theorem, see (3.13)) is analogous to the usual $H^{2}$ energy.

Remark 3.6 In Theorem 3.4 it seems that we are comparing $\alpha_{1}$, which is the solution of the third order in time problem (2.1)-(2.3) with $\alpha_{2}$, solution of the second order in time problem (3.8)-(3.9) and (2.5)-(2.6). But observe that a remark in the same spirit as Remark 2.7 can be done. We are comparing $\alpha_{1}$ solution of (2.1)-(2.3) with $\tilde{\alpha}_{1}$ solution of the same problem with $\eta^{0}$ satisfying (3.9) (hence, a problem with two initial conditions); and, then, we compare $\tilde{\alpha}_{1}$ with $\alpha_{2}$, solution of (3.8)-(3.9) and (2.5)-(2.6) (that is, a problem with two initial conditions since $\eta^{0}$ is satisfying (3.9)).

As before, we recall that the first part is a consequence of the well known exponential decay results of the corresponding problems. Hence, the proof below only focus on the details of the second step described above.

Proof The proof follows the same steps as the proof of Theorem 2.8. As in there, we consider the function $E_{1}(t)$ given in (2.11) (with $\tau$ instead of $\tau_{1}$ ). After derivation and use of eqs. (3.11)-(2.8)-(2.9), an easy calculation leads to

$$
\frac{d E_{1}}{d t}=-\int_{B}\left(K^{*}|\nabla \dot{w}|^{2}+k^{*} \Delta \alpha_{2}(\tau \ddot{w}+\dot{w})\right) d v
$$

with $K^{*}=k-\tau k^{*}>0$, and $\alpha_{2}$ being the solution of the problem (3.8)-(3.9) and (2.5)-(2.6). As $K^{*}>0$ if $k^{*}$ is small enough, we have

$$
\frac{d E_{1}}{d t} \leq \int_{B} k^{*} \Delta \alpha_{2}(\tau \ddot{w}+\dot{w}) d v \leq c^{-1 / 2} k^{*}\left(\int_{B}\left|\Delta \alpha_{2}\right|^{2} d v\right)^{1 / 2} E_{1}^{1 / 2}(t)
$$

Following the same steps as in the proof of Theorem 2.8, we can se that

$$
\begin{equation*}
2 E_{1}(t)^{1 / 2} \leq c^{1 / 2} k^{*} t^{1 / 2}\left(\int_{0}^{t} \int_{B}\left|\Delta \alpha_{2}\right|^{2} d v d \tau\right)^{1 / 2} \tag{3.12}
\end{equation*}
$$

To estimate the integral on the right hand side, we consider

$$
\begin{equation*}
F^{*}(t)=\frac{1}{2} \int_{B}\left(c \tau\left|\nabla \dot{\alpha}_{2}\right|^{2}+k\left|\Delta \alpha_{2}\right|^{2}\right) d v \tag{3.13}
\end{equation*}
$$

We derive $F^{*}(t)$ and use that $\alpha_{2}$ satisfies (3.10), together with (2.5)-(2.6), which leads to

$$
\frac{d F^{*}(t)}{d t}=-c \int_{B}\left|\nabla \dot{\alpha}_{2}\right|^{2} d v
$$

Observe that we have $C^{*}>0$ such that

$$
\int_{B}\left|\Delta \alpha_{2}\right|^{2} d v \leq C^{*} F^{*}(t) \leq C^{*} F^{*}(0)
$$

as $F^{*}(t)$ is a decreasing function. Combining this with (3.12) we arrive at the desired inequality.
Remark 3.7 The inequality given in Theorem 3.4 allows us to prove the convergence to 0 of the $H^{1}$-norm of $\dot{w}$ when $k^{*} \rightarrow 0$. If we want to prove the convergence of the $H^{1}$-norm of $w$, we can observe that, if $\nabla w(0)=0$, then

$$
|\nabla w(t)|^{2}=2 \int_{0}^{t} \nabla w \nabla \dot{w} d s \leq 2\left(\int_{0}^{t}|\nabla w|^{2} d s\right)^{1 / 2}\left(\int_{0}^{t}|\nabla \dot{w}|^{2} d s\right)^{1 / 2} \leq \frac{4 t}{\pi}\left(\int_{0}^{t}|\nabla \dot{w}|^{2} d s\right)
$$

(Poincaré's type inequalities). If we know that

$$
\int_{B}|\nabla \dot{w}|^{2} d s \leq M t^{2}\left(k^{*}\right)^{2} F^{*}(0)
$$

then

$$
\int_{0}^{t} \int_{B}|\nabla \dot{w}|^{2} d v d s \leq \frac{M t^{3}}{3}\left(k^{*}\right)^{2} F^{*}(0)
$$

Hence,

$$
\int_{B}|\nabla w|^{2} d v \leq \frac{4 M t^{4}}{3 \pi}\left(k^{*}\right)^{2} F^{*}(0)
$$

## 4 Variation of the thermal conductivity parameter

In this section, we study continuous dependence of the solutions of (1.1) with respect the thermal conductivity parameter $k$.

We note that in the limit case $k=0$ the problem (2.1)-(2.3) is ill-posed as it does not generate a strongly continuous semigroup in the usual space (see for example [15,23]). Hence, we will not study this convergence in this section.

### 4.1 Small change of the parameter $k$

In this section, we compare the solutions of the problem determined by (2.1)-(2.3) (now with $\tau_{1}=\tau$ and $k=k_{1}$ ) with the solutions of the problem defined by the equation

$$
\begin{equation*}
c\left(\tau \dddot{\alpha}_{2}+\ddot{\alpha}_{2}\right)=k^{*} \Delta \alpha_{2}+k_{2} \Delta \dot{\alpha}_{2} \tag{4.1}
\end{equation*}
$$

with the boundary and initial conditions (2.5) and (2.6), respectively.
The difference $w=\alpha_{1}-\alpha_{2}$ is a solution of the problem

$$
\begin{equation*}
c(\tau \ddot{w}+\ddot{w})=k^{*} \Delta w+k_{1} \Delta \dot{w}+\left(k_{1}-k_{2}\right) \Delta \dot{\alpha}_{2} \tag{4.2}
\end{equation*}
$$

with boundary and initial conditions (2.8)-(2.9), respectively.
Theorem 4.1 Let $w$ be a solution of the problem (4.2)-(2.8)-(2.9) for $k_{1}>0$ fixed and a varying $k_{2}>0$, and $\varepsilon_{k}=k_{1}-k_{2}$. Then, there exist three computable constants $M>0, \lambda-\lambda^{*}$ (all of them of order 1 if $\varepsilon_{k}$ is small enough) such that the energy $E(t)$ defined in (2.14) (with $\tau$ and $k_{1}$ instead of $\tau_{1}$ and $k$ ) satisfies that

$$
E(t) \leq \frac{M}{\lambda-\lambda^{*}} F(0) \varepsilon_{k}^{2}\left(e^{-\lambda^{*} t}-e^{-\lambda t}\right)
$$

with

$$
F(0)=\frac{1}{2} \int_{B}\left(c\left|\nabla\left(\theta^{0}+\tau \eta^{0}\right)\right|^{2}+k^{*}\left|\Delta\left(\alpha^{0}+\tau \theta^{0}\right)\right|^{2}+\tau\left(k_{2}-\tau k^{*}\right)\left|\Delta \theta^{0}\right|^{2}\right) d v
$$

and where $\alpha^{0}, \theta^{0}, \eta^{0}$ are the initial conditions given in (2.6).
Remark 4.2 Again, as in the previous sections, the previous result proves the structural stability of the problem (2.1)-(2.3), now with respect to the thermal conductivity parameter $k$.

Also, $F(t)$ (which, as we will seen in the proof of the theorem, is the same one used in Theorem 3.1) is analogous to the usual $H^{2}$ energy.

Proof To prove this result, we can follow the same steps as in the previous sections.
In this case, we fix $k_{1}>0$ and let $k_{2}>0$ vary. Deriving the functions $E_{1}(t), E_{2}(t), E_{3}(t), E(t)$ given in (2.11)-(2.14) (with $\tau$ and $k_{1}$ instead of $\tau_{1}$ and $k$ ), respectively), we obtain:

$$
\begin{aligned}
\frac{d E}{d t}= & -\int_{B}\left(K_{1}|\nabla \dot{w}|^{2}+c m_{2}|\ddot{w}|^{2}+k^{*} m_{3}|\nabla w|^{2}\right) d v+ \\
& +\int_{B}\left(m_{2} k^{*}|\nabla \dot{w}|^{2}+m_{3} c(\tau \ddot{w}+\dot{w}) \dot{w}\right) d v+ \\
& +\varepsilon_{k} \int_{B} \Delta \dot{\alpha}_{2}\left(\tau \ddot{w}+\dot{w}+m_{2} \ddot{w}+m_{3} w\right) d v
\end{aligned}
$$

with now $K_{i}=k_{i}-\tau k^{*}>0, i=1,2$, and where $\alpha_{2}$ is the solution of problem (4.1)-(2.5)-(2.6).
As in the theorems of the previous sections, this means that there exist $C_{1}, C_{2}, \delta>0$ such that
Following the same steps as in the proof of Theorem 2.3 or Theorem 2.8, we can see that

$$
\begin{equation*}
\frac{d E(t)}{d t}+\frac{C_{1} C_{2}}{2} E(t) \leq \frac{\varepsilon_{k}^{2}}{2 \delta} \int_{B}\left|\Delta \dot{\alpha_{2}}\right|^{2} d v \tag{4.3}
\end{equation*}
$$

for $m_{2}>0$ small enough, $m_{3}>0$ much smaller, and $C_{1}, C_{2}, \delta>0$.
It only remains to estimate the right-hand side of the previous inequality. For that purpose, observe that we can use the same $F(t)$ defined in (3.5) (with, of course, $k^{*}$ and $k_{2}$ instead of $k_{2}^{*}$ and $k$ ). Indeed, we can see that there exists $C_{3}>0$ such that

$$
\int_{B}\left|\Delta \dot{\alpha}_{2}\right|^{2} d v \leq C_{3} F(t)
$$

We recall that the exponential decay of $F(t)$ has been shown in Theorem 3.1. Hence, following the same steps as there, we can conclude the result given in Theorem 4.1 is true.

## 5 Conclusions

In this work we have been interested in the study of results on the continuous dependence and convergence with respect to differents parameters in the Moore-Gibson-Thompson heat equation.

More concretely, we have obtained the following results:
(1) continuous dependence on: relaxation parameter $\tau$, conductivity rate parameter $k^{*}$, thermal conductivity parameter $k$;
(2) convergence on: relaxation parameter $\tau$, conductivity rate parameter $k^{*}$.

Our estimators are of quadratic order in the continuity or convergence parameters, respectively.
We believe that our results can be extended to stronger topologies. And also that our point of view could be used in the abstract problem, in a similar way as in $[7,8]$.
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