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Abstract Estimation of the degree of semantic similarity/distance between concepts 
is a very common problem in research areas such as natural language processing, 
knowledge acquisition, information retrieval or data mining. In the past, many 
similarity measures have been proposed, exploiting explicit knowledge—such as the 
structure of a taxonomy—or implicit knowledge—such as information distribution. 
In the former case, taxonomies and/or ontologies are used to introduce additional 
semantics; in the latter case, frequencies of term appearances in a corpus are 
considered. Classical measures based on those premises suffer from some prob-lems: 
in the first case, their excessive dependency of the taxonomical/ontological structure; 
in the second case, the lack of semantics of a pure statistical analysis of occurrences 
and/or the ambiguity of estimating concept statistical distribution from term 
appearances. Measures based on Information Content (IC) of taxonomical concepts 
combine both approaches. However, they heavily depend on a properly pre-tagged 
and disambiguated corpus according to the ontological entities in order to compute 
accurate concept appearance probabilities. This limits the applicability of those 
measures to other ontologies –like specific domain ontologies- and massive corpus –
like the Web-. In this paper, several of the presented issues are analyzed. 
Modifications of classical similarity measures are also proposed. They are based on
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a contextualized and scalable version of IC computation in the Web by exploiting
taxonomical knowledge. The goal is to avoid the measures’ dependency on the
corpus pre-processing to achieve reliable results and minimize language ambiguity.
Our proposals are able to outperform classical approaches when using the Web for
estimating concept probabilities.

Keywords Semantic similarity · Ontologies · Information content · Web ·
Knowledge discovery

1 Introduction

The computation of the semantic similarity/distance between concepts has been
a very active trend in computational linguistics. As stated in (Patwardhan and
Pedersen 2006), semantic similarity gives a clue of the degree of taxonomical alike-
ness between concepts and it can be distinguished from more general relatedness
approaches which consider other kinds of inter-concept semantic relationships (i.e.
non-taxonomic). Similarity computation is an important issue which have many
direct applications, such as, word-sense disambiguation (Resnik 1999), document
categorization or clustering (Cilibrasi and Vitanyi 2006), word spelling correction
(Budanitsky and Hirst 2006), automatic language translation (Cilibrasi and Vitanyi
2006), ontology learning (Sánchez 2008) or information retrieval (Lee et al. 1993).
In addition, other knowledge-related fields are interested in the measurement of
semantic similarity. For example, ontology-driven data mining (Tadepalli et al. 2004)
or privacy preserving through anonymization based on semantic knowledge (Ruch
et al. 2000).

In general, the assessment of concept’s similarity is based on the estimation of
semantic evidence observed in a knowledge source. So, background knowledge
is needed in order to measure the degree of similarity between concepts. The
more background knowledge is available (i.e. textual corpus, dictionaries, tax-
onomies/ontologies, etc.) and the more pre-processing of the data (e.g. manual
tagging, disambiguation, etc.), the better the estimation will be. However, excessive
dependency of a pre-processed data may hamper the generality or applicability of
the measure due to the manual knowledge management bottleneck.

1.1 Related work

In the literature, we can distinguish several different approaches to compute con-
cept semantic similarity according to the techniques employed and the knowledge
exploited to perform the assessment.

First, there are unsupervised approaches in which semantics are estimated from
the information distribution of terms (instead of concepts) in a given corpus (Etzioni
et al. 2005; Landauer and Dumais 1997). Statistical analysis and shallow linguistic
parsing are used to measure the degree of co-occurrence between terms which is used
as an estimation of similarity (Lemaire and Denhière 2006). These are collocation-
based measures (Ferreira da Silva and Lopes 1999; Church et al. 1991) following the
premise that term co-occurrence is an evidence of their relatedness. These measures
need a corpus as general as possible in order to estimate social-scale word usage.



Particularly, the Web has been exploited by these measures (Turney 2001; Downey
et al. 2007). However, due to the lack of semantic analysis over the text, problems
about language ambiguity (i.e. polysemic terms) or misinterpretation of term co-
occurrences compromise the results.

Other trends exploit structured representations of knowledge as the base to
compute similarities. Typically, subsumption hierarchies, which are a very common
way to structure knowledge (Gómez-Pérez et al. 2004), have been used for that
purpose. The evolution of those basic semantic models has given the origin to on-
tologies in which many types of relationships and logical descriptions can be specified
to formalize knowledge (Guarino 1998). Nowadays, with the development of the
Semantic Web (Berners-lee et al. 2001), in addition to massive and general purpose
linguistic ontologies such as WordNet (Fellbaum 1998), many domain ontologies
have been developed and are available through the Web (Ding et al. 2004).

From the similarity point of view, taxonomies and, more generally, ontologies,
provide a graph model in which semantic interrelations are modeled as links between
concepts. Many approaches have been developed to exploit this geometrical model,
computing concept similarity as inter-link distance (Wu and Palmer 1994; Rada
et al. 1989; Leacock and Chodorow 1998). Similarity measures considered in this
paper exploit is-a taxonomical links, whereas more general relatedness measures
may exploit other types of semantic links (e.g. meronyms). The main problem of
those path-length-based approaches is that they heavily depend on the degree of
completeness, homogeneity and coverage of the semantic links represented in the
ontology. General massive ontologies such as WordNet, with a relatively homoge-
neous distribution of semantic links and good inter-domain coverage, are the ideal
environment to apply those measures (Jiang and Conrath 1997). For other more
specific domain ontologies with a limited scope, the graph model may be partial;
in this case, path-based measures will be affected by the bias introduced by the
partial knowledge modeling (Cimiano 2006). It is worth to note that the presence
of a semantic link between two concepts gives an evidence of a relationship but not
about their semantic distance (i.e. all individual links have the same length and, in
consequence, represent uniform distances (Bollegala et al. 2007)).

On the other hand, there exist other ontology-based similarity measures which
combine the knowledge provided by an ontology and the information distribution of
concepts in a corpus to compute their Information Content (IC). IC measures the
amount of information provided by a given term from its probability of appearance
in a corpus. So, infrequent words are more informative than common ones. Based
on this premise, Resnik (1995) presented a seminal work in which the similarity
between two terms is estimated as the amount of taxonomical information they share
in common. In a taxonomy, this information is represented by the Least Common
Subsumer (LCS) of both terms. So, the computation of the IC of the LCS results
in an estimation of the similarity of the subsumed terms. The more specific the
subsumer is (higher IC), the more similar the subsumed terms are, as they share more
information. Several variations of this measure have been developed (as presented
in Section 2). Using an appropriate corpus as background (such as SemCor (Miller
et al. 1993)) those measures outperform path length-based ones (Patwardhan and
Pedersen 2006).

However, Resnik-like measures heavily depend on two aspects: (1) the way of
computing the IC which, at the same time, depends on the corpus and (2) the



coherence between the IC values of ontological concepts and the organization of the
subsumption hierarchy. Regarding the first aspect, Resnik-based similarity measures
employ a manually pre-tagged corpus associated to WordNet nouns in order to avoid
language ambiguity (mainly polysemy and synonymy) (Miller et al. 1993). However,
this hampers the applicability of the approach to rare words for which no data is
available in the corpus. Regarding the latter aspect, the IC value of the compared
concepts should monotonically increase according to their degree of specialization.
These measures solve this last issue by recursively adding concept occurrences from
all of its subsumed terms.

As a consequence of the presented issues, Resnik-like measures heavily depend on
both the ontology (which should be as complete as possible) and the pre-processed
corpus data in order to achieve accurate results.

1.2 Our contribution

In this paper, we present modified versions of classical semantic similarity measures
(based on taxonomical knowledge) that overcome the presented limitations. On one
hand, in order to minimize the corpus dependency and, in consequence, the coverage
limitations of Resnik-based measures, we will not rely on pre-processed data. In
fact, a completely unprocessed and massive corpus as the Web will be exploited to
assess reliable estimations of concept appearance probabilities. On the other hand,
unlike unsupervised collocation-based approaches, taxonomical knowledge will be
employed to minimize the ambiguity of term co-occurrences in the corpus.

In order to achieve reliable similarity estimations from the Web without manual
pre-tagging or explicit disambiguation, our approach proposes a new way of comput-
ing concept IC from the Web in a taxonomically coherent manner (i.e. monotonically
increasing as concepts are specialized) and minimizing language ambiguity. As it will
be shown in the evaluation section, using this strategy, the modified measures are
able to outperform classical similarity functions when testing them using a standard
benchmark (Resnik 1995), WordNet as ontology and the Web as the corpus.

The rest of the paper is organized as follows. Section 2 analyzes the similarity
measures based on IC computation of ontological concepts, showing their limitations
when an unprocessed corpus as the Web is used for estimating concept appearance
probabilities. Section 3 presents a new way of computing concept IC from the Web
and shows its application to Resnik-based measures. Section 4 reviews unsupervised
collocation measures for similarity assessment, identifying their limitations due
to their lack of semantics. Section 5 applies the proposed IC computation over
collocation measures in order to minimize language ambiguity. Section 6 evaluates
all the modified measures against the classical versions using a standard benchmark
based on human judgments. The last section summarizes the approach, presents the
conclusions and outlines some of its applications.

2 Analyzing IC-based ontology-driven similarity measures

Information content (IC) of a concept is the inverse to its probability of occur-
rence. The IC is taken as the negation of the logarithm of the probability p(a) of



encountering a concept c in a given corpus (1). In this way, infrequent words obtain
a higher IC than more common ones.

IC (a) = − log p (a) (1)

As mentioned in the introduction, Resnik (1995) introduced the idea of computing
the similarity between a pair of concepts as the IC of the Least Common Subsumer
(LCS) in a given ontology (2), as an indication of the amount of information that
concepts share in common. The more specific the subsummer is (higher IC), the more
similar the terms are.

simres (a, b) = IC (LCS (a, b)) (2)

The most commonly used extensions to Resnik measure are Lin (1998) and Jiang
and Conrath (1997).

Lin similarity depends on the relation between the information content of the LCS
of two concepts and the sum of the information content of the individual concepts (3).

simlin (a, b) = 2 × simres (a, b)

(IC (a) + IC (b))
(3)

Jiang & Conrath subtract the information content of the LCS from the sum of the
information content of the individual concepts (4).

dis jcn (a, b) = (IC (a) + IC (b)) − 2 × simres (a, b) (4)

Note that this is a dissimilarity measure because the more different the terms are, the
higher the difference from their IC against the IC of their LCS will be.

In order to obtain reliable results using those classical approaches, the way in
which p(a) is computed is crucial. The presented IC-based measures obtain near
baseline results (compared to human judgments (Miller and Charles 1991)) when
they estimate word frequencies from SemCor (Miller et al. 1993), a semantically
tagged text consisting of 100 passages from the Brown Corpus. Since the tagging
scheme was based on WordNet 1.6 (Fellbaum 1998) word sense definition and
WordNet is used by those measures to extract the LCS, frequency distribution
for each synset1 is very precise. As frequencies of appearances are referred to
concepts rather than words, on the one hand, word polysemy does not affect as term
appearances are unambiguously associated to WordNet concepts (synsets). On the
other hand, synonyms are also associated to the appropriate synset so they do not
negatively affect IC computation. The drawback of using this data is its small size
and high data sparseness due to the need of manually tagging the sense for each
word in the corpus. As a result, less than 13% of the word senses available in the
latest version of WordNet (3.0) actually appear in the corpus.2

The coherence of the IC computation and the taxonomical structure is the other
aspect that should be ensured to maintain the consistency of the similarity computa-
tion. Resnik-based measures explicitly introduce the premise that IC of the subsumer

1A synset in WordNet groups a set of synonyms and a gloss corresponding to a word sense (i.e.
concept).
2http://wordnet.princeton.edu/man/wnstats.7WN
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must be lower than its specializations. For example, Jiang and Conrath (1997)
approximate the probability of co-occurrence of the subsumer and its specialization
to the probability of the latter (based on the conceptual inclusion of the taxonomy).
So, if the IC associated to each ontological concept does not monotonically increase
as concepts are specialized, similarity values would be negatively affected. To
guarantee this property, the probability of a concept can be calculated as the sum
of the individual occurrences of all the concepts which are subsumed by it (5), as
proposed by Resnik (1995).

p (a) =
∑

n∈specializations(a)

count (n)

N
, (5)

where specializations(a) is the set of terms subsumed by concept a and N is the total
number of concepts observed in the corpus.

In this manner, subsumers will always be considered as more general—less IC—
than their subsumed concepts. This is what we call a taxonomically coherent IC
computation. However, this forces to recursively compute all the appearances of
the subsumed terms before obtaining the IC of the subsumer. If the taxonomy or
the corpus change, re-computations of the affected branches are needed, hampering
the scalability of the solution when offering up-to-date probabilities. Moreover, the
background taxonomy must be as complete as possible so that it includes most of the
specializations (e.g. all the possible mammals) for a specific concept (e.g. mammal)
in order to provide reliable results. Partial ontologies with a limited scope may not
be suitable for this purpose.

All the mentioned issues show a heavy dependence of the measures from the—
limited—corpus used as background and its—even more limited—pre-processing. In
addition, they almost force the use of a general purpose and highly detailed ontology
as WordNet in order to achieve reliable results.

2.1 Computing IC from a general corpus: the Web

The corpus-dependency of IC-based measures stated above introduces limitations
about the applicability of the measures as general purpose similarity assessors. Data
sparseness (i.e. the fact that not enough tagged data is available for certain concepts
to reflect an appropriate semantic evidence) is the main problem.

Ideally, the robustness of the semantic evidence may be increased by using a
bigger and more general corpus like the Web. The Web offers more than 1 trillion
of accessible resources which are directly indexed by web search engines3 (compared
to the 100 passages of SemCor (Miller et al. 1993)). It has been demonstrated (Brill
2003) the convenience of using such a wide corpus to improve the sample quality
for statistical analysis. Concretely, the amount and heterogeneity of information in
the Web are so high that it can statistically approximate the real distribution of
information (Cilibrasi and Vitanyi 2006).

The problem is that the analysis of such an enormous repository for computing
concept appearances is impracticable. However, the availability of massive Web

3http://googleblog.blogspot.com/2008/07/we-knew-web-was-big.html
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Information Retrieval tools can help in this purpose. The frequency of page counts
returned by the search engine divided by the number of indexed pages can be used to
estimate the probability of appearance of a term. In fact, Cilibrasi and Vitanyi (2006)
claim that the probabilities of web search engine terms approximate the relative
frequencies of those searched terms as actually used in society. So, exploiting Web
Information Retrieval (IR) tools and concept’s usage at a social scale as an indication
of its generality, one can estimate the concept probabilities from web hit counts
(Turney 2001). Intuitively, the IC of a concept may be estimated from the Web with
the ratio presented in Definition 1.

Definition 1 Web-based Information Content (IC_IR) of a concept ‘a’ is defined as:

IC_I R (a) = − log2 pweb (a) = − log2
hits (a)

total_webs
, (6)

where pweb (a) is the probability of appearance of word ‘a’ in a web resource. This
probability is estimated from the web hit counts returned by Web IR tool—hits—
when querying the term ‘a’. Total_webs is the total number of resources indexed by
a web search engine.

In that case, estimating concept probabilities from absolute term web hit counts
without further—manual—processing can lead to very inaccurate results. Several
languages related issues which affect to this estimation can be identified:

1. Absolute word usage in a corpus is a poor estimation of concept probability. This
may lead to incoherent concept IC computation with respect to the underlying
subsumption hierarchy. For example, as shown in Fig. 1, the word mammal, as a

Fig. 1 Portion of an example taxonomy (with Entity as the root concept) and occurrence values of
concept’s terms in the Web computed from Bing hit count (Accessed: Nov. 9th, 2008)



subsumer of dog is much less frequent than the later in a general corpus like the
Web. This may affect the monotony of the IC_IR associated to the taxonomy.
As mentioned in the previous section, this is usually solved in Resnik-based
similarity measures by computing all individual occurrences of each concept
and adding it to its subsumers. However, implementing this solution for the
Web will lead to an enormous amount of web queries to recursively compute
occurrences of all the concept’s specializations, as well as, a heavy dependence
on the corpus and ontology (re-computation will be needed to keep results up-to-
date).

2. Language ambiguity may cause different problems: on one hand, different
synonyms or lexicalizations of the same concept may result in different IC_IR
values (e.g. dog is much more frequent than canis),4 introducing bias. On the
other hand, the same term may have different senses and, in consequence,
correspondences to several concepts. In that last case, the computed term IC_IR
will be the sum of IC_IR for all the associated concepts (e.g. IC of dog computed
from a corpus includes appearances referring to a mammal and a hot dog,
among other possible senses). As mentioned in the previous section, in classical
approaches (Resnik 1995; Hotho et al. 2002) those problems were omitted by
using a corpus tagged at a concept level based on WordNet synsets, rather
than a word-level analysis. Therefore, they avoid potentially spurious results
when only term (not concept) frequencies are used (Resnik 1995). In a more
general approach, where the IC of a concept is computed from estimated term
occurrences in the Web, ambiguity may cause inconsistencies if the context is not
taken into consideration.

2.2 An example

In order to illustrate the poor estimation of the IC_IR introduced in the previous
section, and its effects in the similarity assessment, let us consider the taxonomy
presented in Fig. 1 and the estimated term Web appearances obtained from queries
performed over the Bing5 web search engine (more details on the convenience of
using this search engine will be provided in the evaluation section).

We have applied the Resnik similarity measure to this taxonomy introducing the
IC_IR (Eq. 6), using as concept appearances the Web term hit count presented in
Fig. 1. The final concept probabilities are obtained by dividing term appearances
by the total amount of indexed resources in the corpus, which in the case of the
Web we have considered to be 1012 (as introduced in the previous section). The
similarity between some pairs of concepts has been estimated. First two dog breeds
are compared: Terrier and Chihuahua. Then, the similarity between Chihuahua and
Persian Cat is calculated. In the latter case, the most specific concept that generalizes

4Occurrence of the word dog is 204 millions, while canis is 2 millions, computed from Bing (Nov. 9th,
2008).
5Bing search engine (http://www.bing.com).

http://www.bing.com


them is Mammal, according to the ontology given in Fig. 1. The following results have
been obtained:

simres_I R (terrier, chihuahua) = IC_I R (LSC (terrier, chihuahua))

= IC_I R (dog) = − log2
hits (dog)

total_webs

= − log2
204 × 106

1012 = 12.25

simres_I R (chihuahua, persian_cat) = IC_I R (LSC (chihuahua, persian_cat))

= IC_I R (mammal) = − log2
hits (mammal)

total_webs

= − log2
2.76 × 106

1012 = 18.46,

in consequence, we will erroneously conclude that

simres_I R (chihuahua, terrier) < simres_I R (chihuahua, persian_cat) ,

because, contrarily to what it is expected in a subsumption hierarchy,
IC_IR(mammal) > IC_IR(dog).

The non-monotonic IC_IR values affect even more to measures in which the IC
of the LCS is compared against the IC of the evaluated concepts, producing incorrect
results (out of range values). Concretely, evaluating the similarity using Lin measure
and IC_IR, we obtain the following results:

simlin_I R (terrier, chihuahua) = 2 × (IC_I R (dog))

(IC_I R (terrier) + IC_I R (chihuahua))

=
2 ×

(
− log2

(
204 × 106

1012

))

− log2
8.24 × 106

1012 − log2
7.18 × 106

1012

= 0.72

simlin_I R (chihuahua, persian_cat) = 2 × (IC_I R (mammal))
(IC_I R (chihuahua) + IC_I R (persian_cat))

=
2 ×

(
− log2

(
2.76 × 106

1012

))

− log2
7.18 × 106

1012 − log2
27 × 106

1012

= 1.14

As the similarity between chihuahua and persian cat has been incorrectly assessed
(with a value above 1), we will erroneously conclude that

simlin_I R (terrier, chihuahua) < simlin_I R (chihuhaua, persian_cat)



Applying IC_IR to Jiang & Conrath dissimilarity measure, the same problem
appears:

dis jcn_I R (terrier, chihuahua) = (IC_I R (terrier) + IC_I R (chihuahua))

− 2 × IC_I R (dog)

= 9.45

dis jcn_I R (chihuahua, persian_cat) = (IC_I R (chihuahua) + IC_I R (persian_cat))

− 2 × IC_I R (mammal)

= −4.66

In this case, the incorrectly assessed dissimilarity between Chihuahua and Persian cat
results in a negative value, erroneously concluding that

dis jcn_I R (terrier, chihuahua) > dis jcn_I R (chihuahua, persian_cat)

3 Contextualized information content: computing IC from the Web in a scalable
and coherent manner

In order to avoid the problems presented in the previous section we can try to
redefine the way in which concept probabilities for IC computation are estimated
from the Web. Applying Resnik’s approach to the Web (i.e. recursively adding spe-
cialized concept appearances to their subsumers) as shown in Section 2.1, introduces
problems about scalability (i.e. a large number of web queries is required), as well as,
a heavy dependence to both the ontology and corpus modifications. In order to tackle
those issues, in this section we present a new way to coherently compute concept’s
IC from word’s web hit counts for similarity assessment using a reduced number of
queries.

We propose to compute concept appearance probabilities from web hit counts in a
Web-scalable manner by contextualizing concept’s term appearances in the scope of
its subsumer. The hypothesis is that the hit count, at a Web scale, of the explicit
co-occurrence of a word and an appropriate subsumer provides better concept
appearance probabilities which enable a more accurate similarity assessment.

From the technical point of view, web search engines natively support word co-
occurrences from especially formulated queries (using logic operators such as AND
or +). Using this feature, we force the co-occurrence between the subsumer (e.g.
mammal) and each of the subsumed terms (e.g. dog) in the web query ensuring that
the IC_IR of the subsumed term (computed as hits(dog AND mammal)) is higher
than its subsumer (computed as hits(mammal)). It is important to note that, in the
case in which a concept is represented by several words (e.g. persian cat), double
quotes should be used to maintain the context.

In addition to ensure the taxonomical coherence, this approach also aids to
minimize ambiguity of absolute word appearances by contextualizing the search.
For example, computing the occurrence of the term dog (referred as an mammal)
in a corpus may give an idea of the word’s appearance probability considering all its
possible senses (i.e. associated concepts like animal, but also fast food); however,
forcing the occurrence of dog and mammal (being mammal the LCS of dog and



another concept such as cat) will introduce additional contextual information about
the preferred word sense. Obviously, this implies a reduction of the corpus evaluated
for the statistical assessment (i.e. only explicit co-occurrences are considered) and
a subestimation of the real concept probability. Certainly, there will be many
documents referring to the concept of dog as a mammal which will not explicitly
include the word mammal in the text. However we hypothesize that, on one hand,
considering the enormous size of the Web, data sparseness problems are minimized
(Brill 2003). On the other hand, from the similarity computation point of view, the
comparison of subestimated probabilities of the concepts will lead to more accurate
assessments than probabilities based on absolute word occurrences.

Using this approach, we consider that each document of a corpus is typically
using each word (which represents a web hit in a search engine) unambiguously.
Disambiguation of term appearances at a document level is based on the observation
that words tend to exhibit only one sense in a given discourse or document (context).
This fact was tested by Yarowsky (1995) on a large corpus (37.232 examples),
obtaining a very high precision (around 99%).

From the similarity computation point of view, we propose that the subsumer used
to contextualize web queries is the LCS of the pair of evaluated concepts in a given
taxonomy. In this manner, we define the Web-based Contextualized Information
Content (CIC_IR) for a pair of concepts as follows:

Definition 2 For any pair of concepts a and b contained in a taxonomy T , the Web-
based Contextualized Information Content (CICT_IR) of a with respect to b is:

CICT_I R (ab ) = − log2 pweb (ab ) = − log2
hits (a AND LCST (a, b))

total_webs
, (7)

where and pweb (ab ) is the subestimated probability of concept a in the Web when
computing its similarity against b . This probability is computed from the web hit
counts returned by a search engine—hits—when querying the terms a and LCST(a,b)
(extracted from the taxonomy T which contains a and b) at the same time (using
AND or ‘+’ logic operators). Total_webs is the total number of resources indexed by
the web search engine.

Equally, for b with respect to a:

CICT_I R (b a) = − log2 pweb (b a) = − log2
hits (b AND LCST (a, b))

total_webs
(8)

As stated above, this is a subestimation of concept’s probability. Note that the
presented formula is different to the conditioned probability of the term with
respect to the LCS (i.e. p(a|LCS(a,b)) = hits(a AND LCS(a,b))/hits(LCS(a,b))).
The conditioned probability calculation, due to the denominator, will introduce the
recursive problem of LCS concept probability estimation from absolute word hit
counts, which we try to avoid.

As stated above, with the proposed approach, we ensure that:

Proposition 1 The IC_IR of the subsumer is always inferior to the CICT_IR of its
subsumed terms.

IC_I R (LCS (a, b)) ≤ min (CICT_I R (ab ) , CICT_I R (b a)) (9)



This guarantees that the subsumer will be more general -less informative- than its
specializations, because the latter’s ICs are computed in the context of the documents
covering the subsumer. In consequence, from the similarity computation point of view,
IC values will be taxonomically coherent.

It is important to note that, with this method, only one web query is needed to
estimate the IC of each evaluated concept. So, the cost for a given pair of concepts
with one LCS in common is constant. In addition, modifications in the taxonomy,
which may affect Resnik-like IC computation (like adding a new sibling to the
taxonomic specialization of a given subsumer), does not influence the calculation
of CICT_IR. In consequence, our approach is more scalable and more independent
to changes in the knowledge base.

3.1 Introducing CICT_IR to Resnik-based measures

As Resnik similarity measure only considers the occurrence of the LCS in a corpus
and not the IC of the evaluated concepts, CICT_IR cannot be directly applied.
For measures like Lin or Jiang & Conrath, which evaluate the difference between
the IC of subsumed terms against their LCS (see Section 2), the introduction of
CICT_IR can aid to obtain a taxonomically coherent, less ambiguous an more
accurate similarity assessment from the Web. More details will be given in the
evaluation section. The proposed contextualized versions of Lin and Jiang & Conrath
functions are defined below.

Definition 3 The Web-based contextualized version of the Lin similarity measure
(simlin_CICT_IR) between concepts a and b contained in the taxonomy T is defined
as follows:

simlin_CICT_I R (a, b)

= 2 × IC_I R (LCST (a, b))

(CICT_I R (ab ) + CICT_I R (b a))

=
2 ×

(
− log2

hits (LCST (a, b))

total_webs

)

(
− log2

hits (a AND LCST (a, b))

total_webs
− log2

hits (b AND LCST (a, b))

total_webs

) (10)

Proposition 2 The modified function, simlin_CICT_IR is a similarity measure because
it fulfills the following properties (Euzenat and Shvaiko 2007):

∀a, b ∈ O, sim (a, b) = sim (b, a) (symmetry) (11.1)

∀a, b, c ∈ O, sim (a, a) ≥ sim (b, c) (maximality) (11.2)

∀a, b ∈ O, sim (a, b) ≥ 0 (positiveness) (11.3)



Proof Due to the original Lin measure accomplishes all these properties (Lin 1998),
by definition (as LCS(a, b) = LCS(b, a) and all ratios will return values between
0 and 1), simlin_CICT_IR also accomplishes the properties of symmetry (11.1) and
positiveness (11.3). Maximality (11.2) is also accomplished considering that the LCS
for the pair of concepts a and a is the same a. So, CICT_IR(aa) = IC_IR(a) that is the
original Lin function, which fulfills the maximality property. ��

Definition 4 The Web-based contextualized version of the Jiang & Conrath measure
(dislin_CICT_IR) for concepts a and b contained in the taxonomy T is defined as
follows:

dis jcn_CICT_I R (a, b)

= (CICT_I R (ab ) + CICT_I R (b a)) − 2 × IC_I R (LCST ((a, b))

=
(

− log2
hits (a AND LCST ((a, b))

total_webs
− log2

hits (b AND LCST ((a, b))

total_webs

)

− 2 ×
(

− log2
hits (LCST ((a, b))

total_webs

)
(12)

Proposition 3 The function dis jcn_CICT_IR fulfills the properties of dissimilarity
measures (Euzenat and Shvaiko 2007):

∀a, b ∈ O, dis (a, b) ≥ 0 (positiveness) (13.1)

∀a ∈ O, dis (a, a) = 0 (minimality) (13.2)

∀a, b ∈ O, dis (a, b) = dis (b, a) (symmetry) (13.3)

Proof Because of the original Jiang & Conrath measure accomplishes these
properties (Jiang and Conrath 1997), by definition (as LCS(a, b) = LCS(b, a)),
dis jcn_CICT_IR accomplishes the symmetry property (13.3). Being CICT_IR a taxo-
nomically coherent estimation (i.e. for subsumed terms, it will be always higher than
the IC_IR of the LCS), then (CICT_IR(ab) + CICT_IR(ba)) > 2*IC_IR(a,b), accom-
plishing the positiveness property (13.1). Minimality (13.2) is also fulfilled considering
that the LCS for the pair of concepts a and a is the same a. So, CICT_IR(aa) =
IC_IR(a) results in the original dis jcn function, which also accomplishes the mini-
mality property. ��

3.2 Dealing with polysemy and synonymy

Typical domain ontologies are unambiguous (Dujmovic and Bai 2006) (i.e. a unique
LCS represented by one textual form is available for any pair of concepts). However,
general purpose ontologies, such as WordNet, typically implement polysemy by rep-
resenting several is-a relationships for the same concept and synonymy by associating



a list of semantically equivalent terms to each sense (synsets). In the former case,
several LCS may exist for different taxonomical classifications of a given pair of
terms; in the latter case, several textual forms for each LCS may be available.

Resnik-like measures tackle polysemy by using the Most Specific Common Sub-
sumer (MSCS) which corresponds to the LCS with the highest IC value (Resnik 1995)
(i.e. for a pair of terms, they consider the pair of most similar senses represented by
the MSCS). They take all the possible subsumers, compute the similarity for each
of them and take the maximum value as final result (the minimum for dissimilarity
measures). Synonyms associated to LCSs are not a problem in their approach
because the background corpus used by those measures incorporates frequencies of
concepts (WordNet synsets) rather than words.

In the framework proposed in this paper, in which a general ontology and corpus
can be also used, these two issues must be considered. For polysemic cases the
strategy will be the same as Resnik: all the LCSs available through the several
taxonomic paths are retrieved, the similarity measure is computed for each of them
and highest value (or lowest for dissimilarity) is taken.

In the case of synonyms (i.e. different textual forms are available for the same
concept) one may consider to add the hit counts for the queries constructed with
the available LCS synonyms. For example, being dog and canis synonyms of the
subsumer of terrier, we can compute hits(terrier AND dog NOT canis) + hits(terrier
AND canis NOT dog) + hits(terrier AND canis AND dog). However, in cases with a
large set of synonyms (which is common in WordNet), a large amount of queries are
needed, because they must include all the possible synonym combinations, as well as,
a considerable number of keywords (resulting in a query which length may be not
supported by typical web search engines). In addition, the final value will accumulate
a considerable error derived from the individual errors inherent to the estimated hit
counts provided by the search engine. Finally, this will make the similarity results
dependant on the synonym coverage of each concept. Instead, we opted to consider
each LCS synset synonym individually, computing the similarity value for each one
and taking as a result the highest one (the lowest for dissimilarity measures). In this
way, the LCS would correspond to the word that best contextualizes the queries (i.e.
the less ambiguous textual form). During the research, we observed that this strategy
leads to more accurate results than considering the sum of synonyms hit counts.

Definition 5 The generalized version of the simlin_CICT_IR for the case of multiple
subsumers and textual forms available in the taxonomy T is defined as follows:

simlin_CICT_I R (a, b)

= max
L∈S(a,b)

⎛

⎜⎜⎝

2 ×
(

− log2
hits (L)

total_webs

)

(
− log2

hits (a AND L)

total_webs
− log2

hits (b AND L)

total_webs

)

⎞

⎟⎟⎠ , (14)

where S(a, b) is the set of textual forms (synonyms) of all the LCS that subsume a
and b in the given taxonomy T.



Definition 6 The generalized version of the disjcn_CICT_IR measure for the case
of multiple subsumers and textual forms available in the taxonomy T is defined as
follows:

dislin_CICT_I R (a, b)

= min
L∈S(a,b)

((
− log2

hits (a AND L)

total_webs

− log2
hits (b AND L)

total_webs

)
− 2 ×

(
− log2

hits (L)

total_webs

))
, (15)

where S(a, b) is the set of textual form (synonyms) of all the LCS that subsume a and
b in the given taxonomy T.

3.3 An example

In this section, the proposed contextualized versions of Lin and Jiang & Conrath
similarity functions are tested with the example introduced in Section 2.2.

In that example, the similarity between Terrier and Chihuahua was compared to
the one between Chihuahua and Persian Cat. Note that the former should be more
similar than the second, because they both are dogs. The information provided by the
taxonomy presented in Fig. 1 has been used to contextualize the queries as proposed
by CICT_IR. The results obtained are the following:

simlin_CICT _I R (terrier, chihuahua)

=
2 ×

(
− log2

hits (dog)

total_webs

)

(
− log2

hits (terrier AND dog)

total_webs
− log2

hits (chihuahua AND dog)

total_webs

)

=
2 ×

(
− log2

(
204 × 106

1012

))

− log2
3.86 × 106

1012 − log2
2.79 × 106

1012

= 0.67

simlin_CICT _I R (chihuahua, persian_cat)

=
2 ×

(
− log2

hits (mammal)
total_webs

)

(
− log2

hits (chihuahua AND mammal)
total_webs

− log2
hits ("persian_cat" AND mammal)

total_webs

)

=
2 ×

(
− log2

(
2.76 × 106

1012

))

− log2
55400
1012 − log2

6290
1012

= 0.719



Although in this case the occurrence probabilities are taxonomically coherent and
similarity differences have been greatly reduced, an erroneous conclusion is again
reached:

simlin_CICT_I R (terrier, chihuahua) < simlin_CICT_I R (chihuhaua, persian_cat)

For Jiang & Conrath modified measure, the dissimilarity is now properly assessed.

dis jcn_CICT _I R (terrier, chihuahua)

=
(

− log2
hits (terrier AND dog)

total_webs
− log2

hits (chihuahua AND dog)

total_webs

)

− 2 ×
(

− log2
hits (dog)

total_webs

)
= 11.93

dis jcn_CICT _I R (chihuahua, persian_cat)

=
(

− log2
hits (chihuahua AND mammal)

total_webs
− log2

hits ("persian_cat" AND mammal)
total_webs

)

− 2 ×
(

− log2
hits (mammal)

total_webs

)
= 14.42

dis jcn_CICT _I R (terrier, chihuahua) > dis jcn_CICT _I R (cat, dog)

In these tests, the performance of both measures has been greatly improved by
the inclusion of CICT_IR because, even though concept probabilities have been
subestimated, they are based in less ambiguous Web occurrences. However, the
problem of estimating the IC_IR of the LCS in an uncontextualized manner remains.
Concept probabilities will be taxonomically coherent but problems presented in
Section 2.1 may affect the LCS probability estimation. In consequence, the similarity
may be not properly measured, like in the first case.

In order to circumvent this problem, in the next section, collocation measures are
considered. As presented in the introduction, those measures only consider concept
occurrence and not their LCS alone. In consequence, they will be immune to that
issue providing better performance, as will be shown in the evaluation section.

4 Analyzing collocation measures

As stated in the introduction, there exist other measures which seek for the co-
occurrence between terms in order to estimate their correlation. In this case, they are
completely unsupervised, as no background knowledge (a part from an unprocessed
corpus) is employed. Those measures have been applied in similarity estimation
based on the relation that exists between term co-occurrence in a corpus and their
similarity (Spence and Owens 1990).



In order to statistically assess the degree of correlation and, as stated above,
the similarity between words, standard collocation functions have been proposed.
Formally, they are defined in the following way:

ck (a, b) = p (ab)
k

p (a) p (b)
, (16)

being p(a) the probability that the word a occurring within the text and p(ab) the
probability of co-occurrence of words a and b . Here, the collocation of a and b is
defined as the comparison between the probability of observing a and b together with
respect to observing them independently. If a and b are statistically independent,
the probability that they co-occur is given by the product p(a)p(b). If they are not
independent, and they have a tendency to co-occur in a corpus, p(ab) will be greater
than p(a)p(b). Therefore the ratio between p(ab) and p(a)p(b) is a measure of the
degree of statistical dependence between a and b (Turney 2001).

The most typical forms of collocation functions are the Symmetric Conditional
Probability (SCP), defined as c2 (Ferreira da Silva and Lopes 1999) and the Pointwise
Mutual Information (PMI), defined as log2c1 (Church et al. 1991). In the latter case,
the measure can be expressed in terms of the IC for a when we observe b and IC for
b when we observe a (17).

PMI (a, b) = log2
p (ab)

p (a) p (b)
= (IC (a) + IC (b)) − IC (ab) (17)

Considering the Web as a valuable corpus from which compute reliable statistics
about information distribution, PMI was adapted by Turney (2001) to approximate
concept probabilities using the hit counts of a web search engine. The equation is
specified as follows:

PMI_I R (a, b) = log2

hits (a AND b)

total_webs
hits (a)

total_webs
× hits (b)

total_webs

(18)

However, from previous investigations (Downey et al. 2007), SCP have outper-
formed PMI by a large margin in the task of assessing similarity values for pairs of
words, as it is less dependent on the order of magnitude of occurrence values. In the
same manner as Turney, SCP can be adapted (19) to compute concept probabilities
from web hit counts (Downey et al. 2007).

SCP_I R (a, b) =

(
hits (a AND b)

total_webs

)2

hits (a)

total_webs
× hits (b)

total_webs

= (hits (a AND b))
2

hits (a) × hits (b)
(19)

Even though both measures have been applied to the task of evaluating concept
relatedness (Downey et al. 2007; Etzioni et al. 2005), due to their lack of semantics,
they offer a limited performance (Lemaire and Denhière 2006). This is caused by the
inaccurate concept probability estimation from absolute word hit counts. In addition,
decontextualized term co-occurrences in a document may be indicative of relatedness
(Patwardhan and Pedersen 2006) but not necessarily of semantic similarity (Lemaire
and Denhière 2006).



4.1 An example

In order to illustrate the presented issues, let us consider the Web-based SCP_IR
value of taxonomic siblings (with respect to mammals) such as cat and dog. Following
the example in Fig. 1, we have,

SCP_I R (cat, dog) = (hits (cat AND dog))
2

hits (cat) × hits (dog)
=

(
41.3 × 106

)2

511 × 106 × 204 × 106 = 0.016

However, computing the SCP_IR of semantically farther concepts such as dog and
food, we obtain the following score:

SCP_I R (dog, f ood)= (hits (dog AND f ood))
2

hits (dog) × hits ( f ood)
=

(
69.5 × 106

)2

204 × 106 × 477 × 106 =0.049

As a result, we will erroneously conclude that

SCP_I R (cat, dog) < SCP_I R (dog, f ood)

This is a case in which word co-occurrences in a corpus (as studied in Section 2.1)
are not directly proportional to concepts’ similarity. In this case, dog and food
relationship is biased by dog food companies and also by the fact that dog in the sense
of food—hot dog—is commonly used. As stated above, some kind of relationship
between concepts, like hyponymy, meronymy, antonymy or any other kind of non-
taxonomic relationship, cannot be assessed by absolute co-occurrence due to the lack
of semantic content (Lemaire and Denhière 2006).

5 Applying CICT_IR to collocation measures

In order to overcome the presented problems of Web-based collocation measures
due to their lack of semantics, in this section we will modify them by estimat-
ing concept probabilities by means of the taxonomy-based CICT_IR presented in
Section 3. The goal is to improve the performance of those measures by considering
the additional knowledge provided by a taxonomic structure, exploiting the LCS
to contextualize queries. Even though modified versions cannot be considered as
unsupervised due to the need of a background taxonomy, they offer an alternative
to Resnik-like semantic measures, avoiding some of their problems (introduced in
Section 3.3).

In this case, on the contrary to Resnik-like measures, the explicit co-occurrence
of evaluated concepts is involved. In order to properly assess this concept co-
occurrence from the Web in a contextualized manner, we extend the CICT_IR
definition (Definition 2) in the following way:

Definition 7 For any pair of concepts a and b contained in a taxonomy T , the Web-
based Contextualized Information Content (CICT_IR) of the co-occurrence of a and
b is:

CICT_I R (ab) = − log2 pweb (ab)

= − log2
hits (a AND b AND LCST (a, b))

total_webs
, (20)



where pweb (ab) is the probability of co-occurrence of concepts a, b, estimated from
the co-occurrence of words a, b and LCST(a, b) in the Web, which is computed from
the web hit counts of a web search engine.

In addition to the advantages introduced in Section 3, this function permits to
minimize term co-occurrence ambiguity, using the information of the taxonomic
structure. In fact, co-occurrence will be biased by the ontological knowledge to
the taxonomical side due to the additional semantics provided by the inclusion of
the subsumer. In consequence, non-taxonomic relationships between the evaluated
terms (which may hamper the similarity estimation as stated in the previous section)
will have less weight in the statistical assessment.

In order to introduce CICT_IR to collocation measures, we have rewritten the
classical collocation definition (16) in terms of IC by including the log2 function
(Definition 8). Considering that term occurrence follows a hyperbolic distribution
(Hotho et al. 2002) and high order occurrences tend to overestimate similarity
(Lemaire and Denhière 2006), the logarithm function (being a monotonic function)
helps to smooth absolute occurrence values without altering the value tendency.

Definition 8 Given the concepts a and b, the collocation measure expressed in terms
of concept’s IC is defined as follows:

ck_IC (a, b) = log2
p (ab)

k

p (a) p (b)
= (IC (a) + IC (b)) − k × IC (ab) (21)

This new version can be directly contextualized by means of the CICT_IR calculation,
which takes into account the information provided by the taxonomy T that includes
a and b .

Definition 9 Given the concepts a and b , their Web-based Contextualized Colloca-
tion measure is defined as:

ck_CICT_I R (a, b)

= (CICT_I R (ab ) + CICT_I R (b a)) − k × CICT_I R (ab)

= log2

(
hits (a AND b AND LCST (a, b))

total_webs

)k

hits (a AND LCST (a, b))

total_webs
× hits (b AND LCST (a, b))

total_webs

(22)

As a result, similarity assessment from concepts’ probabilities will be only
based on observations with minimized ambiguity resulting in more reliable—even
subestimated—occurrence values. It is important to note that, in this definition, all
the Web queries have been contextualized (a goal which, for example, could not
be achieved using concept conditional probabilities with respect to the LCS, as
stated in Section 3). Consequently, this measure will not have the problems found
in the Resnik-like measures, related to ambiguous estimation of the IC of the LCS
(discussed in Section 3.3).

As explained in Section 4, log c1 (PMI) and c2 (SCP) are two common forms
of ck that are used for concept similarity estimation. Using the presented notation,
c1_CICT_IR will correspond to PMI_CICT_IR (Definition 10) and c2_CICT_IR will



correspond to SCP_CICT_IR (Definition 11). It is expected that the SCP will have
better results also in this version as it has offered the best performance in its original
form (Downey et al. 2007).

Definition 10 PMI computation when introducing CICT_IR for concepts a and b in
the taxonomy T is defined as follows:

PMI_CICT_I R (a, b)

= log2

hits (a AND b AND LCST (a, b))

total_webs
hits (a AND LCST (a, b))

total_webs
× hits (b AND LCST (a, b))

total_webs

(23)

Definition 11 IC-based SCP computation when introducing CICT_IR for concepts a
and b in the taxonomy T is defined as follows:

SCP_CICT_I R (a, b)

= log2
(hits (a AND b AND LCST (a, b)))

2

hits (a AND LCST (a, b)) × hits (b AND LCST (a, b))
(24)

Note that the total_webs constant is simplified as it is common to the numerator and
denominator.

It is important to mention that the presented measures are different to the general
collocation function when considering correlations between three terms (which, in
our case may correspond to a, b and LCS(a,b)) using the generalized version of the
function (25) (Downey et al. 2007). In that case, it does not takes into account the
additional knowledge introduced by the fact that LCS subsumes both terms at the
same time.

gk (a, b, c) = p (abc)k

p (a) p (b) p (c)
(25)

5.1 Properties

In this section, the properties that should fulfill a similarity measure (as introduced
in Section 3.1) are studied for the proposed collocation functions.

Proposition 4 The function, ck_CICT_IR is a similarity measure accomplishing sym-
metry (11.1), maximality (11.2) and positiveness (11.3) properties.

Proof The symmetry property is fulfilled because all operations are commutative,
LCS(a,b) = LCS(b,a) and unquoted web queries like hits(a AND b) and hits(b AND
a) give the same results when performed over a web search engine (more details in
the evaluation section).

Considering the presence of the log2 function, positiveness is accomplished when
the relation between the numerator and denominator is equal or higher than 1. For



PMI_CICT_IR this is always true because, as terms in a corpus are not statistically
independent (as introduced in Section 4), the numerator will be always equal or
higher than the denominator. For SCP_CICT_IR the situation is the contrary,
returning, for the maximal case (sim(a,a)) a value of log2((hits(a))2/(hits(a)*hits(a))
= log21. So, for the most similar case, the measure will return a 0 value. Less
similar pairs will result in lower numerator values with respect to the denominator
and, in consequence, in results in the range of (log20, log21]. As a result, the final
similarity value will belong to the interval (− ∞,0]. As similarity values are negative,
positiveness property (11.3) is not accomplished for SCP_CICT_IR.

The maximality property states that the most similar concept (the highest value)
to a must be a. Considering that the LCS for the pair of concepts a and a is also a
and that, in a web search engine, the number of times that the same word appears in
a unquoted web query does not affect the results (i.e. hits(a AND a) = hits(a)), we
have that equation can be rewritten as:

ck_CICT_I R (a, a) = log2

(
hits (a)

total_webs

)k

hits (a)

total_webs
× hits (a)

total_webs

As in that case, the numerator value is maximum for concept a (i.e. hits(a) will
be higher than any other query involving a), maximality property (11.2) is also
accomplished. This function gives the maximum value of 1 for PMI_CICT_IR, and
the maximum value of 0 for the SCP_CICT_IR. ��

Regarding the negative values of the SCP_CICT_IR measure, the sign of the
equation can be changed, transforming the similarity measure into a dissimilarity
(Definition 12) with positive values.

Definition 12 Being a and b two concepts contained in the taxonomy T , SCP-based
dissimilarity function when introducing CICT_IR is defined as follows:

DisSCP_CICT _I R (a, b)

= − log2
(hits (a AND b AND LCST (a, b)))

2

hits (a AND LCST (a, b)) × hits (b AND LCST (a, b))
(26)

Proposition 5 The function, DisSCP_CICT_I R is a dissimilarity measure accomplishing
positiveness (13.1), minimality (11.2) and symmetry (11.3) properties.

Proof As a dissimilarity measure, positiveness (13.1) is accomplished as, when
changing the sign, the value range of the results will belong to the interval [0,+∞).
Likewise, minimality (13.2) is also true as, for identical pairs the function will return
a 0 value. Symmetry (13.3) is accomplished by definition. ��



5.2 Ontologies with polysemy and synonymy

When considering ontologies modeling polysemy and synonymy, the same strategy
presented in Section 3.2 is proposed for the case of collocation measures. So,
generalized versions of the collocation measures are defined (Definition 13). They
consider all the common subsumers and textual forms, compute all similarity (or
dissimilarity) values and take the highest (or lowest) one.

Definition 13 The generalized version of the collocation-based functions for the case
of multiple subsumers and synonyms available in the taxonomy T is defined as
follows:

ck_CICT_I R (a, b) = max
L∈S(a,b)

⎛

⎜⎜⎜⎝log2

(
hits (a AND b AND L)

total_webs

)k

hits (a AND L)

total_webs
× hits (b AND L)

total_webs

⎞

⎟⎟⎟⎠ , (27)

where S(a, b) is the set of textual form (synonyms) of all the LCS that subsume a and
b in the given taxonomy T.

Note that for the case of DisSCP_CICT_I R, being a dissimilarity measure, the
minimum value should be considered.

5.3 An example

The same example studied in Section 2.2 is now applied to the proposed collocation-
based measures. In particular, the results of the dissimilarity DisSCP_CICT_I R are
presented. Being terrier and chihuahua specializations of dog and chihuahua and
persian cat specializations of mammal, we now obtain the following values:

DisSCP_CICT _I R (terrier, chihuahua)

= − log2
(hits (terrier AND chihuahua AND dog))

2

hits (terrier AND dog) × hits (chihuahua AND dog)

= − log2
935,0002

3,860,000 × 2,790,000
= 3.625

DisSCP_CICT _I R (chihuahua, persian_cat)

= − log2
(hits (chihuahua AND "persian cat" AND mammal))2

hits (chihuahua AND mammal) × hits ("persian cat" AND mammal)

= − log2
5312

55,400 × 6,290
= 10.27

In this case, as ambiguity is minimized because all the queries have been contextual-
ized in the scope of the LCS, we will correctly conclude that

DisSCP_CICT _I R (chihuahua, terrier) < DisSCP_CICT _I R (chihuahua, persian_cat)



Applying the same measure to the case presented in Section 4.1 (being cat and dog
specializations of mammal and cat and food specializations of entity), we obtain the
following values:

DisSCP_CICT _I R (cat, dog)

= − log2
(hits (cat AND dog AND mammal))2

hits (cat AND mammal) × hits (dog AND mammal)

= − log2
569,0002

906,000 × 933,000
= 1.39

DisSCP_CICT _I R (dog, f ood)

= − log2
(hits (dog AND f ood AND entity))

2

hits (dog AND entity) × hits ( f ood AND entity)

= − log2
986,0002

2,040,000 × 6,490,000
= 3.775

Again, as the LCS helps to focus the statistical assessment of co-occurrence towards
the taxonomic side and minimize the ambiguity of the word dog (in the mammal
sense), it is correctly concluded that

DisSCP_CICT _I R (cat, dog) < DisSCP_CICT _I R (dog, f ood)

6 Evaluation

An effective way of evaluating computerized similarity assessments consists on
comparing them to human judgments for the same set of terms. Computing the
correlation between the computerized and human-based ratings, we are able to
obtain a quantitative value of the quality of the similarity function. This enables an
objective comparison against other measures.

As a test bed, Miller and Charles (1991) proposed a set of words for which
human subjects have rated their similarity from 0 to 4. Many authors (Resnik
1995; Jiang and Conrath 1997; Lin 1998) have used this benchmark to compare the
performance of their measures. Concretely, Resnik (1995) replicated the example
providing more accurate ratings than Miller and Charles, because a group of experts
(instead of regular subjects) were requested to rate the similarity of the pairs of
words. The correlation of the Resnik’s experiment was 0.884, which represents an
upper bound to what one could expect from a machine-based similarity assessment.
In this experiment, only word pairs contained in WordNet where considered (28 from
the original set of 30).

In our test, we have taken the same set of 28 word pairs, as shown in Table 2,
and their averaged expert ratings provided by Resnik. As background ontology from
which extract LCS for word pairs, we use the latest version of WordNet (3.0).6

6http://wordnet.princeton.edu/

http://wordnet.princeton.edu/


Table 1 Hit count returned by Google and Bing for equivalent queries [accessed: May 26th, 2009]

Terms to evaluate Equivalent web queries Google Web hit count Bing Web hit count

dog cat dog cat 173,000,000 72,600,000
cat dog 28,800,000 70,300,000
“dog” “cat” 30,900,000 72,600,000
dog AND cat 26,100,000 72,600,000

dog dog dog dog 449,000,000 208,000,000
dog AND dog 374,000,000 208,000,000
dog 396,000,000 209,000,000
“dog” 332,000,000 208,000,000

cat dog mammal cat dog mammal 277,000 519,000
dog cat mammal 403,000 519,000
cat mammal dog 1,740,000 519,000
dog mammal cat 1,740,000 519,000
mammal dog cat 404,000 516,000
mammal cat dog 277,000 519,000

Finally, in order to obtain term appearances from the Web we use Bing7 as the search
engine.

Even though other search engines can be used (Google, for example, offers a
higher IR recall (Dujmovic and Bai 2006)), we found inconsistencies in the co-
occurrence estimation in some of them which may produce unexpected results
and compromise the similarity properties. Some examples of problematic cases for
Google are provided in Table 1. In that case, quite different hit counts are obtained
for equivalent web queries. Moreover, we observed a high variability in the hit
counts for tests performed within a short period of time (days). Contrarily, Bing has
provided consistent results during the different tests. Minimal variations in hit counts
(also shown in Table 1) have been observed mainly motivated by the use of different
cached data from one query to another or changes in the IR database.

In any case, other Web search engines may be also suitable if they provide cohe-
rent results. As discussed in Sánchez (2008), although the absolute occurrence values
for a specific query may be quite different from one search engine to another, the
final similarity values tend to be very similar as they are based in relative functions.

In our experiments, the results of the proposed modifications to Resnik-
based and collocation-based similarity measures (simlin_CICT_IR, distjcn_CICT_IR,
PMI_CICT_IR, DisSCP_CICT_I R) have been compared against their original forms. In
all cases, we have used the Web hit counts to estimate probabilities and compute
concept’s IC. This compares the contextualized and non-contextualized web-based
concept probability assessment. The performance of each measure is evaluated by
computing the correlation of the values obtained for each word pair against the
human ratings employed as baseline (Resnik 1995). All the measures have been
tested in the same conditions, executing the tests at the same moment (to minimize
variance due to web-IR estimation changes) and, for the case of polysemic WordNet
concepts, using the generalized versions presented in Sections 3.2 and 5.2.

As some of the measures involved in the test compute similarity (Resnik, Lin, PMI
and SCP) and others evaluate dissimilarity (Jiang & Conrath and Dis−SCP_CICT_I R),

7http://www.bing.com/

http://www.bing.com/


for consistency in comparison, we have converted all functions to similarity measures.
Conversion is performed simply by changing the sign. Note that this conversion does
not affect the result of the evaluation, since a linear transformation of the values will
not change the magnitude of the resulting correlation coefficient, although its sign
have changed from positive to negative.

Table 2 shows the complete list of results of each similarity measure for each pair
of words. Results have been grouped according to the type of similarity measure. In
the second column there are displayed the averaged human ratings of Resnik’s study,
which achieved a correlation between the experts of 0.884; these values are taken as
the baseline to compare computerized approaches. The next five columns show the
similarity results given by Web-based Resnik-like measures and their corresponding
CICT-based versions. Finally, the IC-based collocation measures including log2

(c1_IC_IR, which corresponds to PMI_IR, and c2_IC_IR, which corresponds to
SCP_IC_IR), can be compared against their corresponding CICT-based versions.
The values in italics correspond to the contextualized measures proposed in this
paper. For each column, the correlation of the similarity values against the human
ratings is provided as an indication of the result’s quality.

Analyzing the values, in general, we can say that the results presented in the table
are according to the hypothesis described during the paper. The conclusions that we
can draw are the following:

– Classical Resnik-like measures perform poorly when only absolute word oc-
currences are used to assess concept probabilities (i.e. no tagged corpus is
available). The inaccurate estimation derived from the language ambiguity and
the lack of taxonomic coherence in the IC computation hamper the final results
(correlation values range from 0.35 to 0.4). Lin and Jiang & Conrath are the
most handicapped by the latter issue due to their explicit comparison between
concept’s IC and their subsumer (correlations are below 0.4). Comparatively,
recovering the results obtained using the SemCor (Miller et al. 1993) as corpus
(which its latest version correspond to WordNet 1.6 synsets), Resnik measure
obtained a correlation of 0.794. Jiang & Conrath measure obtained a correlation
among 0.794 and 0.828 according to ad-hoc predefined weighting parameters.
Both are quite near to the human upper bound of 0.884 computed by Resnik
replication (Resnik 1995). However, this quality is heavily associated to the
accurate frequencies computed from the limited manually disambiguated corpus,
tagged according to WordNet synsets (as introduced in Section 2). As shown in
our tests, in lack of this tagged data gives much lower accuracy.

– The inclusion of the contextualized version of IC computation in Lin and Jiang
& Conrath, due to the additional context, statistics are more accurate. As a
result, they clearly outperform the basic versions, almost doubling the correlation
value (0.67 vs. 0.36). In this case, even though concept probabilities have been
subestimated, the monotonic coherence of IC computation with respect to the
taxonomic structure and the minimized ambiguity of word occurrences certainly
improve the results.

– Regarding the collocation measures, even though being unsupervised, they
tend to outperform Resnik-based measures when using the Web as a corpus
(with correlation values ranging from 0.37 to 0.48 in comparison to the 0.35–
0.40 range of Resnik-based ones). Considering that they do not require any
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background taxonomy, they are an effective unsupervised way to assess con-
cept’s relatedness (Turney 2001; Etzioni et al. 2005; Downey et al. 2007). Under
the same conditions (rewritten in their IC-based versions), SCP outperforms
PMI by a considerable margin (0.48 vs. 0.37), as it has been observed in previous
works (Downey et al. 2007).

– Introducing the contextualized taxonomy-based IC computation to collocation
measures, we observe clear improvements (0.45 vs. 0.37 and 0.73 vs. 0.48). As
stated in Section 5, the added knowledge biases the corpus statistical analysis to-
wards the correct word sense and guides the occurrence analysis to the taxonomic
side. As expected, SCP-based function outperforms again its PMI counterpart
(0.73 vs. 0.45), which cannot compete against the CICT versions of Resnik-based
measures. Analyzing the numbers, SCP_CICT_IR is able to improve its basic
version by a 50% (0.739 vs. 0.48). This is an expected improvement obtained at
the cost of requiring a background taxonomy. In a more fair comparison (as both
measures exploit a taxonomy), the benefit against the contextualized version of
Lin and Jiang & Conrath (0.73 vs. 0.67) is more subtle (around a 9%) as, in
general, they are based in the same premise. However, SCP does not include the
ambiguous estimation of LCS’s IC, which results in a more accurate assessment.
At the end, SCP_CICT_IR have been able to obtain a correlation which is only
a 7% worse than the original Resnik-based measures (0.739 vs. 0.794) applied
to the limited tagged data of SemCor. This shows the reliability of Web-based
statistics when language ambiguity is tackled.

7 Conclusions

In this paper, it has been studied the behavior of several classical semantic similarity
estimation paradigms. On the one hand, IC-based approaches that exploit taxonom-
ical knowledge are able to provide high quality results if the concept probability
estimation is accurate. In classical approaches, the accuracy of this estimation is based
on the preprocessing of the corpus used as background. This introduces problems
about data-sparseness, due to the limited coverage of manually WordNet-based
tagged data, and hampers their applicability to broader corpus or more specific
ontologies.

Applying them over a massive unprocessed corpus like the Web resulted in very
inaccurate similarity assessments, as absolute word occurrences provided a poor
estimation of concept probabilities.

In order to minimize these problems and to maintain the scalability of the
approach, we have proposed a contextualized version of IC computation which seeks
for explicit word co-occurrences between evaluated concepts and their LCS in the
Web. Although this is subestimation as only word observations which minimized
ambiguity are taken into consideration in the concept’s probability assessment, it has
provided more accurate results. This shows, on one hand, that even reducing the size
of the corpus, the Web provides enough resources to extract reliable conclusions.
On the other hand, the calculated probabilities, even subestimated, lead to better
similarity assessments due to the minimized ambiguity. It is important to note
that this approach is able to provide taxonomically coherent IC estimations with
a constant -low- number of web queries for non-polysemic ontologies. Resnik-like



approaches would require and exponential amount according to concept’s branching
factor of specializations, hampering the scalability of the approach. For polysemic
cases, the number of queries is linear to the number of LCS available for the pair of
evaluated concepts.

At the end, applying this approach to classical measures has shown a very
considerable improvement for Lin and Jiang & Conrath functions.

On the other hand, we have analyzed collocation measures which, unlike Resnik,
exploit explicit term co-occurrences as an estimation of similarity. They are much
more general approaches as no previous knowledge is needed and no dependency
about the corpus preprocessing is introduced. So, they provide better results when
estimating concept probabilities from absolute word occurrences in the Web. How-
ever, they are affected by ambiguity and the lack of semantics in assessing the type
of the relation implicit in the co-occurrence observation.

Using the proposed contextualized-IC computation and extending it to explicit co-
occurrence of concepts, we have also modified the basic collocation-based functions,
at the cost of losing their unsupervised nature. Opposite to Resnik-like functions, in
this manner, the ambiguity of all web queries for IC computation is minimized due
to the inclusion of the LCS as context. As mentioned in Section 5, this additional
knowledge biases the web search towards the correct word sense (for polysemic
words) and towards the taxonomical side of the co-occurrence.

As a result, collocation measures in the form of SCP are able to provide the
best results from our tests, exploiting the additional knowledge provided by the
background ontology and without depending on a preprocessed corpus.

As a main contribution, the modified versions of similarity measures proposed in
this paper are able to provide results for virtually any possible concept contained in
WordNet (as far as they are indexed by web search engines) or any ontology (i.e.
an ontology containing domain-specific classes or even instances not considered in
WordNet). Moreover, this is done in a Web-scalable manner without any kind of
manual intervention or pre-processing. In consequence data sparseness problems
which may appear with rare concepts are greatly minimized and the generality
of the measures is improved. These benefits are accomplished maintaining the
results’ reliability, which are only marginally worse (around a 7% less accurate for
SCP_CICT_IR) when comparing them against measures using the limited tagged
data of SemCor for accurate concept probability estimation.

As ongoing and future lines of research, we have beginning to apply the proposed
approach to other domains and ontologies. Biomedicine, for example, is an inter-
esting field in which standard domain ontologies such as SNOMED-CT or MeSH
are available. Preliminary results obtained in that field for a standard benchmark
(Pedersen et al. 2007) using SNOMED as ontology and the Web as the corpus
from which compute IC, have been presented in Sánchez et al. (2009), showing
improvements in comparison to a preprocessed domain corpus. Considering the lack
of constraints and the generality of our approach (as the Web potentially covers any
kind of knowledge), our approach can be applied and evaluated to any domain for
which a widely agreed ontology exists (e.g. chemistry, computer science, etc.).

In general, any application requiring concept semantic similarity estimation which
rely in concrete ontologies modeling concepts not typically covered by classical
repositories like SemCor, may improve its performance by applying the measures
proposed in this paper.



In particular, we are interested in applying them in unsupervised clustering
methods. In this field, semantic knowledge is usually poorly exploited, since concepts
are treated as categorical values without any associated semantics. The use of a
semantic-based similarity to compare the objects could improve the quality of the
classifications obtained. A first attempt to include semantic-based measures has been
done (Batet et al. 2008) and further studies in this line are in progress. In this sense,
the contextualization of the similarity calculation permits to include the background
knowledge provided by specific domain ontologies (instead of WordNet) modeling
concrete domain vocabulary or even instances.

Another promising area of interest for us is the use of ad-hoc ontologies for
improving anonymization techniques, which are required for privacy preserving (e.g.
in statistical disclosure control in data bases). A quite common way of anonymization
consists of masking the information using microaggregation methods (Domingo-
Ferrer and Torra 2001). Those methods introduce some modifications to the data
mining clustering techniques in order to ensure the anonymity property of the
individuals (Sweeney 2002). However, other methods based on non-perturbative
(ontology-based) approaches could also apply the similarity measures proposed in
this paper.

Finally, another interesting research line consists on extending the approach to the
computation of semantic relatedness between concepts. As stated in the introduction,
relatedness computation is a more general measure than similarity. It considers, in
addition to taxonomic relations, other inter-concept non-taxonomic relationships.
Even though non-taxonomic knowledge is rarer than taxonomical, large and rich
ontologies such as WordNet partially models it. As stated in Section 4, as absolute
term co-occurrence in the Web covers any kind of semantic relation between
concepts, our approach could be easily adapted by including, as context, other types
of common ontological ancestors, exploiting non-taxonomic relationships such as
meronymy, holonomy, antonymy, etc.
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