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ABSTRACT 

Artificial intelligence (AI) strategies are exhibiting a shift of perspectives, focusing more intensively 

on a more human-centric view. New conceptualizations of AI literacy (AIL) are being presented, 

summarizing the competencies human users need to successfully interact with AI-based systems. 

However, these conceptualizations lack practical relevance. In view of the rapid pace of technological 

development, this contribution addresses the urgent need to bridge the gap between theoretical 

concepts of AIL and practical requirements of working environments. It transfers current 

conceptualizations and new principles of a more human-centered perspective on AI into professional 

working environments. From a psychological perspective, the project focuses on emotional-

motivational, eudaimonic, and social aspects. Methodologically, the project presented develops AI 

testbeds in virtual reality to realize literally graspable interactions with AI-based technologies in the 

actual work environment. Overall, the project aims to increase the competencies and the willingness 

to successfully master the challenges of the digitalized world of work.  
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1 INTRODUCTION 

Digitalization is omnipresent in almost all areas of our lives. Developments in the field of machine 

learning and artificial intelligence (AI) are changing both our private and professional lives. 

Competencies and skills that allow for successful interactions with AI-based technologies are 

essential prerequisites for individuals to reap the societal benefits of digitalization (Law et al., 2018). 

The scope of public and scientific discussions of successful approaches of digitalization has long been 

limited to technical equipment and technical operating skills (Carolus & Wienrich, 2021; Wienrich 

& Carolus, 2021). Particularly in the context of work, the human has been unilaterally defined as 

Homo economicus, who regard technology as a tool to achieve goals, which are defined by the 

organizational framework and requirements (Carolus & Wienrich, 2021; Wienrich et al., 2022). More 

recent national and international AI strategies have argued for a more human-centric transformation 

process focusing on the human being and the individual’s cognitive, emotional, and conative 

processes. For example, the German governmental AI strategy summarizes critical points of AI-

related transformation processes as follows: “It is about individual freedom rights, autonomy, 

personal rights, the individual's freedom of choice. About hopes, fears, potentials, and expectations” 

(Bundesministerium für Bildung und Forschung, n.d.). In this context, the European Union has made 

considerable efforts to draft viable rules for the new world of AI. Within this framework, the EU 

High-Level Expert Group on AI established requirements such as: AI must be trustworthy (e.g., 

technically and socially robust) and respect human-centric approaches (e.g., respect human needs and 

diversity, avoid discrimination, be explainable). Thus, the previously merely technical focus was 

expanded to include an explicitly human-centric perspective. In particular, Article 14 of the AI 

regulation (Lexparency.org, n.d.) and the corresponding statements in the white AI paper (Madiega, 

2022) emphasize that human needs should be taken into account in terms of both the design and the 

use of AI systems. Transparency and participation are regarded as essential elements to ensure trust 

in AI applications.  

The present contribution emphasizes the urgency of translating these crucial but still rather 

theoretical demands into concrete professional practice. Furthermore, it bridges another gap: large 

parts of both public debates and governmental regulations refer to the business practices of only a 

few large high-tech companies. The reality of smaller and medium-sized companies and their 

employees is, however, neglected. The present project addresses these desiderata and focuses on 

people who work or will (soon) work with digital entities and AI-based systems—people who 

experience considerable digital inequalities and disparities. Workplaces are thereby considered to 

represent more to human beings than mere professional working spheres. Instead, workplaces are 
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essential social spaces that fulfill various human needs above and beyond professional efficiency and 

effectivity. Consequently, change processes at work affect employees at different levels, depending 

on the underlying basic human needs and interindividual differences: prior experience with 

technology and computer science, dystopian fears about AI or the individual’s working environment 

and degree of participation, and digital disadvantages. 

2 SOVEREIGNTY AND AI LITERACY AT WORK: RELATED WORK AND 

DESIDERATA 

The concepts of media literacy and, more recently, digital literacy have been widely discussed as 

(rather) new cultural techniques that are an essential prerequisite for successful participation in our 

present and future digitized world. With the increasing importance of AI, these concepts of 

technology-related competencies need to be updated. The recently introduced concept of AI literacy 

(short: AIL) aims at understanding the competencies enabling people to successfully interact with 

AI-based technologies. 

2.1 DESIDERATUM 1: THE NEED FOR VALID AND STRAIGHTFORWARD MEASURES 

OF AI LITERACY 

The acquisition of digital (AI) literacy is crucial in order to competently harness future-oriented 

technologies. In a professional environment, there is a growing demand for new competency profiles 

that are increasingly characterized by associated AI-related innovations. Long and Magerko (2020) 

have analyzed competencies that enable the individual to comprehend, critically evaluate, and 

competently use AI technologies. The authors present a competency grid consisting of 17 AI-relevant 

skills, unified under the umbrella term artificial intelligence literacy (AIL; Long & Magerko, 2020). 

In an expert workshop, Wienrich et al. (2022), together with the AI Observatory of the German 

Federal Ministry of Labor and Social Affairs, expanded this framework. With an explicit focus on 

the work environment, their Competence Behavioral Model of AI Literacy (CBM-AIL) embeds 

individual and organizational potentials and barriers on the micro-, meso-, and macro-level. Besides 

these nascent conceptualizations, there are very limited measuring approaches that target general 

digital literacy (e.g., Jenkins et al., 2006; Ng, 2012; Ng et al., 2021; Porat et al., 2018) but not AIL 

(Wienrich & Carolus, 2021). Moreover, these measures are rather extensive questionnaires that are 

often unsuitable for practitioners or refer only to voice-based AI systems. Further studies analyzed 

perceptions and associations in the context of AI (e.g., European Commission, 2017; Hadan & Patil, 

2020; Lau et al., 2018; Kelley et al., 2019; Zeng et al., 2017; Zhang & Dafoe, 2019). However, these 

studies often used measures consisting of only a single item, resulting in rather vague latent variables 

and limited validity. In summary, existing conceptualizations of AI-related competencies lack 
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practical and professional relevance. Additionally, the quality of existing measures is limited in terms 

of the scientific, practical, and work-related criteria.  

2.2 DESIDERATUM 2: THE NEED FOR HOLISTIC HUMAN-CENTERED 

CONCEPTUALIZATIONS  

Digital transformation promotes methods and disciplines that provide insights into either human 

processes (e.g., psychology) or human-centered approaches (e.g., human-computer interaction, HCI). 

The keywords explainable AI (e.g., Goebel et al., 2018; Samek et al., 2019) or human-centered AI 

(e.g., Riedl, 2019; Xu, 2019) refer to ongoing efforts to increase explainability and intuitive usability 

in the context of both the development and the implementation of AI systems (e.g., Wittpahl, 2019; 

Kraus et al., 2021). Approaches so far (at least implicitly) tend to follow the idea of the Homo 

Economicus and are therefore often limited to the analysis of pragmatic qualities (usability), while 

hedonic, eudaimonic, and social aspects—as well as professional and work-related aspects—are 

neglected (Carolus & Wienrich, 2021; Wienrich et al., 2022). Thus, this conception of the human 

limits the understanding of human-technology interactions as it neglects psychological and HCI 

knowledge. Only when this knowledge is taken into account do we adequately reflect the effects of 

human experiences, actions, and feelings. Consequently, skills and metacognitive competencies can 

be regarded as equally relevant as feelings of meaning and self-actualization (e.g., Mekler & 

Hornbæk, 2016).  

AI-based technologies change the conceptualization of technology in general. The 

increasingly intelligent and interactive functions of AI turn what were once digital tools into (social) 

counterparts and interaction partners (Carolus et al., 2019; for a recent overview: Li & Suh, 2021; see 

also Reeves & Nass, 1996; Carolus et al., 2021; Wienrich et al., 2021). 

The wider concept of user experience, which is enriched with emotions, perceptions, 

preferences, physiological and psychological reactions, behaviors, and performances occurring 

before, during, and after the interaction with technology, is regarded as essentially important for the 

consideration of usability in the professional work environment (Bargas-Avila & Hornbæk, 2011; 

Hassenzahl et al., 2010; Pataki et al., 2006). However, the current state of research reveals desiderata 

in terms of both the more comprehensive conceptualization of user experience and a widely accepted 

set of holistic and human-centered criteria for the evaluation of AI-based systems in the professional 

work environment. 

2.3 DESIDERATUM 3: THE NEED FOR SELF-DETERMINATION 

Comprehensive technological developments increase the complexity of systematic and valid 

investigations of human-technology interactions. Wienrich and Latoschik (2021) introduce the 
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eXtended AI approach as a new research heuristic that uses extended realities (XR; e.g., virtual reality, 

augmented reality) to enable systematic and valid investigations of AI systems and their effects. The 

basic idea is to use XR technology to create innovative testbeds reflecting complex AI interfaces and 

human-AI interactions. Utilizing rapid prototyping methods, eXtended AI reduces complexity and 

provides immersive experiences into certain fields of application. Moreover, various design spaces, 

easy accessibility, versatility, and tangible training possibilities are promising benefits of the 

eXTended AI approach. Possible forms of human-robot interaction (for instance, in logistics 

workplaces) were simulated virtually in a pilot study. Results show that different design features of 

the virtual robot contributed differently to fulfilling the diverse human needs at work. Significant 

gender differences were also identified. So far, the eXtended AI approach has only been studied in 

laboratory experiments with student samples—but not in professional work scenarios. As mentioned, 

there is a particular need for action in these professional contexts: While technologies and user 

requirements change rapidly, (future) users are rarely involved in change processes at an early stage. 

Approaches that allow low-threshold access to future technologies are still rare. This exclusion of 

users is highly problematic, as recent occupational psychology studies emphasize that limited 

opportunities to participate in the planning process lead to higher levels of dissatisfaction and 

increased workload (Carls et al., 2021). Conversely, the early involvement of users in the digital 

transformation process will positively affect the employees’ work satisfaction.  

To summarize, this study identifies a need for new participatory and human-centered approaches 

to introduce and implement AI in the workplace. These new approaches can contribute to the 

participatory, human-centered derivation of implementation requirements. 

3 CONCEPTS OF GRASPING AI TESTBEDS FOR EMPOWERING 

WORKERS TO USE AND COMPETENTLY USE AI 

3.1 ADDRESSING DESIDERATUM 1: DESIGN VALID AND STRAIGHTFORWARD 

MEASURES OF AI LITERACY 

On the one hand, existing measures of AI literacy were mostly developed in the laboratory or under 

controlled conditions and with student samples who received course credit for participation. This 

resulted in large quantities of items and scales in a rather academic language. On the other hand, 

single-item measures and further less valid and reliable assessments are often used in studies in the 

field. Addressing both shortcomings, this study proposes a new strategy for developing practical 

measurements. In a top-down process, items and scales from existing scientific models are derived to 

create a scientifically reliable item pool. In a bottom-up process, the perspectives of domain experts 

and lay people who are affected by the introduction of AI systems at work are mapped to the item 
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pool. The resulting items are clustered into small modules and then adapted and reduced. The early 

involvement of people who are affected by technological change processes meets one of the essential 

requirements of various approaches (e.g., user-centered design, contextual design, value-sensitive 

design). Furthermore, the development of the measure of AI literacy is based on fundamental and 

applied research. The overall goal: short, comprehensive, valid, and reliable measures for AIL that 

fulfill both scientific (quality criteria) and practical requirements (increase the individuals’ 

willingness to participate). 

3.2 ADDRESSING DESIDERATUM 2: A HOLISTIC PERSPECTIVE ON HUMAN BEINGS 

AT WORK 

As mentioned above, workspaces are highly associated with various human needs and motives. 

Consequently, the psychological perspective of this project emphasizes the importance of emotional 

and motivational aspects at work. For example, efficiency and effectiveness are equally important for 

the feeling of acceptance and community. Following this perspective, the project follows a holistic 

concept of the human being at work (going beyond the idea of the Homo oeconomicus). It considers 

emotional-motivational aspects as well as hedonic, eudaimonic, and social motives and needs. 

Moreover, the project will analyze the attribution of human characteristics to technology, which shape 

the users’ expectations and interaction behaviors. Finally, the project considers the ongoing shift in 

perspectives on technology—from a perspective that considered technology as a tool to one that 

focuses on intelligent, interactive digital entities. Taken together, these three aspects will determine 

the criteria for requirements analyses, the design and development processes, and the practical 

implementations. 

3.3 ADDRESSING DESIDERATUM 3: EXTENDED AI AT WORK  

In everyday business, most of the employees who use technology are not involved in its development 

and implementation. However, excluding them at the early stage is risky. Mismatches between the 

systems and the employees’ needs, which are detected after the system has been incorporated into the 

organizational processes, are cost intensive. Therefore, on the one hand, employee participation is 

promising. On the other hand, their perspective is limited in terms of their power of imagination and 

the validity of their projections. To close this gap, the present project proposes “graspable 

interactions” using the vast potential of XR. XR-based applications allow cost-efficient prototyping, 

which may vary in the degree of complexity and realism. Thus, XR is regarded as a powerful design 

space that can embody AI-based interaction partners without being bound to the limitations of 

conventional prototypes (e.g., physical environment, engineering challenges, costs). Furthermore, XR 

allows researchers to study heterogeneous user groups by adapting the prototypes to the individual’s 
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degree of expertise or to different domains and tasks. Finally, XR provides a safe testbed without 

actual consequences in the real world (e.g., damages).  

In sum, the project considers XR as a promising way to involve employees by providing AI 

experiences and explaining and illustrating the functionality and the consequences of the technology 

during the actual interaction. They can learn about AI, how to use and how to adapt the systems to 

their needs. Companies can trigger curiosity instead of fear and distrust by promoting participation 

and human-centeredness, development, and implementation. 

4 PRACTICAL EXAMPLES ACROSS DIFFERENT WORKPLACES 

4.1 EXAMPLE 1: ROBOTS IN LOGISTICS  

Industrial robots are already used in various ways; they mostly work autonomously and at a safe 

distance from humans. In the future, robots are likely to collaborate more directly with humans (e.g., 

handing over work pieces). Hence, the design and behavior of robots (e.g., indicating social behavior 

or social intelligence) will likely have an impact on the acceptance and the human-robot work 

performance. XR testbeds can simulate the workplace and the robot in multiple versions. Employees 

can test and evaluate the different prototypes to contribute to further development—not only in line 

with economic and technical requirements but also in line with their human needs. 

4.2 EXAMPLE 2: RECOMMENDER SYSTEMS IN ADMINISTRATION 

AI can support administrative tasks in many ways. Against the background of the current legal 

situation, however, the human being is ultimately responsible for the decision. Therefore, the question 

arises of how AI can support human employees by providing information that is both relevant and 

accepted. Since human decisions are subject to numerous psychological biases, it is necessary to 

consider, for example, which interface and which information presentation lead to the best results, 

hence meeting the requirements of both the best decision and the human needs. In XR, different 

recommender systems can be tested and evaluated to contribute to further development. In addition 

to the administration, other domains are conceivable (e.g., medicine, law, insurance).  

4.3 EXAMPLE 3: SPEECH-BASED SYSTEMS IN CUSTOMER SERVICE 

Chatbots and voice assistants provide increasing support in customer service, mostly in addition to 

human consultants. Research shows that the design of the entities has a significant impact on the 

perception, acceptance, and trust of the systems and the service. In XR, different systems with 
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different designs and outward appearances can be tested and evaluated to contribute to further 

development.  

5 CONCLUSION AND CONTRIBUTION 

This paper emphasizes the urgency of transferring theoretical knowledge about critical demands for 

the development and implementation of human-centered AI systems into professional practice. While 

current public and political discussions tend to be limited to the business processes of only a few 

high-tech global players, this project focuses on people who work or will work with digital entities 

and AI systems. Moreover, the project incorporates a psychological perspective on increasingly 

digitalized workplaces, which are defined as essentially social spaces associated with multiple basic 

human needs. Thus, the employees’ perspective—going beyond effectiveness and efficiency—

becomes more complex and more important. Digital change processes of workplaces affect human 

beings, who are driven by their human needs. Additionally, employees come from different 

backgrounds and are equipped with different prior knowledge in computer science, resulting in 

interindividual differences in terms of their expectations from AI (dystopian fears vs. overestimating 

benefits), their participation and involvement at work, and their feelings of digital inequalities and 

disparities.  

Summarizing the status quo, the project focuses on three desiderata: (1) the lack of valid, reliable, 

and practical measures of AIL, (2) untapped potential that arises from a holistic view of human-

technology interaction that integrates human information processing and need structures, and (3) 

benefits of participative processes in development and implementation. These desiderata strongly 

contradict the demands of national and international AI strategies and endanger the safety of people 

and technology, job satisfaction and commitment, and value creation. To counteract this, our project 

proposes new strategies for socio-technical education and pedagogy in the context of work. It 

translates the critical demands and theoretical considerations from both science and politics into 

professional practice following the demands of the German federal government to contribute to the 

various layers of a socially responsible digital transformation.  
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