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Abstract

Women comprise a significant portion of the agricultural workforce in developing countries

but are often less likely to attend government sponsored training events. The objective of this

study was to assess the feasibility of using machine-supported decision-making to increase

overall training turnout while enhancing gender inclusivity. Using data obtained from 1,067

agricultural extension training events in Bangladesh (130,690 farmers), models were created

to assess gender-based training patterns (e.g., preferences and availability for training).

Using these models, simulations were performed to predict the top (most attended) training

events for increasing total attendance (male and female combined) and female attendance,

based on gender of the trainer, and when and where training took place. By selecting a mix-

ture of the top training events for total attendance and female attendance, simulations indi-

cate that total and female attendance can be concurrently increased. However, strongly

emphasizing female participation can have negative consequences by reducing overall turn-

out, thus creating an ethical dilemma for policy makers. In addition to balancing the need for

increasing overall training turnout with increased female representation, a balance between

model performance and machine learning is needed. Model performance can be enhanced

by reducing training variety to a few of the top training events. But given that models are early

in development, more training variety is recommended to provide a larger solution space to

find more optimal solutions that will lead to better future performance. Simulations show that

selecting the top 25 training events for total attendance and the top 25 training events for

female attendance can increase female participation by over 82% while at the same time

increasing total turnout by 14%. In conclusion, this study supports the use of machine-sup-

ported decision-making when developing gender inclusivity policies in agriculture extension

services and lays the foundation for future applications of machine learning in this area.
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Introduction

Improving agricultural practices is critically important for developing countries. Although the

agriculture sector only accounts for 4% of global gross domestic product (GDP), it’s impact on

developing countries is more substantial, often accounting for more than 25% of national GDP

[1]. Approximately 65% of workers in developing countries are employed in the agricultural

sector [1], with 43% of those being women [2]. Given the strong link between agricultural out-

put and the health of a country’s economy [3, 4] and the health of its citizens [5], many govern-

ments are undertaking large-scale training programs to improve agricultural practices [6, 7].

There is a growing body of scientific knowledge to improve agricultural practices [8]; how-

ever, translating scientific insights to end-users, often low-literacy and non-English speaking

individuals, is challenging [9]. To scale agricultural training, government extension services

have begun to deploy information and communication technologies (ICTs) as part of their

agricultural programs [10, 11]. Examples of scalable ICTs include linguistically localized, com-

puter-animated training videos that are specifically developed for low-literacy, non-English

speaking populations [12, 13]. Such interventions have been shown to cause learning gains

and adoption of technologies taught in the animations, as well as innovations in participating

communities post-intervention [14–16].

While ICTs increase access to agricultural extension services for production [17, 18], their

deployment likely would be enhanced by taking into account gender-based training patterns

(e.g., preferences and availability for training). Recent analysis of ICT-delivered agricultural

training indicates that differences in male and female farmers exists [19]. This study as well as

others have shown that male and female farmers may differ in terms of when and where they

prefer training to be conducted and whether training is male- or female-led [20–24]. As such,

choosing times in the day, days of the week, locations and venues, and gender of the trainer to

promote female participation may thwart efforts to increase overall attendance at government

sponsored training events [19]. Therefore, designing effective agricultural training programs

that may include multiple objectives, (e.g., increasing general attendance while maintaining a

certain proportion of female participation), may not be trivial.

More formal mathematical approaches for selecting times, locations and venue types, and

gender to conduct training may help improve agricultural training participation and gender

inclusivity. Although there is considerable research into the use of machine learning in agricul-

ture, the applications mainly focus on crop, livestock, water and soil management [25]; there

does not appear to be applications using machine learning to improve agricultural extension

participation, including promoting gender inclusivity. We hypothesize that machine-sup-

ported decision-making that accounts for gender-based training patterns can concurrently

increase total and female participation over that of the current approach that relies only on

human intuition. If results support this hypothesis, incorporating machine learning as part of

ICTs, and other modes of information dissemination, in large-scale agricultural extension pro-

grams is warranted.

Materials and methods

This observational study used existing data recorded at agricultural extension events con-

ducted throughout Bangladesh. Data was collected by the Agricultural Advisory Society (AAS)

in partnership with the International Center for the Improvement of Wheat and Maize (CIM-

MYT). Data were not specifically collected for research purposes, but instead to determine the

overall level of participation in extension training. Participation information reflected aggre-

gated data and as such was recorded in a manner that the identities of individuals could not be

ascertained. This study was deemed exempt by Michigan State University Biomedical and
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Health Institutional Review Board (IRB 00004626). Obtaining informed consent was not pos-

sible given that data were de-identified.

Data collection

In total, 1,080 AAS/CIMMYT extension training events were held between October 2018 and

January 2019 across four Bangladesh divisions: Rangpur, Khulna, Dhaka, and Rajshahi. Dur-

ing AAS/CIMMYT extension training events, one or more of the following ICT-delivered agri-

cultural training videos were shown: (1) a video for mitigating Fall Armyworm [26], a major

invasive pest resulting in significant crop loss [27, 28], (2) a video for planting healthy rice

seedlings [29], and (3) a video promoting earlier dates for planting to yield more wheat, the

second most important food crop in Bangladesh [30]. At each training event, three trained

enumerators collected data on the total number of persons attending, the number of females

attending, the gender of the extension agents delivering the training, time of the day, day of

the week, month of the year, and location and type of venue at which videos were shown.

Training locations and venue types for video presentations were purposefully selected to maxi-

mize attendance in order to disseminate information on these topics in advance of the primary

maize, rice, and wheat cropping seasons. No incentives were provided to participate (e.g., no

meals, no payments). Most events were not pre-organized to recruit participants, but rather

involved setting up the video show and attracting a crowd.

Machine learning

Model outputs for the two gender-specific training models were (1) total number of males and

(2) total number of females attending training events. In a recent study, statistical models were

used to study factors that could be associated with total (males + females) and female average

attendance only, and to estimate the strength of these associations [19]. Using those results as

starting points in addition to first order interactions, model inputs for the two gender specific

training models, representing situational factors under the control of designers of extension

training programs, included the following: gender of the trainer, time of the day, day of the

week, type of venue, location in Bangladesh (specifically the division hosting the event) and

first order interactions of division with time of the day, type of venue, and gender. Time of the

day was parsed into before 11:00, 11:00–15:30, and after 15:30. Venue types included educa-

tional institutions, farmers’ houses, marketplaces, religious institutions, shops, tea stalls, union

parishad campuses (governmental council building grounds) and "other" venues (open spaces

in front of hospitals, sport clubs, rail gates, bus stands, playgrounds). The "other" category was

created to combine training events with fewer than nine observations for a given venue type.

Month of the year was studied to assess if the two gender specific training models changed

with time.

To develop more parsimonious models to improve precision in model predictions, the

number of model inputs were reduced for the two gender-specific training models using a

shrinkage approach. Three different shrinkage approaches were considered: group Lasso

(group Lasso), group Minimax Convex Penalty (group MCP), and group Smoothly Clipped

Absolute Deviation (group SCAD). Group selection was chosen since several model inputs

were grouped by factors (time of the day, day of the week, month of the year, venue type, and

Bangladesh division). All shrinkage approaches used datasets for learning (randomly selected

80% of data) and testing (remaining 20% of data) to train and evaluate the gender-specific

training models. All three model shrinkage approaches used cross-validation to select the opti-

mal shrinkage parameter [31]. The smallest standardized mean squared error (SMSE) in the

testing dataset was used to choose the shrinkage approach, and therefore, to select the most
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influential model inputs (details are presented in the appendix). This process was implemented

in the statistical software R [32].

Next, using the most influential model inputs that were derived for the male and female

models respectively, generalized linear models were developed to capture gender-based train-

ing patterns. These models used a Poisson distribution with a dispersion parameter for male

and female attendance. Modeling was done in MATLAB using the function ‘fitglm’ to estimate

the model parameters, mapping model inputs into the model output space.

With the two gender-specific training models defined, the expected attendance was esti-

mated, given the set of training choices. For this purpose, a mesh was created in the discrete

space with each model input variable representing an axis. Model inputs eliminated during

model shrinkage were removed from the mesh. The mesh was used to represent the various

possible training events that could occur (e.g., female-led training event held in a farmer’s

house in Rangpur before 11:00 am). At each point, total attendance and female attendance

were predicted (i.e., point estimates) using the male and female models. Predictions were per-

formed in MATLAB using the function ‘predict’.

To estimate the variability in the data and to assess differences in attendance between vari-

ous training events, a bootstrapping approach was applied. Bootstrapping involved creating

1,000 new datasets by sampling with replacement from the original dataset. For each dataset,

new male and female models were created and point estimates calculated. Combining the

point estimates from all 1,000 datasets, the average total attendance, female attendance, and

proportion of female attendance were obtained with 95% confidence intervals. Using the aver-

age predicted attendance, two lists were created, one representing the top 100 training events

(i.e., mesh points) for total attendance and the other the top 100 training events for female

attendance. To clarify, the use of the term "top training events" used hereafter refers to those

training events with the highest attendance, be it total or female attendance, based on the gen-

der of the trainer, and when and where training was conducted; "top training events" do not

reflect the quality of training or some other attribute.

Model simulations

An algorithm was created to simulate the effects of weighting the importance of female partici-

pation over total attendance. This was done by selecting the top X% from the female list and

replacing the lower X% from the total list, where X% represents a range (0%-100% with 10%

increments). For example, the top 50%, reflecting a balance between increasing total atten-

dance and increasing female participation, would take the top 50 training events from the total

list and the top 50 training events from the female list to create a new list of 100. The new list

would then be used to estimate the average total attendance, female attendance, and propor-

tion of female attendance. This was done to qualitatively capture the effects of weighting

female attendance over total attendance to help develop sensible gender inclusivity goals.

Reduced training variety, representing smaller lists of the top training events, is expected to

improve model performance and lead to greater total attendance, female attendance, and pro-

portion of female attendance; however, reducing training variety may also limit future model

performance. Because the models are still in their infancy, future iterations with more observa-

tions are expected to improve machine learning and subsequent model performance. Greater

training variety provides a larger solution space and increases the odds of finding the optimal

solution. To explore the trade-off between model performance and machine learning, simula-

tions were performed with lists of the top 100, top 50, and top 10 training events for total and

female attendance. This was done to qualitatively capture the effects of training variety on total

attendance, female attendance, and the proportion of female attendance.
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Evaluated hypothesis

The objective of this study is to provide evidence that machine-supported decision-making for

selecting training events can improve the current approach, based on human intuition. As a

benchmark, the average total attendance and average female attendance across all past exten-

sion training events will be used. If the machine learning approach significantly exceeds these

averages, it provides strong justification for the addition of machine-supported decision-mak-

ing in extension services.

Inclusivity in global research

Additional information regarding the ethical, cultural, and scientific considerations specific to

inclusivity in global research is included in the Supporting Information.

Results

In total, there were 132,358 Bangladeshi farmers who attended the 1,080 training events; how-

ever, there was missing information on 13 (1.2%) of the training sessions, which were removed

from the analysis. Based on t-tests, there was no evidence of differences in the average number

of male or female attendance between the included and not included training sessions. Among

the included 1,067 training events (130,690 farmers) in the four Bangladesh divisions, 527

events (49.4%) occurred in Rangpur, 295 events (27.6%) in Khulna, 202 events (18.9%) in

Dhaka, and only 43 events (4.0%) in Rajshahi (Table 1). The average total attendance was

122.0 (SD = 103.6, Range = 15–600) with an average female attendance of 23.0 (SD = 25.8,

Range = 0–150). These averages represent the benchmarks that the machine learning approach

will be compared against.

In terms of model shrinkage approaches, group Lasso had the lowest accuracy, assessed

using standardized mean square error, in predicting attendance in the test dataset (Table 2).

Most of the variables selected were common between the three approaches, although group

Lasso tended to select more variables than the other two shrinkage approaches. Based on the

accuracy and number of variables selected, the group MCP approach was used to shrink the

male and female model. Subsequent analysis used the model inputs selected with this

approach. The shrinked male model included an intercept, gender of trainer, venue type, and

the interaction with all lower-order terms of Bangladesh division and time of the day. The

shrinked female model included an intercept, gender of trainer, time of the day, month of the

year, venue type, and Bangladesh division.

Using the shrinked male and female models, the top 100 training events were predicted for

total attendance and female attendance (Tables 3 and 4 show the top 10 from this list). As

shown in Tables 3 and 5, model-predicted attendance is in agreement with observed atten-

dance, suggesting cautiously the models reflect the real world. As can be seen in Tables 3 and

4, most of the predicted top training events to improve total attendance were male-led (9 out

of 10); in contrast, most of the top training events to improve female attendance were female-

led (8 out of 10), highlighting a clear preference for females to receive educational information

from female trainers. Also, most of the predicted top training events for total attendance were

held after 15:30 (9 out of 10) in marketplaces (5 out of 10), while females were predicted to

attend either training before 11:00 (4 out of 10) or after 15:30 (5 out of 10) and had a prefer-

ence for training to be held at farmers’ houses (7 out of 10), particularly in the province of Raj-

shahi (8 out of 10).

On average, selecting more training events from the top female list led to less total atten-

dance, and not surprisingly, increased female attendance and the proportion of female atten-

dance at training events (Fig 1). Also, reducing training variability from lists of 100 to 50 to 10
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Table 1. Descriptive statistics of the 1,067 agricultural training events conducted in Bangladesh between October 2018 and January 2019.

Characteristics N (%) Number of trained Males Number of trained Females

Mean (Standard deviation, Range) Mean (Standard deviation, Range)

Gender of Trainer

Female 104 (9.7) 36 (50, 4–280) 29.7 (16.9, 0–120)

Male 963 (90.3) 106 (104, 4–600) 22.5 (26.5, 0–150)

Time of the day

before 11:00 307 (28.8) 58.9 (60.1, 4–270) 32.2 (26.7, 0–150)

11:00–15:30 238 (22.3) 37.8 (27.0, 6–175) 24.6 (21.0, 0–130)

after 15:30 522 (48.9) 151.1 (116.2, 6–600) 17.3 (25.7, 0–150)

Day of the week

Sunday 154 (14.4) 112.3 (108.8, 6–500) 20.0 (24.3, 0–120)

Monday 142 (13.3) 105.5 (103.7, 6–440) 24.1 (28.1, 0–100)

Tuesday 137 (12.8) 90.1 (99.1, 8–400) 23.2 (25.6, 0–150)

Wednesday 147 (13.8) 103.5 (110.6, 4–600) 25.3 (25.1, 0–100)

Thursday 154 (14.4) 100.1 (101.7, 10–400) 20.6 (24.1, 0–130)

Friday 166 (15.6) 89.0 (89.9, 8–420) 24.4 (27.4, 0–150)

Saturday 167 (15.7) 95.2 (100.7, 4–450) 24.9 (25.5, 0–130)

Month of the year

October 2018 134 (12.6) 83.9 (77.8, 6–399) 12.8 (15.4, 0–70)

November 2018 299 (28.0) 78.7 (81.4, 4–420) 19.6 (17.5, 0–100)

December 2018 391 (36.6) 109.4 (112.2, 6–450) 23.8 (24.8, 0–130)

January 2019 243 (22.8) 116.8 (114.1, 9–600) 32.4 (35.6, 0–150)

Venue type

Educational institutions 54 (5.1) 140.4 (121.5, 13–450) 15.6 (23.2, 0–120)

Farmers’ houses 460 (43.1) 54.9 (61.4, 4–400) 37.6 (26.7, 0–150)

Marketplaces 279 (26.1) 173.6 (122.3, 18–600) 5.5 (10.4, 0–60)

Religious institutions 30 (2.8) 43.8 (47.2, 13–250) 26.9 (16.4, 4–80)

Shops 41 (3.8) 73.7 (66.0, 9–300) 20.8 (23.6, 0–80)

Tea stalls 98(9.2) 81.2 (69.5, 15–300) 22.2 (22.4, 0–100)

Union parishad campuses 19 (1.8) 151.3 (129.0, 20–420) 7.4 (15.5, 0–50)

Other venues 18 (1.7) 124.9 (97.5, 8–330) 20.1 (27.5, 0–100)

Division of Bangladesh

Rangpur 527 (49.4) 118.2 (119.3, 6–600) 27.6 (30.2, 0–150)

Khulna 295 (27.6) 81.1 (81.8, 4–300) 21.0 (19.8, 0–100)

Dhaka 202 (18.9) 80.0 (74.7, 6–399) 14.0 (14.1, 0–61)

Rajshahi 43 (4.0) 83.0 (62.7, 9–300) 27.7 (32.2, 0–130)

https://doi.org/10.1371/journal.pone.0281428.t001

Table 2. Accuracy (standardized mean square error, SMSE) and number of model inputs selected in the testing dataset for the male and female specific training

models using the three model shrinkage approaches.

group Lasso group MCP group SCAD

Accuracy (SMSE) Number of Variables Accuracy (SMSE) Number of Variables Accuracy (SMSE) Number of Variables

Male training model 68.72 6a 67.98 4b 67.97 4c

Female training model 14.85 6b 14.55 5 14.69 3

a Plus three interactions,
b plus one interaction,
c plus two interactions.

https://doi.org/10.1371/journal.pone.0281428.t002
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increased total attendance, but had mixed results in female attendance and the proportion of

female attendance. Smaller lists negatively impacted female attendance when selecting solely

from the top total training events, but improved female attendance and proportion of female

attendance when selecting more from the top female training events.

Discussion

The objective of this study was to determine if machine-supported decision-making could

improve training attendance and gender inclusivity, which would then justify its use in design-

ing large-scale agricultural training programs. The results suggest that, if gender inclusivity

goals are sensibly designed using machine-supported decision-making, total attendance and

female participation can be concurrently increased. The results, however, also show that overly

emphasizing female participation can have negative consequences for total training turnout.

Table 3. Predicted top 10 most attended training events for total attendance.

rank Hour Trainer Gender Venue Hub Predicted Total Attendancea Observed Total Attendanceb # of observationsc

1 after 15:30 Male Marketplaces Rangpur 226 (209–244) 233 (37–660) (130,54)

2 after 15:30 Male Marketplaces Khulna 207 (182–235) 185 (48–300) (32,0)

3 after 15:30 Male Union Parishad Campuses Rangpur 206 (156–274) 229 (64–470) (11,5)

4 after 15:30 Male Educational Institutions Rangpur 193 (162–231) 206 (13–550) (26,16)

5 after 15:30 Male Union Parishad Campuses Khulna 189 (140–257) Not observed (0,0)

6 before 11:00 Male Marketplaces Rangpur 179 (152–212) 83 (36–153) (8,5)

7 after 15:30 Male Tea-stall Rangpur 178 (147–216) 81 (49–130) (8,1)

8 after 15:30 Male Educational Institutions Khulna 176 (144–215) 160 (47–300) (9,0)

9 after 15:30 Male Marketplaces Rajshahi 169 (123–233) 158 (33–300) (7,0)

10 after 15:30 Female Marketplaces Rangpur 168 (130–218) 280 (280–280) (1,0)

a Average (lower and upper limits of 95% confidence interval).
b Average (minimum and maximum of observed values).
c Number of observations for males and females, respectively

https://doi.org/10.1371/journal.pone.0281428.t003

Table 4. Predicted top 10 most attended training events for female attendance. Note that the top female training events occurred in the month of January where there

was little observed data.

rank Hour Trainer Gender Venue Hub Predicted Female Attendancea Observed Female Attendanceb # of observations

1 after 15:30 Female Farmers’ Houses Rajshahi 96 (68–137) Not observed 0

2 before 11:00 Female Farmers’ Houses Rajshahi 88 (62–124) Not observed 0

3 after 15:30 Male Farmers’ Houses Rajshahi 80 (59–109) Not observed 0

4 before 11:00 Male Farmers’ Houses Rajshahi 73 (54–99) Not observed 0

5 after 15:30 Female Farmers’ Houses Rangpur 72 (58–91) Not observed 0

6 after 15:30 Female Tea-stall Rajshahi 66 (45–98) Not observed 0

7 before 11:00 Female Farmers’ Houses Rangpur 66 (53–81) 50 (50–50) 1

8 11:00–15:30 Female Farmers’ Houses Rajshahi 65 (46–91) Not observed 0

9 after 15:30 Female Religious Institutions Rajshahi 61 (39–97) Not observed 0

10 before 11:00 Female Tea-stall Rajshahi 60 (41–89) Not observed 0

a Average (lower and upper limits of 95% confidence interval).
b Average (minimum and maximum of observed values).

https://doi.org/10.1371/journal.pone.0281428.t004
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For instance, selecting all the training events from the top female list would increase female

attendance and the proportion of female attendance to ~ 0.5 but would decrease total atten-

dance below that of the benchmark average of 122 attendees per event (Fig 1). Moreover,

many of the top training events for females are predicted to take place in Rajshahi. Focusing

on this one division may be beneficial for overall female attendance, but it would limit gains in

female participation to one region and may not fulfill the goals of the extension program. Fol-

low-up simulations show that balancing training across all divisions does not dramatically

reduce overall attendance or female participation and still exceeds total and female averages

based on human intuition (see S1 File). As shown in this study, machine-supported decision-

making could provide important insights by allowing policy makers to first simulate "what if"

scenarios before applying policies in the real-world.

Many of the top female training sessions were not observed, suggesting cautiously (as it is

outside of the observed range of data) that machine learning could be useful for uncovering

novel training events to improve female attendance. The data also highlights the need to bal-

ance model performance with machine learning: over emphasizing early model performance

to increase attendance may restrict machine learning, which could then limit model future

performance.

The inclusion of the variable month in the female model indicated that female attendance

increased over time, suggesting that the female model had time-varying properties. This is an

interesting observation that suggests females’ willingness to attend training increased by the

end of the study period, although it is also possible that improved methods for female out-

reach, or some other causes, could explain the phenomena.

Of pragmatic importance, the gender-based training models provide important insights

into those training events that enhance participation. In general, training events that were

male-led and held at marketplaces after 15:30 tended to improve total training attendance

while training events that were female-led and held at farmers’ houses, either before 11:00

or after 15:30, tended to increase female attendance. Also, model predictions were more

likely to fall within the observed data range when there were more observations (Tables 3

and 5), highlighting the need for sufficient machine learning in early model development.

However, both male and female models appeared to make reasonable predictions that

matched the observed data. Note that the female model predicted many top training events

that were not observed (Table 4). This is because the female model included the variable

Table 5. Model predicted versus observed female attendance.

rank Hour Trainer Gender Venue Hub Predicted Female Attendancea Observed Female Attendanceb # of observations

7 before 11:00 Female Farmers’ Houses Rangpur 66 (53–81) 50 (50–50) 1

11 after 15:30 Male Farmers’ Houses Rangpur 60 (52–68) 63 (0–150) 33

16 before 11:00 Male Farmers’ Houses Rangpur 54 (48–61) 60 (9–150) 46

26 11:00–15:30 Female Farmers’ Houses Rangpur 48 (39–60) 47 (38–55) 2

36 after 15:30 Male Tea-stall Rangpur 41 (33–52) 30 (30–30) 1

41 11:00–15:30 Male Farmers’ Houses Rangpur 40 (35–46) 35 (8–100) 37

43 after 15:30 Male Religious Institutions Rangpur 38 (28–52) 28 (14–41) 2

46 before 11:00 Male Tea-stall Rangpur 37 (29–48) 36 (25–46) 2

53 before 11:00 Male Religious Institutions Rangpur 35 (25–47) 26 (17–29) 4

57 after 15:30 Male Shop Rangpur 34 (24–46) 36 (0–80) 3

a Average (lower and upper limits of 95% confidence interval).
b Average (minimum and maximum of observed values).

https://doi.org/10.1371/journal.pone.0281428.t005
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Fig 1. Bootstrapping results for average total attendance (top), average female attendance (middle), and

proportion of female attendance (bottom). Blue represents the top (i.e., most attended) training lists of 100, black

represents lists of the top 50, and red represents lists of the top 10. Shaded boxes represent the 95% confidence

intervals. As a benchmark, the thick dotted line represents the average total attendance (122 persons per session) and

female attendance (23 females per session) when selecting training events using human intuition. The goal is for the

lower 95% limits to exceed these averages, thus suggesting that machine-supported decision-making can help improve

training attendance and gender inclusivity.

https://doi.org/10.1371/journal.pone.0281428.g001
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month as an effect modifier, which restricted the observation to the month of January, thus

reducing the number of observations.

The study presents some limitations. Given the short period of data collection, the ability

to understand time-varying trends in the data is limited. These could be periodic fluctua-

tions related to seasonal changes, including cyclic planting seasons, but also non-periodic

fluctuations, such as gradual cultural acceptance of female farmers. In addition, the observa-

tional nature of the study could limit the generalizability of the study findings. Being obser-

vational, the study was not designed to ensure sufficient sampling across all variables to

allow for an accurate assessment of their impact on training attendance. Note that only 4%

of all training sessions were completed in Rajshahi and a significant percentage of training

events (23.8%) had zero female participation. Components of the model with more observa-

tions normally improve confidence in modeling predictions (i.e., smaller confidence inter-

vals) and, therefore, bias the selection of model inputs to those with more observations.

Finally, this observational study likely missed other important factors impacting training

turnout. Future data collection should consider investigating potential underlying influences

(cultural and otherwise) impacting gender-based training patterns, such as the workload

that prospective participants might face at different times of the day or days of the week,

agricultural cropping patterns, and the use of incentives or other recruiting strategies (e.g.,

female-promoted events).

Optimizing outcomes

In terms of selecting an optimal model performance versus machine learning trade-off, one

solution would be to select the X% top female added that significantly exceeded total atten-

dance and female attendance averages in benchmarking (122 and 23 respectively) while allow-

ing for the largest list to be used to promote machine learning. Based on the results, to

improve both total attendance and gender inclusivity, a top training list of 50 with 50% of

training events coming from the female list is recommended. Although the smaller list of 10

would improve total attendance and female attendance, both male and female models would

benefit from increase training variety to improve their future performance. Training variety

could be reduced after more data is collected and optimal solutions are found. Based on simu-

lations, maintaining training variety by selecting the top 25 training events for total and female

attendance, female participation can be increased by over 82% while at the same time increas-

ing total turnout by 14% (Fig 1).

To facilitate machine learning, continuous sampling and processing of data from agricul-

tural training programs are recommended, i.e., (1) hosting training events, (2) learning com-

putationally from those events, (3) enacting recommendations for the next set of training

events, and (4) repeating to optimize outcomes. In subsequent rounds of data collection, the

project could shift from being purely observational to using optimal experimental design [33]

to focus data collection to help refine models further and to improve their performance. Addi-

tionally, if possible, recording changes in farmer output would be valuable to assess the impact

of training on farm productivity and could serve as an additional model output used for opti-

mization purposes.

Although still in its infancy, machine-supported decision-making appears to be a viable

tool for improving agricultural training attendance and gender inclusivity. By increasing train-

ing turnout and gender inclusivity, this machine learning application is expected to enhance

the social and economic health of developing countries and the health of their populations.

This study, to the authors’ knowledge is the first to use machine learning tools around gender

inclusivity within the context of scaling ICT interventions in a developing country context.
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This work sets the stage for future machine learning efforts that drive rounds of ICT interven-

tions towards optimizing agricultural training programs and their derived benefits.

Appendix

In order to implement the three different shrinkage approaches with the training dataset, the

library grpreg in R was used. All three shrinkage approaches relied on the estimation of the reg-

ularization parameter λ, used to select the number of groups (i.e., model inputs) to retain. To

estimate λ, a 10-fold cross-validation was implemented using the function cv.grpreg within the

grpreg library. More specifically, the dataset was divided in ten groups, and the following pro-

cedures were conducted for each group:

1. Fit the penalized regression for the nine groups.

2. Predict cross-validation error with the excluded group using the fitted model.

Both steps were conducted over a grid of values of λ. Therefore, for a given value of λ, the

mean and standard deviation of the predicted cross-validation error was computed. The value

of λ that minimizes the cross-validation error defined the final model proposed for each tech-

nique. To clarify, for each proposed model, the value of λ determines the selected number of

Fig 2. Cross-validation for model parameter selection for group Lasso (left), group MCP (center) and grouped

SCAD (right) considering the total number of male attendees as a model output variable in the training dataset.

https://doi.org/10.1371/journal.pone.0281428.g002

Fig 3. Cross-validation for model parameter selections for group Lasso (left), group MCP (center) and group

SCAD (right) considering the total number of female attendees as a model output variable in the training dataset.

https://doi.org/10.1371/journal.pone.0281428.g003
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groups used as model inputs during the parameter selection process. Figs 2 (Male model) and

3 (Female model) show a scatterplot of the predicted cross-validation error over the grid for λ.
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