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#### Abstract

Almost all phenomena in the universe are described, at the fundamental level, by quantum many-body models. In general, however, a complete understanding of large systems with many degrees of freedom is impossible. The complexity of solving such systems grows exponentially with system size, meaning that solving the governing equations is currently intractable. While in general many-body quantum systems are intractable, there are special cases for which there are techniques that allow for an exact solution. The importance of such models extends beyond the specific models in question. Exactly soluble models are interesting because they are soluble; beyond this, they can be used to gain intuition for further reaching many-body systems, including when they can be leveraged to help with numerical approximations for general models. The work presented in this thesis considers exactly soluble models of quantum many-body systems. In particular, this thesis investigates two distinct classes of exactly soluble quantum many-body systems. The first part of this thesis extends the family of many-body spin models for which we can find a free-fermion solution. A solution method that was developed for a specific free-fermion model is generalized in such a way that allows application to a broader class of many-body spin system than was previously known to be free. Further more a simple recognition test is presented to determine a system's free-fermion solubility. Models which admit a solution via this method are characterized by a graph theory invariants: in brief it is shown that a quantum spin system has an exact description via non-interacting fermions if its frustration graph is claw-free and contains a simplicial clique. The graph theoretic characterization is also connected to the developing body of work on operator Krylov subspaces; such a connection could have implications which reach beyond this class of models, and aide in our understanding of tractability in more general models. The results in this part of the thesis deepen the already existing connection between many-body physics and the mathematical theory of claw-free graphs. The second part of this thesis gives an explicit example of how the usefulness of exactly soluble models can extend beyond the solution itself. This chapter pertains to the calculation of the topological entanglement entropy in topologically ordered loop-gas states. Topological entanglement entropy gives an understanding of how correlations may extend throughout a system. In this chapter the topological entanglement entropy of two- and threedimensional loop-gas states is calculated in the bulk and at the boundary. We obtain a closed form expression for the topological entanglement in terms of the anyonic theory that the models support. Central to the formulation of these results is the development of a generalized braiding operator.
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## Chapter 1

## Introduction

Quantum many-body systems are ubiquitous: from semiconductors [1] and superconductors [2-4] in condensed matter [5] to black holes [6, 7] and plasmas in high energy physics [8], quantum many-body systems are everywhere. Indeed, it could even be argued that the universe, and therefore all of nature, is a single, vast quantum many-body system. Of course, the universe is an impractical test subject, so research is generally restricted in purview to more manageable (and focused) settings. Certainly, a quantum mechanical treatment of the processes in systems with many more than one particle is important. Such a treatment informs our understanding of all that is around us.

Analyzing many-body systems through the lens of quantum mechanics is fundamentally different from a classical approach [9]. In classical mechanics it is conceptually possible to label all particles in a system and to follow their respective motion. In quantum mechanics, this is not possible. Particles do not have a definitive position between measurements, instead the states of a quantum system in time are described by wave-functions. The wave-function can be thought of as a probability distribution over different measurement outcomes. Furthermore, there is no experimental result that can distinguish between two states related by the exchange of identical particles. This leads to the surprising, and yet somehow satisfyingly simple, binary classification of all particles that can naturally exist in terms of their wave-function. Wave-functions are either symmetric or anti-symmetric, with symmetric wave-functions reserved for bosons, while anti-symmetric wave-functions describe fermions. This dichotomy means, among other things, that wave-functions acquire a negative (fermionic) phase or remain invariant (bosons) under exchange of indistinguishable particles [10]. The anti-symmetry of the fermionic wave-function further gives rise to the Pauli exclusion principle, which states that two (or more identical) fermions cannot occupy the same quantum state within a quantum system
simultaneously. Bosons, however, have no such restriction. Thus, studying quantum many-body systems, that is systems with many more than one degree of freedom, or particles, that obey the laws of quantum mechanics, necessitates the development of a new paradigm with which to describe the system in terms of the wave-functions, rather than the dynamics of the constituent particles. Such a paradigm relates the state of a system at any given time to a previous state by the exchange statistics of particles within, rather than the trajectories of particles, or other classical properties with similar analogues.

One of the key goals of the field of quantum many-body physics is to understand the dynamics of a system that is cannot be experimentally controlled. To do this we develop a model which attempts to describe the system, and tune parameters until the dynamics of the model most closely resemble the system itself. The task is then to understand how and why the model describes the system of interest, not simply to emulate the system entirely; a complete and exact emulation would only be as useful as looking at the original system itself. Certainly, in terms of naturally occurring systems, it is clear that there is already a perfect simulation of any phenomena already in existence, the system itself. Rather, the objective is to develop models which embody the characteristics of a physical system, so that the processes behind the characteristics may then be understood through the models. While this distinction may seem arbitrary, it is in fact a poignant contrast, one which allows us to probe the underlying nature of systems of interest, rather than to simply observe. This task of understanding a model designed to describe a process is motivated from both the perspectives of the fundamental (as in gaining a understanding of naturally occurring phenomena), as well as for potential applications (as in designing new materials).

In general, models that are developed to describe quantum many-body systems are so-called 'toy' models: deliberately over-simplistic models which neglect, or remove completely, many details so that they can be used to explain a specific mechanism concisely. In many cases these toy models are defined by ensembles of spins particles which are coupled by finite-range, (semi-)local, Pauli interaction terms [11-14]; or finite-range, (semi-)local, spin-less (boson or fermion) creation and annihilation operators; which negate coupling terms that are known to weakly persist at extreme distances in reality.

Even with the restriction to the simplistic, time-independent toy models, there remains a major challenge within the field, due to the inherent difficulty in solving the equation that governs the dynamics of a the degrees of freedom in a system: the time-independent Schrödinger equation [9]. The Schrödinger equation relates the state of a system after a given time to the energetic spectrum of the
model, which is determined by a system specific operator called the Hamiltonian. The Schrödinger equation is mathematically complete, in that in principle, all properties of any system can be obtained by solving it exactly. In practice however, for a system with many degrees of freedom, this is not feasible. The Hilbert space dimension, the dimension of the Hamiltonian, and therefore the computational power required to solve the equation, scales exponentially in the number of degrees of freedom in a system. Thus, for systems with a large number of degrees of freedom (literally) astronomically large computers would be necessary to solve exactly an arbitrary system of interest. For example, the computational power achieved by a computer the size of the Andromeda galaxy would barely be sufficient to solve the equation for a singular caffeine molecule [15]; a computer made by all of the atoms in the observable universe would only be powerful enough to solve the Schrödinger equation for a system of one hundred particles $[10,15,16]$.

Quantum computers promise to deliver a performance advantage for some problems which are currently intractable on a classical computer. [17-19]. One of the main areas in which quantum computers are expected to provide computational speedups is in the area of quantum many-body systems [10]. However, quantum devices that are capable of reliable and large-scale computations are not yet available. Furthermore, the link between building a reliable large scale quantum computers and understanding the dynamics of many-body systems is a two-way street. Many of the tasks for which a quantum computer is purported to produce an advantage in run time require the preparation and control of large and highly entangled quantum systems [15]. Thus, it is important to develop an understanding of how to manipulate systems with a large number of degrees of freedom in some regimes in order to even build a quantum computer. For this reason, a number of approximate techniques have been developed to probe the physics of many-body systems. For example, one numerical technique that has great success at determining the low energy properties of one-dimensional systems is tensor networks [20], the decomposition of a global quantum state into the product of smaller, local tensors. Another technique that has seen promising results is that of mean-field theory, where the interactions are averaged in a self consistent way, rather than considered individually [21]. A third method is perturbation theory, where a difficult to solve problem is treated as a small deviation from a system with a known solution, is a prevalent methodology at use throughout physics and applied mathematics [9].

When there exists a special structure within a model that results in the Hamiltonian admitting a tractable, exact solution without any approximations, the model is called exactly soluble. Exactly soluble models are extremely useful in many-body physics for a number of reasons [22, 23]. Models
that have a tractable, exact solution provide fundamental insight into physics without the need for difficult numerical methods or perturbation theory. But the common use of perturbation theory in the field makes plain the necessity for some exactly soluble models for another reason, they can also be used as starting points for perturbation theory. For perturbation theory to remain valid, the deviation from a system with a known solution must be small; therefore it is of the utmost importance to find solvable systems which are most similar to the one of interest. A larger class of systems which are known to be solvable makes this easier. This thesis considers two distinct classes of exactly soluble many-body quantum systems: many-body spin systems with free-fermion solutions [24] and string-net condensates [13], also known as loop-gas models [25].

### 1.1 Free fermions

Fermions are one of the two types of particles that exist in nature. Fermions are those with an anti-symmetric wave-function, and thus obey the Pauli exclusion principle, which precludes the event that two fermions occupy the exact same state at the same time. For this reason, when we think about a fermionic system, the picture that generally comes to mind is that of a set of billiard-ball-like particles which move around a lattice of 'sites'. That is, we tend to think of Dalton-esque atoms (solid spheres) which move between sites and occasionally bump into one another, such as the image shown in Fig. 1.1. Obviously this is a false image: fermions are not solid spheres of matter. However, the image is an intuitive, and even informative one. In a toy model of a spin-less fermionic system the degrees of freedom are positions and momenta; similarly, in the analogy of solid spheres, the degrees of freedom of interest are their positions and momenta. Furthermore, the solidity of the balls means that they cannot occupy the same space at the same time, this exclusion due to solidity is a reasonable representation for the fact that the fermions obey the Pauli exclusion principle [9]. It is then tempting to equate to the interactions between fermions an attractive or repulsive force between the balls which draws them together or apart, impeding the natural flow and increasing the likelihood of collisions. Although this is not a perfect analogy, and fermion interactions are more nuanced and complicated, it does serve the purpose of differentiating between the images of a system of interacting and non-interacting fermions.

The dynamical equations of a fermionic system can thus be written in terms of Majorana creation and annihilation operators which, as the name suggests, either create and remove a fermion at a given location. The terms of the Hamiltonian that are quadratic describe hopping amplitudes; these terms denote fermions moving from one site to another. We could also think about these terms as paths or


Figure 1.1: A fermionic system is often thought of as a set of solid spheres which move between sites of a lattice and occasionally collide.
roads between sites and the quadratic terms can be thought of as describing the presence of a road with coefficients describing the width and speed of the road between two specific sites $[10,16]$. The higher order terms (those which are comprised of a product of three or more creation or annihilation operators) describe interactions [26]. A dynamical equation which only contains bilinear terms (that is, terms which are a product of no more than two fermionic operators) is therefore non-interacting or free. In the billiard ball picture, this means that the balls are able to travel along the paths unimpeded by any attractive and repulsive forces from other balls, as a result, the billiard balls do not collide. The balls do not interact, and so the energies of each fermion can be calculated individually. Crucially, this leads to an exponential decrease in Hilbert space dimension and therefore size of the Hamiltonian. This means that finding the energy spectrum of the model no longer requires diagonalizing the full Hamiltonian. Instead, we need only consider a new Hamiltonian of with an exponentially reduced dimension, that describes the location of any given single particle, called the single-particle Hamiltonian. The spectrum of the single-particle Hamiltonian gives us the singleparticle energies, and from here we are able to construct the full spectrum by summing together the occupied particle sites. Because of this, the spectrum of a non-interacting (or free-fermion) model has a distinct and easily recognizable form. Indeed, how different a given model's spectrum is from this specific structure has been used to quantify interactions [26, 27]. Since it is possible to exactly compute the spectrum using classical means, free-fermion models are considered exactly soluble.

On the other hand, when we think of a quantum many-body spin model, the image that comes to mind is much more like a set of compass-like vector states that themselves are fixed in space but that are able to point in arbitrary directions [15]. Phenomena such as entanglement and superposition mean that the direction in which the compass needles point may be correlated, or that they can move in unison, or even that we need to consider super-positions of sets of directions. This image could hardly be further removed from the picture of the solid balls hopping around a lattice. Nevertheless, in the particular setting of a many-body spin- $\frac{1}{2}$ system, a duality occurs between the spin and fermionic
systems due to the fact that for given $n$ spins and $n$ fermions the two systems will occupy Hilbert spaces of the same dimension. In each case adding a spin or fermion doubles the Hilbert space dimension. Thus, there exists a mathematical map, which can take a model consisting of $n$ fermions and rewrite it in terms of $n$ spins, or vice versa $[16,28]$.

The construction of such a map, however, requires a little bit more than the same dimension of Hilbert space of the two systems. The dimension of the Hilbert space of a fermionic system is determined by the Pauli exclusion principle, which prevents two fermions from residing at the same site at the same time. However, as we have seen, this is not the only property of a fermionic system determined by the Pauli exclusion princple: the anti-symmetric wave-function of a system of fermions also requires that the fermionic operators satisfy the canonical anti-commutation relations. Thus, any map from spins to fermions must require that the mapped fermions also obey these relations. Such a map is necessarily non-local [28]. Indeed, this non-locality has lead some physicists to imply that if nature did not provide us with fermions, then no physicist in their right mind would want to study them [29].

We may now question why we would even want to map from a spin model to a fermion model. The map is surjective, and so every spin model can be mapped to a fermion model. In many cases the fermion model to which the spin system can be mapped is interacting, and so such a map has not made understanding the model any simpler. However, there is a special case in which solving the model becomes more tractable: there are examples in which the fermion model to which the model is mapped is non-interacting [24,30-40], and thus, the full spectrum of the spin model is easily obtained. The spectrum of the fermion model is exactly the spectrum of the spin model. For this reason a spin model that can be mapped to non-interacting fermions is also referred to as a free-fermion model.

The quintessential example of a qubit-to-fermion mapping is the Jordan-Wigner transformation [28]. The Jordan-Wigner transformation requires the ordering of spins in a model, and then maps creation and annihilation operators to one-dimensional strings of Pauli operators [24]. Other maps have also been discovered, most of which are generator-to-generator mappings, meaning that each Pauli term in the spin Hamiltonian is mapped to an individual term in the fermion formalism $[22,41]$. However, this is not the case for all spin models with a free-fermion solution that the map takes a generator-to-generator form. Indeed, there are examples of models with a free-fermion solution for which the Jordan-Wigner mapping, or any generator-to-generator generalization of the map, produces a highly interacting fermion model, but notwithstanding, the model is free [23]. Thus, an important task in quantum many-body physics is to develop new maps between spin models and their
fermionic counterparts, which may lead to the discovery of free-fermion models which were previously considered be interacting, and to develop a mechanism through which to recognize models that are to be considered free via the new maps.

In Chapters 2 and 3 of this thesis, we develop a new mathematical framework for the recognition of a new class of many-body spin- $\frac{1}{2}$ models which are described by free fermions, and provide a solution to those models. The new framework is expansive, in that it encompasses previous results [22, 41], and provides a sufficient condition for the recognition of a free-fermion model with regards to the new map. However, the framework is not complete, in that the condition provided for the recognition of free-fermion models is not necessary; there are examples of models which are free but do not meet the criteria.

One key feature that might inform the definition of an effective fermion description of a manybody spin Hamiltonian is the frustration between the Hamiltonian terms [16]. Frustration describes the commutation (or anti-commutation) relationship between the Hamiltonian terms. If two terms in the Hamiltonian commute, the spins on which they act can align to obey the action of both terms at the same time; on the contrary, if two terms do not commute, the spins on which they act cannot simultaneously align to obey both terms; thus the terms are frustrated. Pauli operators obey a strict binary commutation relationship with one another; that is, if a pair of Pauli operators do not commute, they necessarily anti-commute [15]. Similarly fermionic operators also either commute or anti-commute. Because of this binary relationship graph theory presents itself as a natural mathematical framework in which to investigate a correspondence between these systems based on the frustration.

Graph theory is a branch of pure mathematics that is often considered abstract. Graph theory is the study of graphs: structures comprising of a (finite) set of objects, represented by vertices, in which some pairs of the objects are in some sense "related," with the relationship represented by edges between the corresponding vertices. In a simple graph, the edges have no direction and are unweighted, this means that the relationship between pairs of connected vertices is uniform. A simple graph also contains no self-loops, that is, no node is connected to itself.

The abstract nature of graph theory, and perhaps pure mathematics in general means that results in the field have no inherent correspondence to the 'real world'. However, it is exactly this lack of intrinsic relationship to the real world, that means we are free to interpret and find correspondences in whichever way we so choose [42]. As it happens, graph theory can be interpreted in such a way that the axioms and theorems in graph theory have direct applications to the real world in a myriad of ways; graph theory has found applications in computer science [43, 44], genetics [45, 46], chemistry [47-49],
engineering $[44,50]$ and also in many-body physics.
In Chapters 2 and 3 a many-body Hamiltonian is represented by a graph by assigning a vertex to every Hamiltonian term, and joining them by an edge if and only if they anti-commute. We then look for restrictions on these graphs such that all corresponding models within the class admit a free-fermion solution. For a generator-to-generator map from spins to fermions (such as JordanWigner) it is evident that the frustration between terms in the fermionic Hamiltonian must naturally be isomorphic to the frustration relationships in the spin description. For any Hamiltonian written in terms of spin there is an associated graph. Similarly, all Hamiltonians in terms of fermionic operators also have an associated graph. Given a spin model and a fermionic model, if their two graphs are isomorphic to one another this represents a valid generator-to-generator map [22]. For the more complicated maps developed in Chapters 2 and 3 the restrictions on the graphs are less intuitive, nevertheless we are able to find a broad class of graphs for which the corresponding spin models admit a free-fermion solution.

An interesting consequence of the graph theoretic approach to free-fermion solubility is that the maps identified are necessarily generic in that the existence of a free-fermion solution is not dependent on coupling strengths of any Hamiltonian terms. Indeed, even the mathematical form of the solution is independent of the coupling strength of any of the individual terms. One could imagine a particular Hamiltonian which admits a free-fermion solution for a particular regime for a subset of Hamiltonian terms, these models exist outside of the classes that we consider. The free-fermion solutions in this thesis occur merely a result of the underlying frustration structure.

### 1.2 Loop-gas models

The second class of exactly soluble quantum many-body system considered in this thesis is topologically ordered systems known as loop-gas models. These families of models were designed not to describe any known physical system; but rather precisely because they are topologically ordered and can be solved exactly $[13,25,29,51-54]$. A topologically ordered quantum system is one whose ground space degeneracy depends on the topology, and in particular the genus, of the manifold on which it is supported [10]. Another key identifying feature of topologically ordered systems is the ability to support anyonic excitations. Full analysis of loop-gas models requires category theory (and string diagrams), which we leave for Chapter 4 , but here give a basic understanding.

An anyon is a particle which can have any exchange statistics. As we have seen, in nature, all particles are either fermions or bosons. Under exchange, a wave-function describing a pair of fermions


Figure 1.2: The ground state of a loop-gas model is defined as superposition of closed string configurations. Here we depict a single loop configuration, which is partitioned for entropy calculations in Chapter 4. Each loop is closed, and the Hamiltonian of the model is written explicitly as the sum of commuting projectors.
will acquire a phase of negative one, while the wave-function that describes a pair of bosons will acquire no phase under exchange. However, it is possible to engineer localized excitations, which behave like particles, for which this dichotomy of particles is no longer true. If we restrict ourselves to two spatial dimensions, particles can be constructed from low-energy, local excitations, such that these point-like excitations acquire arbitrary phases under exchange, as opposed to the binary pair of particle types that exist in the three spatial dimensions of nature.

Particles in two dimensions can have rich statistical behaviors; in fact, it is possible to construct a model for particles in two dimensions, so that they have any exchange statistics, which leads to the name 'anyon.' While any phase is possible, the statistics of a given species of anyon within a model are always well defined, and consistent such that for a pair of anyons the statistical phase acquired will always be the same. Abelian anyons are the class of anyons for which this acquired scalar phase is the only change to the wave-function of the system. However, beyond a scalar phase factor, it is also possible for the statistical evolution to be more complex, and actually lead to a higher-dimensional unitary matrix applied to the wave-function. These anyons are called non-Abelian, because unitary matrices do not necessarily commute.

A consistent anyon theory is defined by a finite set of anyons, including the vacuum or no anyon, a set of fusion rules and a consistent set of braiding statistics (exchange statistics). Given an anyon theory, a loop-gas model can be defined on a physical lattice in two dimensions, as a Levin-Wen string-net condensate $[13,29,51]$ or in three dimensions, as a Walker-Wang model $[25,52-54]$ as follows: Hilbert spaces with dimension equal to the number of anyons in the theory reside on the links of a trivalent lattice in either two or three spatial dimensions. A set of Hamiltonian coupling terms are then defined by the following rules. At each vertex of the lattice an operator enforces the fusion rules
of the anyon theory. These terms ensure that the ground space of the model only includes closed anyonic loops. For each face or plaquette of the lattice, a family of operators describe the process of fusing each of the anyon types to the face. The terms in the Hamiltonian project the system into its ground space and also commute on the ground space, ensuring the solubility of the model. The ground state of these loop-gas models are a superposition of all possible closed string configurations, such as the one shown in Fig. 1.2, with coefficients determined by the braiding and fusion rules of the anyon theory. Higher energy eigenstates of the models are also well understood, because excitations in the model are localized, appearing as point-like excitations with exotic braiding statistics, they are the very anyons used to construct the model.

One may now be wondering how a three-dimensional loop-gas model can support anyonic excitations if in three dimensions all particles are fermions or bosons. There are two distinct families of topologically ordered loop-gas models in three spatial dimensions. The first family has a ground-space degeneracy that depends on the topology of three-dimensional space. Models in this family support localized point-like excitations in their bulk and as well as 'loop-like' excitations, both of which are 'deconfined' in their bulk; meaning that these excitations can move or expand with low energy cost. The point-like particles behave as fermions or bosons when exchanged, while interesting statistics may occur between when these point-like excitations are threaded through the loop-like excitations. The second family, however, has a unique ground state on any closed 3-manifolds. Such a unique groundstate also results in a complete lack of deconfined excitations in the bulk. Nonetheless, the introduction of a boundary to the manifold on which these models are supported results in a degenerate ground space, the dimension of which is dependent on the topology of the boundary. Furthermore, while the bulk of these models confine any excitations, there are deconfined excitations which are restricted to the boundary. This restriction to the boundary is effectively a restriction onto two-dimensional space; thus, these excitations can exhibit complex anyonic statistics [55].

The ground-states of loop-gas models demonstrate long-range entanglement that is not present in non-topologically ordered systems, sometimes referred to as the 'trivial' phase. Typically, we expect the entanglement between a subsystem of a ground state and the rest of the system to respect an area law; that is, the entanglement will scale with the size of the surface area of the subsystem. For most models, we expect that entanglement may be present between two subsystems which in close proximity to one another; however, we also expect the correlations to diminish rapidly as the distance between the two subsystems increases. For topologically ordered models, however, there is a longrange entanglement present that means subsystems at vast differences share the same correlations as
those in direct contact. This long-range entanglement manifests as a correction to the area law of the entanglement entropy, with the correction being dependent on the anyon theory supported by the model. In Chapter 4 we calculate this correction both in the bulk and at the boundary of topological loop-gas models in two and three dimensions.

## Summary

In this thesis we have looked closely at two classes of quantum many-body systems which admit an exact solution. The first part of this thesis focuses on expanding the class of models which are known to admit a free-fermion solution. In Chapters 2 and 3, a new recognition criteria and solution method is developed for many-body spin models that admit a free-fermion solution; first in one spatial dimension and then in arbitrary dimensions. The second part of this thesis, Chapter 4, concerns the calculation of the entanglement properties of exactly soluble, topologically ordered many-body systems. The consequences of this calculation extend beyond limited reach of these specific exactly soluble models; the results derived in this chapter also offer insight into other classes of topological systems that have a closer alignment with physical systems that can be fabricated in a lab.

## Chapter 2

## Free fermions behind the disguise

An invaluable method for probing the physics of a quantum many-body spin system is a mapping to non-interacting effective fermions. We find such mappings using only the frustration graph $G$ of a Hamiltonian $H$, i.e., the network of anti-commutation relations between the Pauli terms in $H$ in a given basis. Specifically, when $G$ is (even-hole, claw)-free, we construct an explicit free-fermion solution for $H$ using only this structure of $G$, even when no Jordan-Wigner transformation exists. The solution method is generic in that it applies for any values of the couplings. This mapping generalizes both the classic Lieb-Schultz-Mattis solution of the XY model and an exact solution of a spin chain recently given by Fendley, dubbed "free fermions in disguise." Like Fendley's original example, the free-fermion operators that solve the model are generally highly nonlinear and non-local, but can nonetheless be found explicitly using a transfer operator defined in terms of the independent sets of $G$. The associated single-particle energies are calculated using the roots of the independence polynomial of $G$, which are guaranteed to be real by a result of Chudnovsky and Seymour. Furthermore, recognizing (even-hole, claw)-free graphs can be done in polynomial time, so recognizing when a spin model is solvable in this way is efficient. We give several example families of solvable models for which no Jordan-Wigner solution exists, and we give a detailed analysis of such a spin chain having 4-body couplings using this method.

### 2.1 Introduction

A notorious challenge for the simulation of quantum many-body systems is the exponential growth of the Hilbert space dimension in the number of constituent degrees of freedom. Systems for which
this difficulty can be circumvented via an analytic solution are invaluable for at least two reasons. First, the discovery of a new class of analytic solutions opens up the prospect of tractable simulation to a new family of models, and potentially of new phenomenology. Second, analytic solutions can be taken as starting points for approximations to more realistic models, thus extending the reach of these methods.

For a quantum spin- $\frac{1}{2}$ (qubit) system, one remarkable type of analytic solution comes in the form of a duality to effective fermions. When the effective fermions are non-interacting, it can be said that we have found a means of restricting the model's essential behavior to the low-dimensional subspace of a single fermion, and the physics of the model is well-understood. The textbook example of a freefermion mapping is the Jordan-Wigner transformation [28], which was famously employed to solve the one-dimensional XY model by Lieb, Schultz, and Mattis [24]. The key insight is the identification of non-local Pauli operators with fermionic ladder operators. In the fermionic picture, the $n$-qubit XY-model Hamiltonian is mapped to a free-fermion Hamiltonian on $2 n$ fermionic modes. The model is then completely solved by exactly diagonalizing the model's $2 n \times 2 n$ free-fermion Hamiltonian, an exponential simplification from the naive brute-force diagonalization that one might expect to need in the qubit picture. This solution method is generic, meaning it applies regardless of the values taken by the nonzero coupling constants in the Hamiltonian. This is because the Jordan-Wigner transformation maps each term in the Hamiltonian linearly to a fermionic bilinear operator.

One physical signature of models that are solvable in this way is an energy spectrum $\left\{E_{\boldsymbol{x}}\right\}$ that is given in terms of a number $\alpha$ of single-particle energies $\varepsilon_{k}$ by

$$
\begin{equation*}
E_{\boldsymbol{x}}=\sum_{k=1}^{\alpha}(-1)^{x_{k}} \varepsilon_{k} \tag{2.1}
\end{equation*}
$$

where $\alpha \leq n$ and $\boldsymbol{x} \in\{0,1\}^{\times \alpha}$ is a binary vector describing the occupation of each canonical fermionic mode. We will refer to a spectrum of the form in Eq. (2.1) as free. We say that a Hamiltonian is solvable if it has a free spectrum and it can be written in terms of its eigenmodes $\psi_{j}$ as

$$
\begin{equation*}
H=\sum_{k=1}^{\alpha} \varepsilon_{k}\left[\psi_{k}, \psi_{k}^{\dagger}\right] \tag{2.2}
\end{equation*}
$$

where the $\psi_{k}$ obey the canonical anti-commutation relations, $\left\{\psi_{j}, \psi_{k}\right\}=0$ and $\left\{\psi_{j}, \psi_{k}^{\dagger}\right\}=\delta_{j k} I$. When $\alpha<n$, a free spectrum will necessarily have degeneracies, since this is equivalent to the case where a subset of the energies $\left\{\varepsilon_{k}\right\}_{k=1}^{n}$ are equal to zero.

Recently, two of the authors [22] have given a simple necessary and sufficient condition for a

| Includes | Claw, $K_{1,3}$ |
| :---: | :---: |
| 2-4 Simplicial Clique | Erbidden |
| (a) |  |

Table 2.1: (a) A graph has a simplicial clique (orange in the example) if it has a clique where the neighborhood of each constituent vertex, minus the original clique, induces another clique (see Def. 2.1). The blue nodes are the induced neighbors of the left orange vertex and they induce a clique. The induced neighbors of the right orange vertex similarly induce a clique, so this graph is simplicial. A graph is claw-free or even-hole-free if none of its vertex-induced subgraphs contain (b) the "claw" $K_{1,3}$ or (c) an even hole $C_{2 k}$. If a graph is (even-hole, claw)-free, it necessarily contains a simplicial clique [56].
qubit Hamiltonian $H$ to be solvable via a Jordan-Wigner mapping by looking at properties of the frustration graph of $H$ (see Def. 2.2). This gives a complete solution for this best-known class of solvable models. However, there exist models that are free and solvable, but that cannot be solved via any Jordan-Wigner mapping. Such a model has been introduced by Fendley [23] as free fermions "in disguise". Fendley solves this model by directly defining the single-particle eigenstates for the Hamiltonian through its interaction terms. The free fermions manifest nonlinearly and non-locally in a basis which is dependent on the specific interaction strengths, but they remain free for all values of the couplings. The solution is therefore generic. This solution method has since been reproduced in a family of generalized spin-chain models $[57,58]$, including qudit models, where the system is dual to so-called free parafermions [59]. The generic nature of the free spectrum in these models would suggest that the frustration-graph formalism of Ref. [22] could be applied to understand this solution. However, since these models provably do not admit a Jordan-Wigner mapping, it would seem the solution relies on much subtler commutation structures than previously understood.

In this work, we go behind the disguise and clarify the role that the frustration graph plays in solving these models. We develop an infinite family of free-fermion solutions which generalizes Ref. [23] by finding specific graph-theoretic conditions for when such a solution is possible. Specifically, when the frustration graph of $H$ avoids certain obstructions known as claws and even holes (see Table 2.1 and Def. 2.3), then $H$ is solvable.

Result 2.1. (Informal version of Thm. 2.1 and Thm. 2.2.) If a Hamiltonian has an (even-hole, claw)-free frustration graph, then it has an explicit free-fermion solution.

The proof proceeds by considering the independence polynomial of the frustration graph. The independence polynomial of a graph is the polynomial generating function that counts the independent sets in the graph. We prove that these independent sets give us families of conserved charges for the model whenever the frustration graph is claw-free; meaning that when the frustration graph of $H$ avoids claws the model is integrable.

Result 2.2. (Corollary of Lemma 2.1.) If a Hamiltonian has a claw-free frustration graph, then the model is integrable.

We can incorporate detailed information about the Hamiltonian into the independence polynomial by attaching certain vertex weights given in terms of squares of Hamiltonian coupling strengths. We then prove that when the frustration graph is additionally even-hole-free, the independence polynomial factorizes into a quadratic of a certain transfer operator. The single-particle spectrum can then be derived by looking at the zeros of the vertex-weighted independence polynomial. Given knowledge of the spectrum, the transfer operator then acts like a raising operator when acting on a fiducial mode whose existence is guaranteed by the structure of (even-hole, claw)-free graphs. The modes generated in this way allow us to define the eigenmodes of the free-fermionic Hamiltonian.

As in Fendley's original model [23], there are no "physical modes" to speak of from this derivation as there would be from a Jordan-Wigner transformation. The eigenmodes are "disguised", and then emerge directly as nonlinear, non-local combinations of the underlying spin operators. We call the eigenmodes revealed by this procedure incognito modes.

We then describe explicit families of models with frustration graphs that satisfy the (even-hole, claw)-free condition. The first of these examples is a small system, which is chosen explicitly as it has no generalized Jordan-Wigner solution and yet has a free-fermion solution of the form we consider. We show that this particular model is in fact related to one with a Jordan-Wigner solution by a local rotation. We next demonstrate how the family of generalized spin chain models included in Refs. [23,57,58] fit into our formalism. These models have a particular one-dimensional structure which makes their asymptotic dispersion relations amenable to the techniques of Toeplitz-matrix analysis. Though this is not expected to be true of general (even-hole, claw)-free graphs, a structure theorem for these graphs demonstrates that we should expect their coarse topology to be one-dimensional, or possibly treelike.

The structure of the chapter is as follows: in Section 2.2, we formally state all definitions and our main results. In Section 2.3, we discuss our result in the context of prior work. In Section 2.4 we prove the main results as Thm. 2.1 and Thm. 2.2. In Section 2.5, we demonstrate how specific examples fit
into our formalism, and in Section 2.6 we close with a discussion of possible future work.

### 2.2 Main Results

We begin with self-contained statements of our main theorems and necessary supporting definitions. First, let us fix graph-theoretic conventions. A graph $G:=(V, E)$ consists of a set of vertices $V$ together with a set of 2-element subsets $E \subset V^{\times 2}$ called edges. All graphs we consider are finite and simple: every pair of vertices neighbors by at most one edge, and the graphs contain no self loops. An induced subgraph is a graph $G[S]:=\left(S, E \cap S^{\times 2}\right)$ whose vertex set is $S \subseteq V$ and whose edge set consists of all of the edges in $E$ with both endpoints in $S$. We denote the vertex and edge sets of $G[S]$ by $V_{S}$ and $E_{S}$, respectively. We will also use the notation $G-W:=G[V \backslash W]$ to denote the induced subgraph of the graph $G$ by removing the set of vertices $W$. We will often refer to a subset of vertices interchangeably with the subgraph it induces. The open neighborhood of a vertex, $\Gamma(v)$ is the set of vertices neighboring the vertex, $v$. The closed neighborhood of a vertex, $\Gamma[v]$, is the set of vertices neighboring the vertex, $v$, together with $v$ itself. An independent set, or stable set, of a graph $G=(V, E)$ is a subset of vertices $S \subseteq V$ which induces a subgraph with no edges, $G[S]=(S,\{ \})$. Notice that our definition includes the empty set and sets of one vertex as independent sets.

A clique is a graph where every pair of vertices is neighboring. For us, a particularly important type of clique in a graph is a simplicial clique (See Table 2.1 (a)):

Definition 2.1 (Simplicial clique). A simplicial clique $K_{s}$ in $G$ is a non-empty clique such that for every vertex, $v \in K_{s}$, the (closed or open) neighborhood of $v$ induces a clique in $G-K_{s}$. That is, for each $v \in K_{s}$ we have that $K_{v}:=\Gamma[v] \backslash\left(K_{s} \backslash v\right)$ induces a clique in $G$.

The claw, $K_{1,3}$, is the complete bipartite graph between one vertex and a set of three nonneighboring vertices (See Table $2.1(\mathrm{~b})$ ). A path of length $\ell$ is a connected graph of $\ell+1$ vertices and $\ell$ edges such that every vertex has at most two neighbors. A cycle, $C_{\ell}$, is a connected graph of $\ell$ edges and $\ell$ vertices such that each vertex has exactly two neighbors. Informally, a path of length $\ell$ is a cycle $C_{\ell+1}$ with one edge removed. A hole in a graph $G$ is a subset of $\ell$ vertices $W \subseteq V$ such that $G[W] \cong C_{\ell}$ (i.e. an induced cycle of $G$ ), where $\ell \geq 4$. A hole is called even if it has an even number of vertices and edges. Importantly, our definition of an even hole includes holes of four vertices (See Table 2.1 (c)).

Next we turn to definitions involving a physical many-body qubit model. Consider an $n$-qubit

Hamiltonian, $H$, written in a given basis of Pauli operators $\left\{\sigma^{j}\right\}$ as

$$
\begin{equation*}
H:=\sum_{\boldsymbol{j} \in V} h_{\boldsymbol{j}}:=\sum_{\boldsymbol{j} \in V} b_{\boldsymbol{j}} \sigma^{\boldsymbol{j}} \tag{2.3}
\end{equation*}
$$

where $V \subseteq\{0, x, y, z\}^{\otimes n}$ is a set of strings labeling the $n$-qubit Pauli operators in the natural way. A frustration graph describes the commutation relations between the Hamiltonian terms as follows:

Definition 2.2 (Frustration graph). The frustration graph of a Hamiltonian of the form in Eq. (2.3) is a graph, $G(H)=(V, E)$, with vertices in $V$ in one-to-one correspondence with the Pauli terms $\left\{\sigma^{\boldsymbol{j}}\right\}_{\boldsymbol{j} \in V}$ in $H$, and edge set $E$ defined by the commutation relations between the Hamiltonian terms:

$$
\begin{equation*}
E=\left\{(\boldsymbol{j}, \boldsymbol{k}) \mid\left\{\sigma^{\boldsymbol{j}}, \sigma^{\boldsymbol{k}}\right\}=0\right\} \tag{2.4}
\end{equation*}
$$

That is, two vertices in $V$ are adjacent in $G(H)$ if and only if their corresponding Paulis anti-commute.

The frustration graph is the complement of the Pauli graph introduced by Planat [60]. Notice that it is always simple by construction. Where clear from context, we will drop the dependence on the Hamiltonian from $G(H)$.

Definition 2.3 (ECF). A graph $G$ is said to be (even-hole, claw)-free, or ECF, if it contains no even holes and no claws among its induced subgraphs (see Table 2.1). A Hamiltonian $H$ is ECF if its frustration graph $G(H)$ is ECF.

It can be shown that all (even-hole, claw)-free graphs are simplicial, meaning they contain a simplicial clique [56]. If a Hamiltonian $H$ is ECF then its frustration graph is necessarily simplicial, so we say that $H$ is simplicial as well.

Our first main result says that the spectrum of an ECF Hamiltonian is free, with single-particle energies given by the roots of a certain polynomial.

Theorem 2.1. Every ECF Hamiltonian $H$ has a free spectrum of the form in Eq. (2.1). In particular, the single-particle energies $\left\{\varepsilon_{j}\right\}_{j=1}^{\alpha(G)}$ satisfy

$$
\begin{equation*}
P_{G}\left(-1 / \varepsilon_{j}^{2}\right)=0 \tag{2.5}
\end{equation*}
$$

where $P_{G}(x)$ is the vertex-weighted independence polynomial of the frustration graph $G(H)$,

$$
\begin{equation*}
P_{G}(x):=\sum_{k=0}^{\alpha(G)} \sum_{S \in \mathcal{S}^{(k)}}\left(\prod_{\boldsymbol{j} \in S} b_{\boldsymbol{j}}^{2}\right) x^{k} \tag{2.6}
\end{equation*}
$$

$\mathcal{S}^{(k)}$ is the set of $k$-vertex independent sets of $G(H)$, and $\alpha(G)$ is the independence number of $G(H)$.

Here we note that when $\alpha<n$ each energy level of the model's spectrum will necessarily have a $2^{n-\alpha}$ degeneracy. An important result that we will show is that even if the frustration graph is only claw-free, then the Hamiltonian is still integrable, as there exists a set of mutually commuting conserved charges.

Definition 2.4 (Independent-set charges). Given a Hamiltonian of the form in Eq. (2.3) with frustration graph $G(H)$, we define the $\alpha(G)+1$ independent-set charges as

$$
\begin{equation*}
Q^{(k)}:=\sum_{S \in \mathcal{S}^{(k)}} \prod_{\boldsymbol{m} \in S} h_{\boldsymbol{m}}, \quad k \in\{0,1, \ldots, \alpha(G)\} \tag{2.7}
\end{equation*}
$$

with the convention that $Q^{(0)}:=I$. Additionally, notice that $Q^{(1)}=H$.

As we will prove in Lemma 2.1 below, the independent-set charges satisfy

$$
\begin{equation*}
\left[Q^{(r)}, Q^{(s)}\right]=0, \quad \forall r, s \in\{1, \ldots, \alpha(G)\} \tag{2.8}
\end{equation*}
$$

Since $Q^{(1)}=H$, this demonstrates that the charges are conserved. To take advantage of the independent-set charges, we exploit the simplicial property of $H$ and define a fiducial mode, $\chi$, in terms of which we can express the "incognito modes".

Definition 2.5 (Incognito mode, simplicial mode). Given a simplicial Hamiltonian of the form in Eq. (2.3) with frustration graph $G(H)$, we define a simplicial mode $\chi$ to be any Pauli operator which is not present in the original Hamiltonian and which anti-commutes with all of the operators in a simplicial clique of $G(H)$. The $\alpha(G)$ incognito modes of $H$ are defined with respect to a given simplicial mode $\chi$ as

$$
\begin{equation*}
\psi_{j}=N_{j}^{-1} T_{G}\left(-u_{j}\right) \chi T_{G}\left(u_{j}\right), \quad j \in\{1, \ldots, \alpha(G)\} \tag{2.9}
\end{equation*}
$$

where $u_{j}:=1 / \varepsilon_{j}$ for the single-particle energy $\varepsilon_{j}$ satisfying Eq. (2.5), $T_{G}(u)$ is a transfer operator

$$
\begin{equation*}
T_{G}(u):=\sum_{j=0}^{\alpha(G)}(-u)^{j} Q^{(j)} \tag{2.10}
\end{equation*}
$$

and $N_{j}^{-1}$ is a normalization factor which is computable (see Eq. (2.70)).
Note that we can always construct a simplicial mode for any simplicial Hamiltonian. To do so we introduce an additional (fictitious) spin to the system and augment each Hamiltonian term in the simplicial clique with a Pauli-X applied to the extra spin - notice that this will not affect the frustration graph. The simplicial mode is then defined by a Pauli-Z operator applied to the additional spin; clearly, the simplicial mode will anti-commute with all terms in the simplicial clique, but no other Hamiltonian terms.

Theorem 2.2. An ECF Hamiltonian $H$ is free-fermion-solvable via Eq. (2.2) with eigenmodes given by its incognito modes.

Our proofs of Theorem 2.1 and Theorem 2.2 closely resemble the solution method introduced by Fendley in Ref. [23]. The operative technical insight is that many of the key properties of that model, and its generalizations in Refs. [57,58], are actually special cases of more general recursion relations in the class of models we identify.

### 2.3 Relation to prior work

Since its discovery, the Jordan-Wigner transformation [28] and subsequent generalizations [12, 30-33, 39,61-64] have enjoyed great success in probing the fundamental physics of quantum many-body spin models, as well as classical statistical mechanics models through so-called transfer-matrix methods [6567]. An understanding of these mappings has furthermore proven useful for designing fermion-to-qubit mappings with desired properties for simulating fermionic systems on a quantum computer [34-36, 68-74]. Here, operator locality in the dual spin model is generally enabled through coupling to an auxiliary gauge field [37,38, 40], which endows fermionic-pair excitations with the structure of freely deformable strings on the spin lattice [75]. The preponderance of these mappings suggests that a fundamental theory of physics containing fermionic degrees of freedom need not hold fermions as fundamental objects [29, 76].

Free-fermion models have an interesting connection to graph theory. The dynamics of free-fermion models are equivalent to matchgate circuits [77-82], which were originally developed in the context
of counting perfect matchings in graphs [83-86]. Independently, graph-theoretic methods have been utilized in quantum information in the context of variational quantum eigensolvers [87-93], where the frustration graph is commonly known as the anticompatibility graph. Inspired by these methods, two of the authors have shown that a generalized Jordan-Wigner transformation exists for exactly those models for which the frustration graph is a line graph [22].

Definition 2.6 (Line Graph). A line graph $L(R):=(E, F)$ is a graph whose vertex set is in one-toone correspondence with the edges $E$ of a root graph $R:=(V, E)$. Vertices in $L(R), e_{1}, e_{2} \in E$, are neighboring if and only if $\left|e_{1} \cap e_{2}\right|=1$, i.e. the edges in $R$ are incident at a vertex in $V$.

We note that line graphs also play an important role in understanding the spectrum of certain tight-binding models [94, 95], but we will not discuss these models further here.

A generalized Jordan-Wigner transformation maps a spin Hamiltonian of the form in Eq. (2.3) to one which is quadratic in Majorana fermion modes $\left\{\gamma_{j}\right\}$. These are Hermitian operators, which satisfy canonical anti-commutation relations

$$
\begin{equation*}
\left\{\gamma_{j}, \gamma_{k}\right\}=2 \delta_{j k} I \quad \text { and } \quad \gamma_{j}^{\dagger}=\gamma_{j} \quad \forall j, k \tag{2.11}
\end{equation*}
$$

That is, when solving a Hamiltonian of the form in Eq. (2.3) by Jordan-Wigner, we are asking whether there exists a mapping $\phi: V \mapsto \widetilde{V}^{\times 2}$ acting on the Pauli terms of $H$, and effecting

$$
\begin{equation*}
\sigma^{\boldsymbol{j}} \mapsto i \gamma_{\phi_{1}(\boldsymbol{j})} \gamma_{\phi_{2}(\boldsymbol{j})} \quad \forall \boldsymbol{j} \in V \tag{2.12}
\end{equation*}
$$

such that

$$
\begin{equation*}
H \mapsto \widetilde{H}:=\frac{i}{2} \sum_{j, k \in \widetilde{V}} h_{j k} \gamma_{j} \gamma_{k}:=\frac{i}{2} \gamma \cdot \mathbf{h} \cdot \gamma^{\mathrm{T}}, \tag{2.13}
\end{equation*}
$$

in a way that preserves the commutation relations between terms, i.e. $G(H) \simeq G(\widetilde{H})$. The coefficient matrix $\mathbf{h}$ - called the single-particle Hamiltonian - is necessarily anti-symmetric, since any symmetric part will vanish under the sum in Eq. (2.13), and we may take $H$ to be traceless without loss of generality. The central theorem of Ref. [22] gives a necessary and sufficient criterion for a generalized Jordan-Wigner solution to exist for a particular qubit Hamiltonian.

Theorem 2.3 (Thm. 1 of Ref. [22]). An injective map $\phi$ as defined in Eq. (2.12) and Eq. (2.13) such that $G(H) \simeq G(\widetilde{H})$ exists for the Hamiltonian $H$ as defined in Eq. (2.3) if and only if there exists a
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Table 2.2: Nine forbidden induced subgraphs for line graphs. No model containing a subset of terms inducing any of the above frustration graphs admits a generalized Jordan-Wigner solution, unless the global frustration graph contains twin vertices which may then be removed via a symmetry to give a line graph [22]. Note that we define twin vertices to be non-neighboring, and that all but the claw and the graphs in the rightmost column above contain at least one pair of neighboring vertices with the same closed neighborhoods. Vertices from these pairs may be removed through a unitary rotation as described in Section 2.5.1. The six-qubit instance of the four-fermion model introduced by Fendley has the frustration graph shown at the very bottom right, and larger instances clearly contain a subset of terms inducing this graph. Surprisingly, each of these graphs describes a standalone model with a free-fermion solution, as the graphs themselves either contain twins or are (even-hole, claw)-free. What is important, therefore, is the precise way that these graphs are connected to a global frustration graph that determines whether or not a generic free-fermion solution is possible. Left column: Forbidden subgraphs which contain twin vertices, highlighted in red, but also contain either a claw or an even-hole, highlighted by blue edges. Middle column: This forbidden subgraph contains twin vertices, but no claws or even holes. Each red highlighted vertex is also simplicial. Right column: These graphs do not contain twins, but are (even-hole, claw)-free. Though they contain many simplicial cliques, an example is highlighted for each graph in orange. Importantly, note that the simplicial vertex highlighted in the four-fermion model is necessary for Fendley's exact solution of this model.
root graph $R$ such that

$$
\begin{equation*}
G(H) \simeq L(R) \tag{2.14}
\end{equation*}
$$

Upon constructing a free-fermion solution for a given Hamiltonian, we find that $\mathbf{h}$ gives an edgeweighted skew-adjacency matrix of the root graph $R$. The graph $R$ may therefore be seen as the Majorana-fermion hopping graph. A full solution for $H$ is found by a linear transformation on the Majorana modes in Eq. (2.13) to diagonalize the Hermitian matrix $i \mathbf{h}$. Letting the nonzero eigenvalues of $i \mathbf{h}$ be given by $\left\{ \pm \varepsilon_{j}\right\}_{j=1}^{\alpha}$ with $\varepsilon_{j}>0$ for all $j \in\{1, \ldots, \alpha\}$, this brings the Hamiltonian to the form in Eq. (2.2) with single-particle energies given by the $\left\{\varepsilon_{j}\right\}$.

Claw-free graphs were originally investigated as natural generalizations to line graphs [96] and have since developed into the subject of a rich area of study in graph theory [97]. Line graphs are claw-free,
as no three edges in $R$ can be incident to another edge without at least two of them being incident to each other. Remarkably, the free-fermion solution method presented in this work extends the generalized Jordan-Wigner solution in a way that parallels the relationship between claw-free graphs and line graphs. Specifically, the single-particle energies obtained from Eq. (2.13) satisfy Eq. (2.5) when $L(R)$ is an ECF graph. Every vertex of $R$ corresponds to a simplicial clique of $L(R)$. Clearly, the edges incident to a given vertex in $R$ are mapped to the vertices of a clique in $L(R)$, and since every edge is incident to two vertices in $R$, the open neighborhood of a vertex in $L(R)$ induces two vertex-disjoint cliques [98]. When a line graph is even-hole-free, the corresponding root graph is even-cycle-free, as any even cycle in $R$ will be mapped to an even hole in $L(R)$. Suppose that a given Hamiltonian satisfies Eq. (2.14) with $L(R)$ an ECF graph. The single particle energies are zeros of

$$
\begin{equation*}
f_{R}(u)=\operatorname{det}(i \mathbf{h}-u \mathbf{I}) . \tag{2.15}
\end{equation*}
$$

Equivalently, we may consider the reciprocal polynomial $f_{R}^{*}$ to $f_{R}$,

$$
\begin{equation*}
f_{R}^{*}(u):=u^{n} f_{R}(1 / u)=(-1)^{n} \operatorname{det}(\mathbf{I}-i u \mathbf{h}) \tag{2.16}
\end{equation*}
$$

where $n$ is the number of vertices in $R$. For an arbitrary simple graph $R$, the characteristic polynomial $f_{R}$ (and thus $f_{R}^{*}$ ) would only depend on products of elements from $\mathbf{h}$ from matchings and even cycles of $R$ [99]. Since $R$ is an even-cycle-free graph however, only the matchings are relevant. Let $\mathcal{M}_{k}$ be the set of all $k$-edge matchings $M$ of $R$. We have

$$
\begin{align*}
& f_{R}^{*}(u)=(-1)^{n} \sum_{k=0}^{\lfloor n / 2\rfloor}\left(-u^{2}\right)^{k}\left[\sum_{M \in \mathcal{M}_{k}} \prod_{(i, j) \in M} h_{i j}^{2}\right]  \tag{2.17}\\
& f_{R}^{*}(u)=(-1)^{n} P_{L(R)}\left(-u^{2}\right) \tag{2.18}
\end{align*}
$$

The last equality follows because the matchings of a graph correspond to the independent sets of its line graph. Therefore, $\pm \varepsilon_{j}$ are an eigenvalue pair of $i \mathbf{h}$ if and only if Eq. (2.5) is satisfied for $G(H) \simeq L(R)$. Though even-hole-free line graphs are a rather limited set of frustration graphs, what is incredibly surprising is that Theorem 2.1 holds when $G(H)$ is relaxed to be a general ECF graph, though there is no fermion-hopping graph $R$ for this set of graphs in general. We remark that for any claw-free graph, the vertex-weighted independence polynomial, $P_{G}(x)$, is real-rooted for all values of the Hamiltonian couplings by the results given in Refs. [100, 101]. This generalizes the result for
the un-weighted independence polynomial originally proved by Chudnovsky and Seymour [102]. Since $P_{G}(x)$ has non-negative coefficients and real roots, all of its roots must be negative by Descartes' rule of signs [103], and therefore all of the single-particle energies $\left\{\varepsilon_{j}\right\}$ are themselves real. The free-fermion solution method presented here therefore includes systems for which we can prove that no generalized Jordan-Wigner solution is possible, as we shall now see.

Line graphs can be characterized by the set of nine forbidden subgraphs [104], shown in Table 2.2. No model containing a subset of terms inducing any of the frustration graphs in Table 2.2 admits a generalized Jordan-Wigner solution. One possible exception is when the Jordan-Wigner mapping is allowed to be non-injective; i.e. there is a mapping satisfying Eq. (2.12) and preserving the frustration graph which takes multiple Pauli terms to the same fermionic pair. These Pauli terms must then correspond to twin vertices in $G(H)$ : vertices with identical open neighborhoods, $\Gamma(v)$. Notice that twin vertices are never neighboring by this definition, as a vertex is not included in its own open neighborhood. ${ }^{1}$ Since operators corresponding to twin vertices anti-commute with the same set of operators in the Hamiltonian, the product of any pair of such operators commutes with every term in the Hamiltonian and so constitutes a symmetry. We can thus project onto the eigenspace of this symmetry operator to replace one operator in the set of twins with another, thus removing its vertex from the frustration graph. If twins can be removed in such a way as to change the frustration graph into a line graph, then the Hamiltonian is still solvable via Jordan-Wigner. This will sometimes be possible, as some of the forbidden subgraphs in Table 2.2 themselves contain twins. From Table 2.2, we see that all forbidden subgraphs for line graphs either contain twins, are simplicial ECF, or both. They therefore surprisingly all have a free spectrum, and it is truly how these graphs are connected to one another that allows us to infer the existence of a free-fermion solution.

The class of ECF graphs is generalized by the set of so-called (even-hole, pan)-free graphs [105]. A pan is a graph consisting of a hole together with an additional vertex with exactly one neighbor on the hole. A pan contains a claw as an induced subgraph, and so an (even-hole, pan)-free graph is necessarily ECF. The structure of (even-hole, pan)-free graphs has been completely characterized, and this allows the authors of Ref. [105] to give an $O(m n)$-time algorithm for recognizing them, where $m$ is the number of edges in the graph and $n$ is the number of vertices. Specifically, the authors of Ref. [105] show that (even-hole, pan)-free graphs either: (i) have a clique cutset, (ii) are unit circular-arc graphs, (iii) are a clique, (iv) are the join of a clique and a unit circular-arc graphs. A unit circular-arc graph is one whose vertices correspond to distinct arcs of unit length on a circle, such that vertices are

[^0]neighboring if and only if their corresponding arcs intersect. A clique cutset is a subset of vertices inducing a clique whose removal disconnects the graph. The join of two graphs $G_{1}:=\left(V_{1}, E_{1}\right)$ and $G_{2}:=\left(V_{2}, E_{2}\right)$ is the graph with vertex-set $V_{1} \cup V_{2}$ and edge-set $E_{1} \cup E_{2} \cup\left\{(u, v) \mid u \in V_{1}, v \in V_{2}\right\}$. Though the theorem of Ref. [105] completely describes the structure of these graphs, we can intuitively expect that the coarse topology of these models is fundamentally one-dimensional or treelike.

As general claw-free graphs can also be recognized efficiently [106], we have an efficient algorithm for recognizing ECF graphs. In Ref. [107], a polynomial time algorithm is given for detecting whether a general claw-free graph contains a simplicial clique. It is therefore computationally efficient to recognize a simplicial clique in an ECF graph. Moreover, every (nonempty) ECF graph has at least one simplicial clique [56].

### 2.4 Proofs of Main Results

In this section we prove the two main results presented in Section 2.2. We restate these theorems here for convenience. The first main result tells us that an ECF model will have a free spectrum, of the form Eq. (2.1), and provides an explicit form of the single-particle energies.

Theorem 2.1. (Restatement.) Every ECF Hamiltonian $H$ has a free spectrum of the form in Eq. (2.1). In particular, the single-particle energies $\left\{\varepsilon_{j}\right\}_{j=1}^{\alpha(G)}$ satisfy

$$
\begin{equation*}
P_{G}\left(-1 / \varepsilon_{j}^{2}\right)=0 \tag{2.19}
\end{equation*}
$$

where $P_{G}(x)$ is the vertex-weighted independence polynomial of the frustration graph $G(H)$,

$$
\begin{equation*}
P_{G}(x):=\sum_{k=0}^{\alpha(G)} \sum_{S \in \mathcal{S}^{(k)}}\left(\prod_{\boldsymbol{j} \in S} b_{\boldsymbol{j}}^{2}\right) x^{k} . \tag{2.20}
\end{equation*}
$$

$\mathcal{S}^{(k)}$ is the set of $k$-vertex independent sets of $G(H)$, and $\alpha(G)$ is the independence number of $G(H)$.

The second main result gives an explicit realization of the canonical modes of an ECF model in terms of independent sets of Hamiltonian terms, and the simplicial mode, $\chi$.

Theorem 2.2. (Restatement.) An ECF Hamiltonian $H$ is free-fermion-solvable via Eq. (2.2) with eigenmodes given by its incognito modes.


Figure 2.1: The frustration graph of the model introduced in Ref. [23], which is (even-hole, claw)-free. Each of the sets of colored (red and blue) vertices are independent sets, and together they induce a path in the frustration graph. In a general claw-free graph, the symmetric difference of any pair of independent sets induces a bipartite subgraph of maximum degree two: all of the components of the subgraph are induced paths and even-holes. If the graph is furthermore even-hole free, then the symmetric difference induces a set of disjoint paths.

Recall that the incognito modes are defined in terms of the simplicial mode, $\chi$, as

$$
\begin{equation*}
\psi_{j}=N_{j}^{-1} T_{G}\left(-u_{j}\right) \chi T_{G}\left(u_{j}\right), \quad j \in\{1, \ldots, \alpha(G)\} \tag{2.21}
\end{equation*}
$$

where $u_{j}:=1 / \varepsilon_{j}$ for the single-particle energy $\varepsilon_{j}$ satisfying Eq. (2.19), $T_{G}(u)$ is a transfer operator

$$
\begin{equation*}
T_{G}(u):=\sum_{j=0}^{\alpha(G)}(-u)^{j} Q^{(j)} \tag{2.22}
\end{equation*}
$$

and $N_{j}^{-1}$ is a normalization factor which is computable.
We proceed by making successively more restrictive assumptions on $G(H)$ : first that it is claw-free, then (even-hole, claw)-free. We begin by proving the following lemma, regarding claw-free Hamiltonians and the independent-set charges.

Lemma 2.1. Given a Hamiltonian with claw-free frustration graph $G(H)$, the independent-set charges are mutually commuting:

$$
\begin{equation*}
\left[Q^{(r)}, Q^{(s)}\right]=0, \quad \forall r, s \in\{1, \ldots, \alpha(G)\} . \tag{2.23}
\end{equation*}
$$

Proof. We may assume $r \neq s$, since Eq. (2.23) clearly holds if $r$ and $s$ are equal. For a given independent set $S$, define

$$
\begin{equation*}
h_{S}:=\prod_{\boldsymbol{j} \in S} h_{\boldsymbol{j}} . \tag{2.24}
\end{equation*}
$$

and notice that, since operators belonging to an independent set in $G(H)$ are commuting, the order in which we take the product is unimportant in this definition. For two independent sets $S, S^{\prime}$ of a
claw-free graph

$$
\left[h_{S}, h_{S^{\prime}}\right]= \begin{cases} \pm 2\left(\prod_{\boldsymbol{j} \in S \cap S^{\prime}} b_{\boldsymbol{j}}^{2}\right) \prod_{\boldsymbol{j} \in S \oplus S^{\prime}} h_{\boldsymbol{j}} & \left|E_{S \oplus S^{\prime}}\right| \text { odd }  \tag{2.25}\\ 0 & \left|E_{S \oplus S^{\prime}}\right| \text { even }\end{cases}
$$

where $S \oplus S^{\prime}:=\left(S \cup S^{\prime}\right) \backslash\left(S \cap S^{\prime}\right)$, the symmetric difference of $S$ with $S^{\prime}$. When it is not empty, the graph $G\left[S \oplus S^{\prime}\right]$ is bipartite, since $S$ and $S^{\prime}$ are both independent sets. Commuting $h_{S}$ through $h_{S^{\prime}}$ thus gives a factor of -1 for every edge in this graph, and so Eq. (2.25) holds. From here, we naturally restrict to the case where $\left|E_{S \oplus S^{\prime}}\right|$ is odd.

As $G$ is claw-free, we must furthermore have that every vertex of $G\left[S \oplus S^{\prime}\right]$ has degree at most two in this graph, since once again, $G\left[S \oplus S^{\prime}\right]$ is bipartite. Every component of $G\left[S \oplus S^{\prime}\right]$ is therefore either an isolated vertex, path, or even cycle (odd cycles are not bipartite). We have assumed that $G\left[S \oplus S^{\prime}\right]$ has odd-many edges, and so this graph must have an odd number (and thus at least one) of odd-length-path components. Such paths have the same number of vertices from both $S$ and $S^{\prime}$ and so cannot be the only component of $G\left[S \oplus S^{\prime}\right]$, since we have assumed $r \neq s$. Pick one such odd path, $L \subseteq V$, and note that

$$
\begin{equation*}
\left\{h_{S \cap L}, h_{S^{\prime} \cap L}\right\}=0 \tag{2.26}
\end{equation*}
$$

Since $G[L]$ has the same number of vertices from both $S$ and $S^{\prime}$, we can exchange the subsets $S \cap L$ and $S^{\prime} \cap L$ between $S$ and $S^{\prime}$, respectively, to obtain a new unique pair of independent sets without changing the number of vertices in either, while also preserving the sets $S \cap S^{\prime}$ and $S \oplus S^{\prime}$. This gives

$$
\begin{equation*}
\left[h_{S / L} h_{S \cap L}, h_{S^{\prime} / L} h_{S^{\prime} \cap L}\right]=-\left[h_{S / L} h_{S^{\prime} \cap L}, h_{S^{\prime} / L} h_{S \cap L}\right] \tag{2.27}
\end{equation*}
$$

and so these terms cancel in the commutator $\left[Q^{(r)}, Q^{(s)}\right]$. Letting $N$ be the number of odd-length-path components in $G\left[S \oplus S^{\prime}\right]$, there are are $2^{N}$ pairs of independent sets ( $S, S^{\prime}$ ), related by these exchanges, for which the graph $G\left[S \oplus S^{\prime}\right]$ is fixed. The contributions to the commutator $\left[Q^{(r)}, Q^{(s)}\right]$ from each $\left(S, S^{\prime}\right)$ therefore cancel pairwise, and we have $\left[Q^{(r)}, Q^{(s)}\right]=0$ for all $r$ and $s$.

Lemma 2.1 implies that all claw-free models have a set of conserved quantities whose size generally grows with system size, since $Q^{(1)}:=H$. Thus, we can conclude that, in the traditional sense, clawfree models are integrable. Consider as an example the frustration graph of the model introduced in Ref. [23], as shown in Fig. 2.1. The graph is always claw-free, although contains even holes when the
model has periodic boundary conditions. Two independent sets of vertices (highlighted in red and blue) induce a path in the frustration graph. In a general claw-free graph, the symmetric difference of any pair of independent sets induces a bipartite subgraph of maximum degree two: all of the components of the subgraph are induced paths and even-holes. Lemma 2.1 also implies that the transfer operator, $T_{G}(u)$, defined in Eq. (2.22), will commute with the Hamiltonian.

Next consider the following lemma regarding the transfer operators, $T_{G}(u)$, of even-hole-free models.

Lemma 2.2. If $G$ is an (even-hole, claw)-free graph, the transfer matrix, $T_{G}(u)$, satisfies

$$
\begin{equation*}
T_{G}(u) T_{G}(-u)=P_{G}\left(-u^{2}\right) \tag{2.28}
\end{equation*}
$$

where $P_{G}$ is the vertex-weighted independence polynomial, defined in Eq. (2.6).

Proof. Let $G$ be an ECF graph. Using Eq. (2.22) we have

$$
\begin{equation*}
T_{G} T_{G}^{-}=\sum_{s, t=0}^{\alpha(G)}(-1)^{s} u^{s+t} Q^{(s)} Q^{(t)} \tag{2.29}
\end{equation*}
$$

where we have used the abbreviated notation $T_{G}(-u):=T_{G}^{-}$. If $s$ and $t$ have opposite parity, then $Q^{(s)} Q^{(t)}$ and $Q^{(t)} Q^{(s)}$ have a relative minus sign in the sum, and so these terms vanish in the sum since $Q^{(s)}$ and $Q^{(t)}$ commute.

Thus we need only consider terms for which $s$ and $t$ have the same parity

$$
\begin{equation*}
T_{G} T_{G}^{-}=\sum_{\substack{s, t=0 \\ s+t \text { even }}}^{\alpha(G)}(-1)^{s} u^{s+t} Q^{(s)} Q^{(t)} \tag{2.30}
\end{equation*}
$$

By expanding the $Q^{(k)}$ in terms of independent sets, $h_{S}$, we can write

$$
\begin{equation*}
T_{G} T_{G}^{-}=\sum_{\substack{s, t=0 \\ s+t \text { even }}}^{\alpha(G)}(-1)^{s} u^{s+t} \sum_{\substack{S \in \mathcal{S}^{(s)} \\ S^{\prime} \in \mathcal{S}^{(t)} \\ \mid E_{S \oplus S^{\prime} \mid \text { even }}}}\left(\prod_{j \in S \cap S^{\prime}} b_{\boldsymbol{j}}^{2}\right) h_{S \cap\left(S \oplus S^{\prime}\right)} h_{S^{\prime} \cap\left(S \oplus S^{\prime}\right)} \tag{2.31}
\end{equation*}
$$

The constraint that $s+t$ is even implies that the number of vertices $\left|V_{S \oplus S^{\prime}}\right|$ is even, and we require that $\left|E_{S \oplus S^{\prime}}\right|$ be even because the operators $h_{S}$ and $h_{S^{\prime}}$ will anti-commute otherwise and cancel in the sum over $S, S^{\prime}$. It thus suffices to consider induced subgraphs, $G\left[S \oplus S^{\prime}\right]$, with even-many edges and even-many vertices. Once again, such graphs must be bipartite and, furthermore, must be a union of
disjoint isolated vertices, paths, and even cycles.
By a similar argument as above, we will show that the contributions from any such graphs containing an odd-length path will cancel in the sum. Assume that $G\left[S \oplus S^{\prime}\right]$ does contain an odd-length path $L$. Since $\left|E_{S \oplus S^{\prime}}\right|$ must be even, $L$ cannot be the only component of $G\left[S \oplus S^{\prime}\right]$, and in fact one of the additional components of $G\left[S \oplus S^{\prime}\right]$ must be another odd-length path (otherwise the total number of edges in $G\left[S \oplus S^{\prime}\right]$ cannot be made even). Exchanging $S \cap L$ and $S^{\prime} \cap L$ between $S$ and $S^{\prime}$ gives another pair of distinct independent sets for the same $s, t, S \cap S^{\prime}$, and $S \oplus S^{\prime}$, but for which the operator $h_{S \cap\left(S \oplus S^{\prime}\right)} h_{S^{\prime} \cap\left(S \oplus S^{\prime}\right)}$ appears with a minus sign in the sum and cancels the term corresponding to $S$ and $S^{\prime}$. The contributions from $G\left[S \oplus S^{\prime}\right]$ therefore cancel pairwise in this case.

Next, we will show that contributions from any such graphs containing an even-length path will cancel in the sum, and therefore non-vanishing contributions must come from graphs containing no paths at all. Once again, assume $G\left[S \oplus S^{\prime}\right]$ does contain such a path $L$ of even length (which may be an isolated vertex, i.e. a path of length zero). Since $L$ has an odd number of vertices, $L$ cannot be the only component of $G\left[S \oplus S^{\prime}\right]$ and in fact one of the additional components of $G\left[S \oplus S^{\prime}\right]$ must be another even-length path (otherwise the total number of vertices in $G\left[S \oplus S^{\prime}\right]$ cannot be made even). Both of the endpoints of $L$ must belong to the same independent set, either $S$ or $S^{\prime}$. If $L$ is an isolated vertex, then it trivially belongs to the same independent set as itself. Exchanging $S \cap L$ and $S^{\prime} \cap L$ between $S$ and $S^{\prime}$ in this case gives another pair of distinct independent sets for the same value of $s+t, S \cap S^{\prime}$, and $S \oplus S^{\prime}$, for which the operator $h_{S \cap\left(S \oplus S^{\prime}\right)} h_{S^{\prime} \cap\left(S \oplus S^{\prime}\right)}$ appears with the same sign in the sum since $L$ has even-many edges. Both of the parities of $s$ and $t$ are changed in this exchange, and so $s$ and $t$ have the same parity still, but this term appears with an overall relative minus sign in the sum due to the factor of $(-1)^{s}$. This therefore cancels the term corresponding to $S$ and $S^{\prime}$, and so the contributions from $G\left[S \oplus S^{\prime}\right]$ cancel pairwise.

The only allowed graphs $G\left[S \oplus S^{\prime}\right]$ whose term in the sum is not canceled by something else are those for which $G\left[S \oplus S^{\prime}\right]$ consists of a set of disconnected even cycles. However, we have assumed that $G$ is even-hole free. Therefore, these contributions do not appear, and we will have

$$
\begin{equation*}
T_{G} T_{G}^{-}=P_{G}\left(-u^{2}\right) \tag{2.32}
\end{equation*}
$$

if there are no even holes in $G$.

Note that $P_{G}$ has strictly positive coefficients, which do not depend on the signs of the Hamiltonian coefficients $\left\{b_{\boldsymbol{j}}\right\}_{\boldsymbol{j} \in V}$. Thus, as discussed in Sect. 2.3, $P_{G}(-x)$ will have all positive roots, denoted by
$x:=u_{\ell}^{2}$.
We next consider the commutation of the incognito modes, $\psi_{\ell}$, with the Hamiltonian. Here we further use the fact that an ECF graph, $G(H)$, contains a simplicial clique, $K_{s}$. Recall that the simplicial mode, $\chi$, commutes with all terms in the Hamiltonian outside of $K_{s}$, but anti-commutes with all terms in $K_{s},\left\{\chi, h_{v}\right\}=0$ for all $v \in K_{s}$. Thus, we can write the commutation of $T_{G} \chi T_{G}^{-}$with the Hamiltonian for arbitrary $u$ as

$$
\begin{equation*}
\left[H, T_{G}(u) \chi T_{G}(-u)\right]=2 \sum_{v \in K_{s}} T_{G}(u) h_{v} \chi T_{G}(-u) \tag{2.33}
\end{equation*}
$$

For an ECH model, we require that when $u=-u_{\ell}$, the right-hand-side of Eq. (2.33) is equal to $2 \varepsilon_{\ell} \psi_{\ell}$, where $1 / \varepsilon_{\ell}:=u_{\ell}$ (similarly when $u=u_{\ell}$, it is equal to $-2 \varepsilon_{\ell} \psi_{\ell}^{\dagger}$ ). A crucial step for proving this is the following lemma:

Lemma 2.3. Let $K_{s}$ be a simplicial clique in $G(H)$, and let $\chi$ be a simplicial mode, as defined in Def. 2.5, then

$$
\begin{equation*}
T_{G}\left(1+u \sum_{v \in K_{s}} h_{v}\right) \chi T_{G}^{-}=P_{G}\left(-u^{2}\right)\left(1-u \sum_{v \in K_{s}} h_{v}\right) \chi \tag{2.34}
\end{equation*}
$$

Proof. We first express important recurrence relations for both $T_{G}$ and $P_{G}$. For any clique $K \subseteq G$ we have

$$
\begin{equation*}
T_{G}=T_{G-K}-u \sum_{v \in K} h_{v} T_{G-\Gamma[v]} . \tag{2.35}
\end{equation*}
$$

This follows from the fact that independent sets of $G$ can be partitioned into two groups: (i) sets which do not contain $v \in K$, corresponding to the first term $T_{G-K}$; and (ii) sets which contain a single $v \in K$, and thus contain none of its neighbors, corresponding to the second term, $-u \sum_{v \in K} h_{v} T_{G-\Gamma[v]}$. When $K$ is simplicial, $K:=K_{s}$, we can show the additional recursion relation

$$
\begin{equation*}
T_{G}=T_{G-K_{s}}-u \sum_{v \in K_{s}} h_{v} T_{G-K_{v}} \tag{2.36}
\end{equation*}
$$

where $K_{v}:=\Gamma[v] \backslash\left(K_{s} \backslash v\right)$ is a clique in $G$ for all $v \in K_{s}$, since $K_{s}$ is simplicial. We show Eq. (2.36)
by applying the recursion relation in Eq. (2.35) twice in succession

$$
\begin{align*}
& T_{G}=T_{G-K_{s}}-u \sum_{v \in K_{s}} h_{v} T_{G-K_{s}-K_{v}}  \tag{2.37}\\
& T_{G}=T_{G-K_{s}}-u \sum_{v \in K_{s}} h_{v}\left(T_{G-K_{v}}+u \sum_{w \in K_{s} \backslash\{v\}} h_{w} T_{G-K_{s}-K_{v}-K_{w}}\right) \tag{2.38}
\end{align*}
$$

where we have rearranged the expansion Eq. (2.35) by the clique $K_{s}$ in the graph $G-K_{v}$ and substituted into Eq. (2.37) to obtain Eq. (2.38) (recall that, by definition, $K_{v} \cap K_{s}=\{v\}$ ). Expanding Eq. (2.38), we see that the operators $h_{v}$ and $h_{w}$ anti-commute since $v$ and $w$ are distinct vertices both belonging to the clique $K_{s}$. However, the subscript of the transfer matrix is symmetric under the exchange of $v$ and $w$ in the double sum. This double sum over $v \neq w \in K_{s}$ therefore vanishes and we obtain the desired relation in Eq. (2.36).

Notice that both Eqs. (2.35) and (2.36) have analogues in terms of $T_{G}^{-}$, given by substituting $u$ for $-u$ in these identities. Additionally, both Eqs. (2.35) and (2.36) have analogues with $h_{v}$ to the right of the transfer operator instead of to the left. It is especially surprising that this is true for Eq. (2.36), since $h_{v}$ does not commute with $T_{G-K_{v}}$ in general. Examining the proof however, we see that we can equivalently pull $h_{v}$ to the right instead of to the left everywhere, and the proof goes through. In the forthcoming proofs, we will often refer to our use of these analogous identities as Eqs. (2.35) and (2.36), as the specific form of the identity we are using will be clear from context.

By similar reasoning as for $T_{G}$, we have the corresponding recurrence relation for $P_{G}\left(-u^{2}\right)$

$$
\begin{equation*}
P_{G}=P_{G-K}-u^{2} \sum_{v \in K} b_{v}^{2} P_{G-\Gamma[v]} \tag{2.39}
\end{equation*}
$$

Note that, since any induced subgraph of $G$ is also ECF, we can expand Eq. (2.28) in Lemma 2.2 by

Eq. (2.35) for some clique $K$ to obtain

$$
\begin{align*}
P_{G}\left(-u^{2}\right)= & T_{G} T_{G}^{-}  \tag{2.40}\\
= & \left(T_{G-K}-u \sum_{v \in K} h_{v} T_{G-\Gamma[v]}\right)\left(T_{G-K}^{-}+u \sum_{v \in K} h_{v} T_{G-\Gamma[v]}^{-}\right)  \tag{2.41}\\
= & P_{G-K}-u^{2} \sum_{v \in K} b_{v}^{2} P_{G-\Gamma[v]}+u \sum_{v \in K}\left(T_{G-K} h_{v} T_{G-\Gamma[v]}^{-}-h_{v} T_{G-\Gamma[v]} T_{G-K}^{-}\right) \\
& -u^{2} \sum_{v \neq w \in K} h_{v} T_{G-\Gamma[v]} h_{w} T_{G-\Gamma[w]}^{-}  \tag{2.42}\\
P_{G}\left(-u^{2}\right)= & P_{G}\left(-u^{2}\right)+u \sum_{v \in K}\left(T_{G-K} h_{v} T_{G-\Gamma[v]}^{-}-h_{v} T_{G-\Gamma[v]} T_{G-K}^{-}\right) \\
& -u^{2} \sum_{v \neq w \in K} h_{v} T_{G-\Gamma[v]} h_{w} T_{G-\Gamma[w]}^{-} \tag{2.43}
\end{align*}
$$

In the last line, we used the recurrence relation in Eq. (2.39). This gives

$$
\begin{equation*}
u^{2} \sum_{v \neq w \in K} h_{v} T_{G-\Gamma[v]} h_{w} T_{G-\Gamma[w]}^{-}=u \sum_{v \in K}\left(T_{G-K} h_{v} T_{G-\Gamma[v]}^{-}-h_{v} T_{G-\Gamma[v]} T_{G-K}^{-}\right) . \tag{2.44}
\end{equation*}
$$

Now we expand the left-hand side of Equation (2.34), and compute each of the two terms:

$$
\begin{equation*}
T_{G}\left(1+u \sum_{v \in K_{s}} h_{v}\right) \chi T_{G}^{-}=T_{G} \chi T_{G}^{-}+u \sum_{v \in K_{s}} T_{G} h_{v} \chi T_{G}^{-} \tag{2.45}
\end{equation*}
$$

For the first term, we make use of the recurrence relation Eq. (2.35) for the simplicial clique, $K_{s}$, noting that $\chi$ anti-commutes with $h_{v}$ for all $v \in K_{s}$ and commutes with $h_{v}$ for $v \notin K_{s}$

$$
\begin{align*}
T_{G} \chi T_{G}^{-}= & \left(T_{G-K_{s}}-u \sum_{v \in K_{s}} h_{v} T_{G-\Gamma[v]}\right)\left(T_{G-K_{s}}^{-}-u \sum_{v \in K_{s}} h_{v} T_{G-\Gamma[v]}^{-}\right) \chi  \tag{2.46}\\
= & {\left[P_{G-K_{s}}+u^{2} \sum_{v \in K_{s}} b_{v}^{2} P_{G-\Gamma[v]}-u \sum_{v \in K_{s}}\left(T_{G-K_{s}} h_{v} T_{G-\Gamma[v]}^{-}+h_{v} T_{G-\Gamma[v]} T_{G-K_{s}}^{-}\right)\right.} \\
& \left.+u^{2} \sum_{v \neq w \in K_{s}} h_{v} T_{G-\Gamma[v]} h_{w} T_{G-\Gamma[w]}^{-}\right] \chi  \tag{2.47}\\
T_{G} \chi T_{G}^{-}= & \left(P_{G}+2 u^{2} \sum_{v \in K_{s}} b_{v}^{2} P_{G-\Gamma[v]}-2 u \sum_{v \in K_{s}} h_{v} T_{G-\Gamma[v]} T_{G-K_{s}}^{-}\right) \chi \tag{2.48}
\end{align*}
$$

In the last line, we used the recurrence relation Eq. (2.39) and the identity Eq. (2.44).
Turning to the second term in Eq. (2.45), we consider the individual terms in the sum separately. For each $v \in K_{s}$, we expand by $K_{v}$ using Eq. (2.35). We then use the fact that $h_{v} \chi$ anti-commutes
with $h_{w}$ for all $w \in K_{v}$ and commutes with $h_{w}$ for all $w \notin K_{v}$. A similar set of steps as above gives

$$
\begin{equation*}
T_{G} h_{v} \chi T_{G}^{-}=\left(2 P_{G-K_{v}}-P_{G}-2 u \sum_{w \in K_{v}} h_{w} T_{G-\Gamma[w]} T_{G-K_{v}}^{-}\right) h_{v} \chi \tag{2.49}
\end{equation*}
$$

where we have used a different rearrangement of Eq. (2.39) from that in Eq. (2.48) to simplify the expression. We next combine Eqs. (2.48) and (2.49) according to the linear combination on the left-hand side of Eq. (2.34) to obtain

$$
\begin{align*}
T_{G}\left(1+u \sum_{v \in K_{s}} h_{v}\right) \chi T_{G}^{-}= & P_{G}\left(1-u \sum_{v \in K_{s}} h_{v}\right) \chi \\
& +2 u \sum_{v \in K_{s}}\left(u b_{v}^{2} P_{G-\Gamma[v]}-h_{v} T_{G-\Gamma[v]} T_{G-K_{s}}^{-}\right) \chi  \tag{2.50}\\
& +2 u \sum_{v \in K_{s}}\left(P_{G-K_{v}}-u \sum_{w \in K_{v}} h_{w} T_{G-\Gamma[w]} T_{G-K_{v}}^{-}\right) h_{v} \chi .
\end{align*}
$$

We next proceed to prove that the last two terms in Eq. (2.50) evaluate to zero. Denote these terms by $\Delta$. What follows is a tedious yet straightforward rearrangement of the expression for $\Delta$ :

$$
\begin{align*}
\Delta= & 2 u \sum_{v \in K_{s}}\left(u b_{v}^{2} P_{G-\Gamma[v]}-h_{v} T_{G-\Gamma[v]} T_{G-K_{s}}^{-}\right) \chi \\
& +2 u \sum_{v \in K_{s}}\left(P_{G-K_{v}}-u \sum_{w \in K_{v}} h_{w} T_{G-\Gamma[w]} T_{G-K_{v}}^{-}\right) h_{v} \chi \tag{2.51}
\end{align*}
$$

We begin by separating the sum over $w \in K_{v}$ into the cases where $w=v$ term and $w \neq v$ terms, and make other minor rearrangements for simplification. We also commute the operators $\chi$ and $h_{v}$ to the left of each expression, taking care to keep track of the sign changes and employ $h_{v}^{2}=b_{v}^{2}$ in the $w=v$ term. Finally, we have made use of the identification $G-\Gamma[v] \simeq G-K_{s}-K_{v}$ for $v \in K_{s}$ in the subscripts of the first two terms. Thus we can write $\Delta$ as

$$
\begin{align*}
\Delta= & 2 \chi\left\{\left[u^{2} \sum_{v \in K_{s}} b_{v}^{2} P_{G-K_{s}-K_{v}}+u\left(\sum_{v \in K_{s}} h_{v} T_{G-K_{s}-K_{v}}\right) T_{G-K_{s}}^{-}\right]\right. \\
& \left.-u \sum_{v \in K_{s}}\left[P_{G-K_{v}} h_{v}+u\left(\sum_{\substack{w \in K_{v} \\
w \neq v}} h_{v} h_{w} T_{G-\Gamma[w]}+b_{v}^{2} T_{G-K_{s}-K_{v}}\right) T_{G-K_{v}}^{-}\right]\right\} \tag{2.52}
\end{align*}
$$

Next, we expand the factor of $T_{G-K_{v}}^{-}$, for the $w=v$ term, by the recursion relation Eq. (2.35) for the
clique $K_{s} \backslash\{v\}$, so that $\Delta$ becomes

$$
\begin{align*}
\Delta=2 \chi & \left\{\left[u^{2} \sum_{v \in K_{s}} b_{v}^{2} P_{G-K_{s}-K_{v}}+u\left(\sum_{v \in K_{s}} h_{v} T_{G-K_{s}-K_{v}}\right) T_{G-K_{s}}^{-}\right]\right. \\
- & u \sum_{v \in K_{s}}\left[P_{G-K_{v}} h_{v}+u \sum_{\substack{w \in K_{v} \\
w \neq v}} h_{v} h_{w} T_{G-\Gamma[w]} T_{G-K_{v}}^{-}\right.  \tag{2.53}\\
& \left.\left.+u b_{v}^{2} T_{G-K_{s}-K_{v}}\left(T_{G-K_{s}-K_{v}}^{-}+u \sum_{\substack{w \in K_{s} \\
w \neq v}} h_{w} T_{G-K_{v}-\Gamma[w]}^{-}\right)\right]\right\}
\end{align*}
$$

We next simplify the first of the terms in the final parenthesis of Eq. (2.53) expansion using Lemma 2.2 to give

$$
\begin{align*}
\Delta=2 \chi\{ & {\left[u^{2} \sum_{v \in K_{s}} b_{v}^{2} P_{G-K_{s}-K_{v}}+u\left(\sum_{v \in K_{s}} h_{v} T_{G-K_{s}-K_{v}}\right) T_{G-K_{s}}^{-}\right] } \\
& -u \sum_{v \in K_{s}}\left[P_{G-K_{v}} h_{v}+u \sum_{\substack{w \in K_{v} \\
w \neq v}} h_{v} h_{w} T_{G-\Gamma[w]} T_{G-K_{v}}^{-}\right.  \tag{2.54}\\
& \left.\left.+u b_{v}^{2} P_{G-K_{s}-K_{v}}+u^{2} b_{v}^{2} T_{G-K_{s}-K_{v}} \sum_{\substack{w \in K_{s} \\
w \neq v}} h_{w} T_{G-K_{v}-\Gamma[w]}^{-}\right]\right\}
\end{align*}
$$

Here, we notice that the first term and second-to-last term in Eq. (2.54) cancel to give

$$
\begin{align*}
& \Delta=2 \chi\left[u\left(\sum_{v \in K_{s}} h_{v} T_{G-K_{s}-K_{v}}\right) T_{G-K_{s}}^{-}-u \sum_{v \in K_{s}}\left(P_{G-K_{v}} h_{v}+u \sum_{\substack{w \in K_{v} \\
w \neq v}} h_{v} h_{w} T_{G-\Gamma[w]} T_{G-K_{v}}^{-}\right.\right. \\
&\left.\left.+u^{2} b_{v}^{2} T_{G-K_{s}-K_{v}} \sum_{\substack{w \in K_{s} \\
w \neq v}} h_{w} T_{G-K_{v}-\Gamma[w]}^{-}\right)\right] \tag{2.55}
\end{align*}
$$

We again make minor rearrangements using the factorizations $P_{G-K_{v}}=T_{G-K_{v}} T_{G-K_{v}}^{-}$and $b_{v}^{2}=h_{v}^{2}$, together with the fact that the term $\chi h_{v}$ commutes with all operators outside of the clique $K_{v} \subseteq \Gamma[w]$ for $w \in K_{v}$, so that

$$
\begin{align*}
\Delta= & 2 u \chi \sum_{v \in K_{s}} h_{v}\left(T_{G-K_{s}-K_{v}} T_{G-K_{s}}^{-}-u^{2} h_{v} T_{G-K_{s}-K_{v}} \sum_{\substack{w \in K_{s} \\
w \neq v}} h_{w} T_{G-K_{v}-\Gamma[w]}^{-}\right) \\
& -2 u \sum_{v \in K_{s}}\left(T_{G-K_{v}}-u \sum_{\substack{w \in K_{v} \\
w \neq v}} h_{w} T_{G-\Gamma[w]}\right) T_{G-K_{v}}^{-} h_{v} \tag{2.56}
\end{align*}
$$

Making use of Eq. (2.35), we can rewrite the parentheses in the second term as $T_{G}$ plus the missing
term from the sum over $K_{v}$, again making use of the identification $G-\Gamma[v] \simeq G-K_{s}-K_{v}$ for $v \in K_{s}$ :

$$
\begin{align*}
\Delta= & 2 u \chi \sum_{v \in K_{s}} h_{v}\left(T_{G-K_{s}-K_{v}} T_{G-K_{s}}^{-}-u^{2} h_{v} T_{G-K_{s}-K_{v}} \sum_{\substack{w \in K_{s} \\
w \neq v}} h_{w} T_{G-K_{v}-\Gamma[w]}^{-}\right) \\
& -2 u \sum_{v \in K_{s}}\left(T_{G}+u h_{v} T_{G-K_{s}-K_{v}}\right) T_{G-K_{v}}^{-} \chi h_{v} \tag{2.57}
\end{align*}
$$

Next, we collect the residual term from the sum over $K_{s}$ in the second parentheses with the final term in the first parentheses, to obtain

$$
\begin{align*}
\Delta= & 2 u \chi \sum_{v \in K_{s}}\left[h_{v} T_{G-K_{s}-K_{v}} T_{G-K_{s}}^{-}+u b_{v}^{2} T_{G-K_{s}-K_{v}}\left(-u \sum_{\substack{w \in K_{s} \\
w \neq v}} h_{w} T_{G-K_{v}-\Gamma[w]}^{-}+T_{G-K_{v}}^{-}\right)\right] \\
& -2 u \sum_{v \in K_{s}} T_{G} T_{G-K_{v}}^{-} \chi h_{v} \tag{2.58}
\end{align*}
$$

Expanding the second term in parentheses using the recurrence relation Eq. (2.35) for the clique $K_{s} \backslash\{v\}$, we find

$$
\begin{align*}
\Delta= & 2 u \chi \sum_{v \in K_{s}}\left[h_{v} T_{G-K_{s}-K_{v}} T_{G-K_{s}}^{-}\right. \\
& \left.+u b_{v}^{2} T_{G-K_{s}-K_{v}}\left(-u \sum_{\substack{w \in K_{s} \\
w \neq v}} h_{w} T_{G-K_{v}-\Gamma[w]}^{-}+T_{G-K_{s}-K_{v}}^{-}+u \sum_{\substack{w \in K_{s} \\
w \neq v}} h_{w} T_{G-K_{v}-\Gamma[w]}^{-}\right)\right]  \tag{2.59}\\
& -2 u \sum_{v \in K_{s}} T_{G} T_{G-K_{v}}^{-} \chi h_{v}
\end{align*}
$$

The first and third terms in parentheses in Eq. (2.59) cancel, and by Lemma 2.4, the remaining term is $P_{G-K_{s}-K_{v}}$. Thus

$$
\begin{equation*}
\Delta=2 u \chi \sum_{v \in K_{s}}\left(h_{v} T_{G-K_{s}-K_{v}} T_{G-K_{s}}^{-}+u b_{v}^{2} P_{G-K_{s}-K_{v}}\right)-2 u \sum_{v \in K_{s}} T_{G} T_{G-K_{v}}^{-} \chi h_{v} \tag{2.60}
\end{equation*}
$$

Finally, we employ the recursion relation Eq. (2.36) to obtain

$$
\begin{align*}
\Delta & =2 u \chi \sum_{v \in K_{s}}\left(h_{v} T_{G-K_{s}-K_{v}} T_{G-K_{s}}^{-}+u b_{v}^{2} P_{G-K_{s}-K_{v}}\right)+2 T_{G}\left(T_{G}^{-}-T_{G-K_{s}}^{-}\right) \chi  \tag{2.61}\\
& =-2\left(T_{G}+u \sum_{v \in K_{s}} h_{v} T_{G-K_{s}-K_{v}}\right) T_{G-K_{s}}^{-} \chi+2 u^{2} \chi \sum_{v \in K_{s}} b_{v}^{2} P_{G-K_{s}-K_{v}}+2 T_{G} T_{G}^{-} \chi  \tag{2.62}\\
& =-2 T_{G-K_{s}} T_{G-K_{s}}^{-} \chi+2 u^{2} \chi \sum_{v \in K_{s}} b_{v}^{2} P_{G-K_{s}-K_{v}}+2 T_{G} T_{G}^{-} \chi  \tag{2.63}\\
& =-2\left(P_{G-K_{s}}-u^{2} \sum_{v \in K_{s}} b_{v}^{2} P_{G-K_{s}-K_{v}}\right) \chi+2 T_{G} T_{G}^{-} \chi  \tag{2.64}\\
\Delta & =-2 P_{G} \chi+2 P_{G} \chi=0 \tag{2.65}
\end{align*}
$$

Therefore, Eq. (2.50) evaluates to

$$
\begin{equation*}
T_{G}\left(1+u \sum_{v \in K_{s}} h_{v}\right) \chi T_{G}^{-}=P_{G}\left(1-u \sum_{v \in K_{s}} h_{v}\right) \chi \tag{2.66}
\end{equation*}
$$

and this proves the lemma.

Since $u_{\ell}$ is a root of $P_{G}\left(-u^{2}\right)$, the right-hand-side of Equation (2.34) becomes zero for $u=u_{\ell}$.. The left-hand side can then be rearranged, such that we can rewrite Eq. (2.33) as

$$
\begin{equation*}
\left[H, T_{G}\left( \pm u_{\ell}\right) \chi T_{G}\left(\mp u_{\ell}\right)\right]=\mp \frac{2}{u_{\ell}} T_{G}\left( \pm u_{\ell}\right) \chi T_{G}\left(\mp u_{\ell}\right) \tag{2.67}
\end{equation*}
$$

Thus, Equation (2.67) implies that the incognito modes of the model act as canonical ladder operators and the Hamiltonian of the ECH model can be written as Eq. (2.2) in terms of the incognito modes, $\psi_{\ell}$.

Finally, to show that the canonical modes of the Hamiltonian are fermionic, we must confirm that the incognito modes obey the canonical anti-commutation relations. It is straightforward to see from the definition of $\psi_{\ell}$ that $\left(\psi_{\ell}\right)^{2} \propto P\left(-u_{\ell}^{2}\right)^{2}=0$ (remember the simplicial mode $\chi$ is defined as a Pauli operator, so $\left.\chi^{2}=I\right)$. Further, since the transfer matrix and the simplicial mode are both Hermitian, we have

$$
\begin{equation*}
\psi_{\ell}^{\dagger}=\frac{1}{N_{\ell}}\left(T\left(u_{\ell}\right) \chi T\left(-u_{\ell}\right)\right):=\psi_{-\ell} \tag{2.68}
\end{equation*}
$$

Lemma 2.4. The incognito modes, $\left\{\psi_{\ell}\right\}$ (Def. 2.5), satisfy the canonical anti-commutation relations,

$$
\begin{equation*}
\left\{\psi_{\ell}, \psi_{-m}\right\}=\delta_{m, \ell} \tag{2.69}
\end{equation*}
$$

with normalization

$$
\begin{equation*}
\left(N_{\ell}\right)^{2}=16 u_{\ell}^{2} P_{G-K_{s}}\left(-u_{\ell}^{2}\right) \partial_{x}\left(P_{G}(x)\right)_{x=-u_{\ell}^{2}} \tag{2.70}
\end{equation*}
$$

where $\partial_{x}\left(P_{G}(x)\right)_{x=-u_{\ell}^{2}}$ denotes the derivative of $P_{G}(x)$ with respect to $x$, evaluated at $-u_{\ell}^{2}$.
Proof. This proof closely follows the derivation by Fendley [23], again with generalizations to the graph recursion relations. To find the anticommutator between any two fermionic operators, we take the limit of

$$
\begin{equation*}
\left\{\psi_{\ell}, \psi_{-m}\right\}=\frac{1}{N_{m}} \lim _{u \rightarrow u_{m}}\left\{\psi_{\ell}, T_{G}(u) \chi T_{G}(-u)\right\} \tag{2.71}
\end{equation*}
$$

We start by finding the explicit relationship acquired by commuting $\psi_{\ell}$ and $T_{G}(u)$. To do this we expand $T_{G}(u) \chi T_{G}(-u)$, using Eq. (2.34) and Lemma 2.3, noting that the transfer matrices commute, even at different $u$, due to Lemma 2.1, so that
$T_{G}(u) \psi_{\ell} T_{G}(-u)=\frac{1}{N_{\ell}} T_{G}\left(-u_{\ell}\right)\left[-u T_{G}(u)\left(\sum_{v \in K_{s}} h_{v} \chi\right) T_{G}(-u)+P_{G}\left(-u^{2}\right)\left(1-u \sum_{v \in K_{s}} h_{v}\right) \chi\right] T_{G}\left(u_{\ell}\right)$

$$
\begin{equation*}
=-\frac{u}{2} T_{G}(u)\left[H, \psi_{\ell}\right] T_{G}(-u)+P_{G}\left(-u^{2}\right)\left(\psi_{\ell}-\frac{u}{2}\left[H, \psi_{\ell}\right]\right) \tag{2.72}
\end{equation*}
$$

$T_{G}(u) \psi_{\ell} T_{G}(-u)=\frac{1}{u_{\ell}}\left(-u T_{G}(u) \psi_{\ell} T_{G}(-u)+P_{G}\left(-u^{2}\right)\left(u_{\ell}-u\right) \psi_{\ell}\right)$

By rearranging the expression in Eq. (2.74), we find algebra obeyed by the transfer matrices and $\psi_{\ell}$ as

$$
\begin{equation*}
\left(u_{\ell}+u\right) T_{G}(u) \psi_{\ell}=\left(u_{\ell}-u\right) \psi_{\ell} T_{G}(u) \tag{2.75}
\end{equation*}
$$

Thus, the argument of Equation (2.71) becomes

$$
\begin{equation*}
\left\{\psi_{\ell}, T_{G}(u) \chi T_{G}(-u)\right\}=\frac{u_{\ell}+u}{u_{\ell}-u} T_{G}(u)\left\{\psi_{\ell}, \chi\right\} T_{G}(-u) \tag{2.76}
\end{equation*}
$$

The anticommutator between $\psi_{\ell}$ and $\chi$ can be calculated explicitly using the recursion relation Equation (2.35),

$$
\begin{equation*}
\left\{\psi_{\ell}, \chi\right\}=\frac{4}{N_{\ell}} P_{G-K_{s}}\left(-u_{\ell}^{2}\right) \tag{2.77}
\end{equation*}
$$

Since the right hand side of Eq. (2.77) is scalar, we can commute the transfer matrix, $T(u)$, in Eq. (2.71) through the anticommutator and use Equation (2.6) to write explicitly

$$
\begin{equation*}
\left\{\psi_{\ell}, T_{G}\left(u_{m}\right) \chi T_{G}\left(-u_{m}\right)\right\}=\lim _{u \rightarrow u_{m}} \frac{4}{N_{\ell}} P_{G-K_{s}}\left(-u_{\ell}^{2}\right) P_{G}\left(-u^{2}\right) \frac{u_{\ell}+u}{u_{\ell}-u} \tag{2.78}
\end{equation*}
$$

In this limit we find that the polynomial $P_{G}\left(-u^{2}\right) \rightarrow 0$, except in the case when $\ell=m$. Here, this limit requires the use of L'Hôpital's rule, since both the numerator and denominator of the expression go to zero. Doing so gives

$$
\begin{equation*}
\left\{\psi_{\ell}, \psi_{-m}\right\}=\delta_{\ell, m} \frac{16 u_{\ell}^{2}}{N_{\ell}^{2}} P_{G-K_{s}}\left(-u_{\ell}^{2}\right) \partial_{x}\left(P_{G}(x)\right)_{x=-u_{\ell}^{2}} \tag{2.79}
\end{equation*}
$$

Thus, we define the normalization factor of the incognito modes to be

$$
\begin{equation*}
\left(N_{\ell}\right)^{2}=16 u_{\ell}^{2} P_{G-K_{s}}\left(-u_{\ell}^{2}\right) \partial_{x}\left(P_{G}(x)\right)_{x=-u_{\ell}^{2}} \tag{2.80}
\end{equation*}
$$

revealing that the $\left\{\psi_{\ell}\right\}$ do indeed satisfy the algebra of fermions.

Finally, we prove Theorems 2.1 and 2.2. In general, the existence of fermionic ladder operators satisfying Eqs. (2.67) and (2.69) is only enough to show that the Hamiltonian block-diagonalizes into sectors (i.e. multiplets). In each sector, the Hamiltonian has the same free spectrum up to a sectordependent constant shift. In our case, however, the transfer matrix formalism allows us to prove the stronger statements of Theorems 2.1 and 2.2. Having proven the necessary lemmas, this proof is straightforward, as it matches exactly to the proof given by Fendley in Ref. [23]. We restate the essential steps of this proof here for completeness.

Proof of Thms. 2.1 and 2.2. In Ref. [23], the higher Hamiltonians $\left\{H^{(k)}\right\}_{k=1}^{\infty}$ are defined as operators generated by the logarithmic derivative of $T_{G}$

$$
\begin{equation*}
\mathcal{H}(u):=\sum_{k=1}^{\infty} H^{(k)} u^{k-1}:=-\partial_{u} \ln \left[T_{G}(u)\right]=-\frac{1}{P_{G}\left(-u^{2}\right)} T_{G}(-u) T_{G}^{\prime}(u) \tag{2.81}
\end{equation*}
$$

The last equality follows from Lemma 2.2 , where $T_{G}^{\prime}$ is the derivative of $T_{G}$ with respect to $u$. Substituting $u=0$ into the second and fourth expressions in this definition demonstrates that $H^{(1)}:=H$. The operator $\mathcal{H}(u)$ is a meromorphic function of $u$ whose only singularities are at the roots of $P_{G}\left(-u^{2}\right)$, since $T_{G}(-u) T_{G}^{\prime}(u)$ is a finite series in $u$ with bounded-operator coefficients. Since $P_{G}(x)$ has a constant term, none of the roots of $P_{G}\left(-u^{2}\right)$ are at $u=0$, and so $\mathcal{H}(u)$ is analytic on a small disk centered at this point. Therefore, we can write each of the higher Hamiltonians as an integral over a small oriented contour $C$ around $u=0$

$$
\begin{equation*}
H^{(k)}=\frac{1}{2 \pi i} \oint_{C} d u u^{-k} \mathcal{H}(u) \tag{2.82}
\end{equation*}
$$

Changing variables to $u=1 / \varepsilon$ gives

$$
\begin{equation*}
H^{(k)}=\frac{1}{2 \pi i} \oint_{\widetilde{C}} d \varepsilon \varepsilon^{k-2} \mathcal{H}(\varepsilon) \tag{2.83}
\end{equation*}
$$

where the new contour $\widetilde{C}$ encircles all of the poles at the zeros of $P_{G}\left(-u^{2}\right)$ with the same orientation as $C$ (reversing this orientation incurs a sign change). This gives

$$
\begin{equation*}
H^{(k)}=-\frac{1}{2 \pi i} \oint_{\widetilde{C}} d \varepsilon \frac{\varepsilon^{2 \alpha+k-2}}{\prod_{j=1}^{\alpha}\left(\varepsilon^{2}-\varepsilon_{j}^{2}\right)} T_{G}(-1 / \varepsilon) T_{G}^{\prime}(1 / \varepsilon) \tag{2.84}
\end{equation*}
$$

where we have utilized the factorization $P_{G}\left(-u^{2}\right)=\prod_{j=1}^{\alpha}\left(1-\varepsilon_{j}^{2} u^{2}\right)$ and multiplied numerator and denominator by $u^{-2 \alpha}:=\varepsilon^{2 \alpha}$ in the integral $(u \neq 0$ over $C)$. Note here that $T_{G}^{\prime}$ is still the derivative of $T_{G}$ with respect to its argument and not the derivative with respect to $\varepsilon$ in the equation above. Since the maximum power of $u$ in $T_{G}(u)$ is $\alpha$, the minimum power of $\varepsilon$ in $T_{G}(-1 / \varepsilon) T_{G}^{\prime}(1 / \varepsilon)$ is $-2 \alpha+1$, and so the integrand has no poles at $\varepsilon=0$ for $k \geq 1$. The only poles of the integrand are therefore at $\pm \varepsilon_{j}$, and so the Cauchy residue theorem gives

$$
\begin{equation*}
H^{(k)}=-\sum_{j=1}^{\alpha} \frac{\varepsilon_{j}^{2 \alpha+k-2}}{\prod_{\ell=1, \ell \neq j}^{\alpha}\left(\varepsilon_{j}^{2}-\varepsilon_{\ell}^{2}\right)}\left[\frac{1}{2 \varepsilon_{j}} T_{G}\left(-1 / \varepsilon_{j}\right) T_{G}^{\prime}\left(1 / \varepsilon_{j}\right)-\frac{(-1)^{k}}{2 \varepsilon_{j}} T_{G}\left(1 / \varepsilon_{j}\right) T_{G}^{\prime}\left(-1 / \varepsilon_{j}\right)\right] \tag{2.85}
\end{equation*}
$$

Using

$$
\begin{equation*}
\partial_{u}\left[P_{G}\left(-u^{2}\right)\right]_{u=u_{j}}=-2 \varepsilon_{j} \prod_{\ell=1, \ell \neq j}^{\alpha}\left(1-\varepsilon_{\ell}^{2} u_{j}^{2}\right) \tag{2.86}
\end{equation*}
$$

gives

$$
\begin{equation*}
H^{(k)}=\sum_{j=1}^{\alpha} \frac{u_{j}^{-k}}{\partial_{u}\left[P_{G}\left(-u^{2}\right)\right]_{u=u_{j}}}\left[T_{G}\left(-u_{j}\right) T_{G}^{\prime}\left(u_{j}\right)-(-1)^{k} T_{G}\left(u_{j}\right) T_{G}^{\prime}\left(-u_{j}\right)\right] \tag{2.87}
\end{equation*}
$$

Next we evaluate the commutator

$$
\begin{align*}
{\left[\psi_{j}, \psi_{j}^{\dagger}\right] } & =\left[\psi_{j}, \psi_{-j}\right]  \tag{2.88}\\
& =\frac{1}{N_{j}} \lim _{u \rightarrow u_{j}}\left[\psi_{j}, T_{G}(u) \chi T_{G}(-u)\right]  \tag{2.89}\\
{\left[\psi_{j}, \psi_{j}^{\dagger}\right] } & =\frac{1}{N_{j}} \lim _{u \rightarrow u_{j}}\left\{\left(\frac{u_{j}+u}{u_{j}-u}\right) T_{G}(u)\left[\psi_{j}, \chi\right] T_{G}(-u)\right\} \tag{2.90}
\end{align*}
$$

This follows by similar steps to Eqs. (2.71) and (2.76). Our definition of the incognito modes, together
with Lemma 2.2, implies

$$
\begin{equation*}
T_{G}\left(u_{j}\right) \psi_{j}=\psi_{-j} T_{G}\left(u_{j}\right)=0 \tag{2.91}
\end{equation*}
$$

both numerator and denominator of Eq. (2.90) vanish in the limit, so we have

$$
\begin{equation*}
\left[\psi_{j}, \psi_{j}^{\dagger}\right]=-\frac{2 u_{j}}{N_{j}}\left(T_{G}^{\prime}\left(u_{j}\right) \psi_{j} \chi T_{G}\left(-u_{j}\right)+T_{G}\left(u_{j}\right) \chi \psi_{j} T_{G}^{\prime}\left(-u_{j}\right)\right) \tag{2.92}
\end{equation*}
$$

Exchanging $\chi$ and $\psi_{j}$ using the anticommutator, Eq. (2.77), gives

$$
\begin{equation*}
\left[\psi_{j}, \psi_{j}^{\dagger}\right]=-\frac{8 u_{j}}{N_{j}^{2}} P_{G-K_{s}}\left(-u_{j}^{2}\right)\left(T_{G}^{\prime}\left(u_{j}\right) T_{G}\left(-u_{j}\right)+T_{G}\left(u_{j}\right) T_{G}^{\prime}\left(-u_{j}\right)\right) \tag{2.93}
\end{equation*}
$$

as the additional terms vanish by Eq. (2.91). Rewriting the normalization condition of Eq. (2.70) as,

$$
\begin{equation*}
\left(N_{j}\right)^{2}=-8 u_{j} P_{G-K_{s}}\left(-u_{j}^{2}\right) \partial_{u}\left[P_{G}\left(-u^{2}\right)\right]_{u=u_{j}} \tag{2.94}
\end{equation*}
$$

and then substituting into the above expression gives

$$
\begin{equation*}
\left[\psi_{j}, \psi_{j}^{\dagger}\right]=\frac{1}{\partial_{u}\left[P_{G}\left(-u^{2}\right)\right]_{u=u_{j}}}\left(T_{G}^{\prime}\left(u_{j}\right) T_{G}\left(-u_{j}\right)+T_{G}\left(u_{j}\right) T_{G}^{\prime}\left(-u_{j}\right)\right) \tag{2.95}
\end{equation*}
$$

Comparing Eq. (2.87) for $k=1$ to Eq. (2.95) proves both Theorems 2.1 and 2.2.
In this way we can see that a ECH model is described by non-interacting fermions, with single particle energies given by the reciprocals of the roots of the vertex-weighted independence polynomial, Eq. (2.6), and canonical modes given by the incognito modes (Def. 2.5). This constitutes a complete solution to any model of this kind.

### 2.5 Examples

In this section we analyze explicitly two sets of models whose Hamiltonians are (even hole, claw)-free, thus admitting a free-fermion solution via Theorems 2.1 and 2.2. The first set includes a pair of examples of models realized on small systems, including a model whose frustration graph is a line graph and a simple extension whose frustration graph is one of the nine forbidden subgraphs of a line graph (see Table 2.2). The second example is a class of graphs we call equipartition indifference graphs. This family of models generalizes the well-known XY-model and was exactly solved at their
critical points in Refs. [57,58]. In the third subsection we define a new set of integrable and soluble models constructed by fusing the equipartion indifference graphs into more complex structures.

### 2.5.1 Small systems

Here we look at two related models on three qubits. The Hamiltonians of the models, denoted $H_{5}$ and $H_{6}$, and are related by the addition of a single term

$$
\begin{align*}
& H_{5}=a X_{1} X_{2}+b Z_{2}+c Y_{1} Y_{2} X_{3}+d Y_{1} Z_{2}+e X_{1} Z_{2}  \tag{2.96}\\
& H_{6}=a X_{1} X_{2}+b Z_{2}+c Y_{1} Y_{2} X_{3}+d Y_{1} Z_{2}+e X_{1} Z_{2}+f Y_{1} Y_{2} Z_{3} \tag{2.97}
\end{align*}
$$

where $\left\{X_{i}, Y_{i}, Z_{i}\right\}$ refer to Pauli operators applied to the $i$-th spin in the natural way and the coupling strengths $\{a, b, c, d, e, f\}$ are arbitrary real numbers. The frustration graphs for $H_{5}$ and $H_{6}$ are depicted in Figure 2.2, with vertices labeled by their corresponding field strengths.

The frustration graph of the first model, $G\left(H_{5}\right)$, is a five-cycle, as depicted in Fig. 2.2 (a): the five Hamiltonian terms anti-commute only with those directly before and after it in a closed chain. $G\left(H_{5}\right)$ is a line graph, as such this model admits a Jordan-Wigner solution [22]. Let $R\left(H_{5}\right)$ be the root graph of $G\left(H_{5}\right)$; this graph is also a five-cycle. Each Hamiltonian term is mapped to a Majorana bilinear with Majorana modes $\left\{\gamma_{j}\right\}_{j=1}^{5}$ assigned to each vertex of the root graph. Using this method, the Hamiltonian is mapped to

$$
\begin{equation*}
H=\frac{i}{2} \sum_{j, k=0}^{4} \gamma_{j} h_{j, k} \gamma_{k} \tag{2.98}
\end{equation*}
$$

where the single particle Hamiltonian is given by

$$
\frac{i}{2} \mathbf{h}=\frac{i}{2}\left(\begin{array}{ccccc}
0 & a & 0 & 0 & -e  \tag{2.99}\\
-a & 0 & b & 0 & 0 \\
0 & -b & 0 & c & 0 \\
0 & 0 & -c & 0 & d \\
e & 0 & 0 & -d & 0
\end{array}\right)
$$

Note here that the orientation of $R\left(H_{5}\right)$ given by the signs of the elements in $\mathbf{h}$ is arbitrary, i.e. we can change the sign of any coupling coefficient without affecting the spectrum.

The frustration graph of $G\left(H_{5}\right)$ is also an (even hole, claw)-free graph: every edge induces a simplicial clique. Thus, the model can be solved using the method developed here. The vertex-
(a)

(b)


Figure 2.2: Frustration graphs for small system sizes solved in this section: (a) a five-cycle, which admits a generator-to-generator mapping, but is both even hole and claw free also, thus admitting a solution by the method developed in the present work, (b) one of the six forbidden subgraphs of a line graph with no twins, created by adding a single additional Hamiltonian term to the five-cycle, thus when $f \rightarrow 0$, this model is identical to (a). This model does not admit a generator-to-generator mapping, but is solvable using the method developed here.
weighted independence polynomial of $G\left(H_{5}\right)$ is

$$
\begin{align*}
P_{G\left(H_{5}\right)}\left(-u^{2}\right)=1- & u^{2}\left(a^{2}+b^{2}+c^{2}+d^{2}+e^{2}\right)  \tag{2.100}\\
& +u^{4}\left[a^{2}\left(c^{2}+d^{2}\right)+b^{2}\left(d^{2}+e^{2}\right)+c^{2} e^{2}\right]
\end{align*}
$$

$P_{G\left(H_{5}\right)}$ can be factored simply as a quadratic polynomial in $u^{2}$. The roots of $P_{G\left(H_{5}\right)}$ provide the the single particle energies, as well as the spectral parameters for the incognito modes, $\left\{\psi_{k}\right\}_{k}$ in Eq. (2.9). Note that, as discussed in Sect. 2.3, $P_{G\left(H_{5}\right)}$ is exactly the characteristic polynomial of the single-particle Hamiltonian $i \mathbf{h}$

$$
\begin{equation*}
P_{G\left(H_{5}\right)}\left(-u^{2}\right)=\operatorname{det}(\mathbf{I}-i u \mathbf{h}) . \tag{2.101}
\end{equation*}
$$

Thus, we can see the direct link between the two approaches for a solution when the model is an even hole-free line graph. Furthermore, the eigenvectors of the single particle Hamiltonian, h, elucidate the non-locality of the canonical modes, $\left\{\psi_{k}\right\}_{k}$.

The frustration graph $G\left(H_{6}\right)$ is depicted in Fig. 2.2 (b). In direct contrast to $H_{5}$, this graph is one of the six forbidden subgraphs of a line graph that does not contain twins and admits no JordanWigner mapping to non-interacting fermions. Nevertheless, Fig. 2.2 (b) contains no even holes or claws, and each maximal clique of the graph is simplicial. Thus, by Theorem 2.1 the model must be free.

The vertex-weighted independence polynomial of $G\left(H_{6}\right)$ is

$$
\begin{align*}
P_{G\left(H_{6}\right)}\left(-u^{2}\right)= & 1-u^{2}\left(a^{2}+b^{2}+c^{2}+d^{2}+e^{2}+f^{2}\right)+  \tag{2.102}\\
& +u^{4}\left[a^{2}\left(c^{2}+d^{2}+f^{2}\right)+b^{2}\left(d^{2}+e^{2}\right)+c^{2} e^{2}+e^{2} f^{2}\right]
\end{align*}
$$

and so the single particle energies can be found by again solving a simple quadratic equation.
Despite the similarities between the two models, $H_{5}$ admits a solution in terms of individual fermions localized to physical modes, while $H_{6}$ does not. It therefore remains an open question to clarify the intrinsic link (if any) between the graphical and spatial structures for models with ECF frustration graphs, a stark contrast from the line-graph setting.

While the spectrum, and fermionization, of the models is independent of the explicit Pauli realization, the qubitization of the graphs given does elucidate an interesting link between the ECF models and those that have a Jordan-Wigner mapping (line-graph models). Here $H_{5}$ and $H_{6}$ are related via a single-qubit rotation on the third qubit. To see this, rewrite the Hamiltonian as

$$
\begin{equation*}
H_{6}=a X_{1} X_{2}+b Z_{2}+Y_{1} Y_{2}\left(c X_{3}+f Z_{3}\right)+d Y_{1} Z_{2}+e X_{1} Z_{2} \tag{2.103}
\end{equation*}
$$

By applying the coupling strength dependent rotation $\left(c X_{3}+f Z_{3}\right) \rightarrow \pm \sqrt{c^{2}+f^{2}} X_{3}$, we can see the direct relation between models $H_{5}$ and $H_{6}$. In general, the transformation from an arbitrary (even-hole, claw)-free model to a similar line-graph model is nontrivial, requiring complicated, multiqubit rotations. However, this particular example shows when two vertices share the same closed neighborhood we can always perform a rotation to remove one of them, without altering the spectrum. This is analogous to the situation involving twin vertices - i.e. vertices sharing an open neighborhood - discussed in Sect. 2.3. The difference is that vertices sharing a closed neighborhood are themselves neighboring. Similarly to removing twin vertices by projecting onto a subspace, we remove these pairs by performing a rotation.

### 2.5.2 Indifference Graphs

An infinite family of ECF graphs is given by the set of indifference graphs. Indifference graphs are defined by placing vertices on the real line and connecting two vertices if and only if they are separated by a distance $\leq k$, for some fixed and finite $k$. Such graphs are ECF since they have a known forbidden induced subgraph characterization that forbids (among others) the claw and even holes [108]. They are therefore also simplicial. In fact, the closed neighborhood of the vertex corresponding to the least real number is always a simplicial clique (its neighbors are all within distance 1 of each other, hence induce a clique). Finally, it is simple to identify the independent sets for these graphs: they are the subsets of vertices whose pairwise separation on the real line is greater than 1 . Some examples of indifference graphs are shown in Fig. 2.3. Given an indifference graph $G$, there is no unique way to


Figure 2.3: Indifference frustration graphs for some ECF models (see text). (a) Equipartition indifference graphs arise, for example, as frustration graphs for the translation-invariant spin chain (having open boundary conditions) with Hamiltonian $H_{k}=\sum_{i} X_{i} X_{i+1} \cdots X_{i+k-2} Z_{i+k-1}$. The frustration graph is shown for $k=2, \ldots, 5$. When $k=2$, a Hadamard rotation on every second spin shows that this model is equivalent to the XY model with half of its terms removed, and it can be solved by a Jordan-Wigner transformation. The $k=3$ model is the model studied by Fendley [23]. When $k>2$, the graph is not a line graph, so it cannot be solved by any Jordan-Wigner transformation [22], but since it is ECF by construction, it can be solved by the methods introduced in this chapter. (b,c) Two examples of ECF graphs that arise as indifference graphs with randomly chosen points at different densities. It is evident that, depending on the point density, the connectivity of interval graphs can look rather complex.
find a spin model Hamiltonian having $G$ as its frustration graph, though such models will always exist. To get a natural mapping to spin models, we will specialize to the set of graphs (shown in Fig. 2.3(a)) where the vertices are equally spaced on the real line.

We therefore consider a particularly nice family of spin models, which generalizes the XY-model and the four-fermion model in Ref. [23]. This family was originally introduced in Refs. [57,58] and the critical behavior analyzed there as well. Here we demonstrate how this family fits into our formalism. Each model in the family is indexed by an integer $k$. When $k=2$, we get an XY-chain, albeit with half the terms removed. This model is still solvable by a Jordan-Wigner transformation. When $k=3$, we get the four-fermion model solved in Ref. [23]. When $k \geq 4$, we get an infinite family of free-fermion-solvable models with translation-invariant frustration graphs. The construction of the associated frustration graph with $N$ unit cells, $G(N, k)$, is simple: fix $k$, and consider the set of integers $M(N, k) \subset \mathbb{Z}$

$$
\begin{equation*}
M(N, k):=\bigcup_{n=0}^{N-1} \bigcup_{j=0}^{k-1}(n k+j) \tag{2.104}
\end{equation*}
$$

Let $m(n, j):=n k+j$. Associate a vertex of $G(N, k)$ to each point in $M(N, k)$, and join vertices corresponding to $m(n, j)$ and $m\left(n^{\prime}, j^{\prime}\right)$ by an edge if $\left|m(n, j)-m\left(n^{\prime}, j^{\prime}\right)\right|<k$. Then $G(N, k)$ is equivalent to the indifference graph of $M(N, k)$ after rescaling our distance function appropriately. We will often refer to the vertices of $G(N, k)$ by their corresponding points in $M(N, k)$ directly. We will shortly see that $N=\alpha$, the independence number of $G(N, k)$. See Fig. 2.4 for an example when


Figure 2.4: Equipartition indifference graph for $k=4$, formed from the frustration graph of the Hamiltonian in Eq. (2.105). The Hamiltonian couplings are 4-periodic and are labeled $b_{1}, b_{2}, b_{3}$, and $b_{4}$.
$k=4$.
An explicit qubit Pauli Hamiltonian realizing $G(N, k)$ is given in Refs. [57,58]

$$
\begin{equation*}
H=\sum_{n=0}^{N-1} \sum_{j=0}^{k-1} b_{n k+j} X_{n k+j} \prod_{\ell=1}^{k-1} Y_{n k+j+\ell} . \tag{2.105}
\end{equation*}
$$

Similarly to these references, we consider staggered, uniform couplings: $k$ different couplings which are repeated periodically as

$$
\begin{equation*}
b_{n k+j}:=b_{j} \tag{2.106}
\end{equation*}
$$

For simplicity of expression we collect the squares of the coupling strengths in a vector

$$
\begin{equation*}
\boldsymbol{b}=\left(b_{0}^{2}, b_{1}^{2}, b_{2}^{2}, \ldots, b_{k-1}^{2}\right) \tag{2.107}
\end{equation*}
$$

Define the elementary symmetric polynomials in $\boldsymbol{b}$ as

$$
\begin{equation*}
e_{j}(\boldsymbol{b}):=\sum_{0 \leq i_{1}<i_{2}<\cdots<i_{j} \leq k-1} \prod_{\ell=1}^{j} b_{i_{\ell}}^{2} \tag{2.108}
\end{equation*}
$$

for $j \in\{0, \ldots, k\}$, with $e_{0}:=1$. Finally, denote the clique induced by the vertices corresponding to the points $\{m(n, 0), m(n, 1), \ldots, m(n, k-1)\} \subset M(N, k)$ in $G(N, k)$ by $K_{n}$. Notice that

$$
\begin{equation*}
G(N, k)-\left(\sum_{p=0}^{\ell} K_{p}\right)=G(N-\ell-1, k) . \tag{2.109}
\end{equation*}
$$

Since any independent set can contain at most one vertex from each clique $K_{n}$, we have that $\alpha \leq N$. An explicit independent set with $N$ vertices is given by $\cup_{n=0}^{N-1} m(n, 0)$. Therefore, $\alpha=N$.

Let us first show that $P_{G(N, k)}$ satisfies a recursion relation which is symmetric in the entries of $\boldsymbol{b}$,


Figure 2.5: Phase diagram for the equipartition indifference graph Hamiltonian for $k=4$, with staggered uniform couplings, $b_{1}, b_{2}, b_{3}, b_{4}$. (a) shows a three dimensional simplex, with parameters. (b) shows a cross section of the plane at $b_{4}=0$. (c) shows a cross section parallel to that in (a), but with $b_{4}>b_{1}, b_{2}, b_{3}$, (d) shows a cross section at a diagonal through the tetrahedron where $b_{2}^{2}=b_{4}^{2}$ at all times
which follows from the graph-theoretic recurrence relations.

$$
\begin{equation*}
P_{G(N, k)}=P_{G(N-1, k)}-\sum_{\ell=1}^{k} u^{2 \ell} e_{\ell}(\boldsymbol{b}) P_{G(N-\ell, k)} \tag{2.110}
\end{equation*}
$$

For $k=4$, for example

$$
\begin{equation*}
P_{G(N, 4)}=\left[1-u^{2} e_{1}(\boldsymbol{b})\right] P_{G(N-1,4)}-u^{4} e_{2}(\boldsymbol{b}) P_{G(N-2,4)}-u^{6} e_{3}(\boldsymbol{b}) P_{G(N-3,4)}-u^{8} e_{4}(\boldsymbol{b}) P_{G(N-4,4)} . \tag{2.111}
\end{equation*}
$$

We show Eq. (2.110) by first expanding $P_{G(N, k)}$ via the recursion relation Eq. (2.39) in the clique $K_{0}$, with the convention in Eq. (2.109). Note that the neighbors to each vertex $m(0, j) \in K_{0}$, besides $K_{0}$ itself, are given by translations $\{m(1, \ell)\}_{\ell=1}^{j-1}$. This gives,

$$
\begin{equation*}
P_{G(N, k)}=P_{G(N-1, k)}-u^{2} \sum_{j=0}^{k-1} b_{j}^{2} P_{G(N-1, k)-\sum_{\ell=0}^{j-1} m(1, \ell)} . \tag{2.112}
\end{equation*}
$$

We can rearrange similar expansions in the induced subgraphs of $K_{1}$, which are also cliques, to obtain

$$
\begin{equation*}
P_{G(N-1, k)-\sum_{\ell=0}^{j-1} m(1, \ell)}=P_{G(N-1, k)}+u^{2} \sum_{\ell=0}^{j-1} b_{\ell}^{2} P_{G(N-2, k)-\sum_{p=0}^{\ell-1} m(1, p)} \tag{2.113}
\end{equation*}
$$

for $j \in\{1, \ldots, k-1\}$. Substituting Eq. (2.113) into Eq. (2.112) gives

$$
\begin{equation*}
P_{G(N, k)}=\left[1-u^{2} e_{1}(\boldsymbol{b})\right] P_{G(N-1, k)}-u^{4} \sum_{j=0}^{k-1} \sum_{\ell=0}^{j-1} b_{j}^{2} b_{\ell}^{2} P_{G(N-2, k)-\sum_{p=0}^{\ell-1} m(1, p)} \tag{2.114}
\end{equation*}
$$

We can iterate this procedure by substituting Eq. (2.113), with $G(N-1, k)$ replaced by $G(N-2, k)$, back into the sum over $j$ and $\ell$ in Eq. (2.114). Notice that each time we do this, the sum over single vertices $p$ in the subscript of the summand contains one fewer term, the equipartition indifference graph in this subscript contains one fewer clique $K_{n}$, and the coefficient in the summand acquires another factor from $\boldsymbol{b}$. Iterating $k-1$ times gives the desired recurrence relation, Eq. (2.110).

We next assemble a vector with entries

$$
\begin{equation*}
v_{s}\left(\varepsilon^{2}\right)=\varepsilon^{2 s} P_{G(s-1, k)}\left(\varepsilon^{-2}\right) \tag{2.115}
\end{equation*}
$$

such that the recursion relation, Eq. (2.110), can be rewritten as

$$
\begin{equation*}
v_{N+1}=\varepsilon^{2} v_{N}-\sum_{\ell=1}^{k} e_{\ell}(\boldsymbol{b}) v_{N-\ell+1} \tag{2.116}
\end{equation*}
$$

As this recursion relation holds for any value of $N$, we can define the matrix $\boldsymbol{\mathcal { R }}$ with elements

$$
\begin{equation*}
\mathcal{R}_{s s^{\prime}}=\sum_{\ell=0}^{k} \delta_{s-\ell+1, s^{\prime}} e_{\ell}(\boldsymbol{b}), \tag{2.117}
\end{equation*}
$$

such that Eq. (2.116) has the form of an eigenvalue equation

$$
\begin{equation*}
\mathcal{R} \cdot \boldsymbol{v}=\varepsilon^{2} \boldsymbol{v} \tag{2.118}
\end{equation*}
$$

When the eigenvalue corresponds to a root $\varepsilon_{j}^{-2}$ of $P_{G(N, k)}$, the corresponding eigenvector $\boldsymbol{v}$ satisfies the boundary condition $v_{N+1}\left(\varepsilon_{j}^{2}\right)=0$. We further require $\boldsymbol{v}$ satisfy the boundary conditions $v_{0}=\ldots=v_{-k+2}=0$ (by our convention, $v_{1} \propto P_{G(0, k)}=1$ ).

These models exhibit critical behavior when any subset of the coupling coefficients become equal. For all $k$-sized equipartition indifference models, the phase diagram is a $(k-1)$ - dimensional simplex with $k$-critical point at the center. The phase diagram for $k=4$ is shown in Fig. 2.5 as both a three dimensional tetrahedron, as well as three cross sections of the depicting the gapped regions in white, with gapless regions in red. Here we see the two-dimensional semi-hyperplanes meeting at the center


Figure 2.6: Dispersion relations for the $k=4$ instance of equipartition indifference models, with $b_{4}^{2} \in\{0.1,0.2, \ldots, 0.9\}$, and other couplings equal such that the sum of their squares is normalized to 1 . For $b_{4}^{2} \leq 0.25$, the model is critical at momentum $p=\pi$, as our numerics indicate.
point of the tetrahedron, where $b_{1}^{2}=b_{2}^{2}=b_{3}^{2}=b_{4}^{2}$, as well as along one dimensional lines.
It is clear from the cross section in Fig. 2.5 (b) that the class of models is hereditary as boundary of the phase diagram corresponds directly to the phase diagram of the $k=3$ model (see Ref. [23]). Interestingly, Fig. 2.5 (c) shows that as we increase the fourth parameter, $b_{4}^{2}$, the central, tri-critical point in the model opens and a gapless phase emerges. Fig. 2.5 (d) shows the cross-section through the center of the tetrahedron when $b_{2}^{2}=b_{4}^{2}$. We see that there is a regime in which there is a large gapped phase, as well as two symmetric gapless phases separated by a gapped region.

The critical behavior of these models has been exactly analyzed in Refs. [57, 58] (and indeed, extended to parafermionic systems as well), and the authors find a dynamical critical exponent of $k / d$ for general qudits of dimension $d$ ( $d=2$ in our setting). We add that the model can be numerically analyzed over the entire phase diagram using the fact that $\boldsymbol{\mathcal { R }}$ is a banded Toeplitz matrix with bandwidth $k+1$ and applying the algorithm in Ref. [109] to find the dispersion relation in the asymptotic limit. Figure 2.6 shows the dispersion relations along the central axis from one vertex $\left(b_{4}^{2}=1\right)$ to the center of the opposite face $\left(b_{4}^{2}=0\right)$, with other coefficients equal and normalized. We find that the model is indeed critical when $b_{4}^{2} \leq 0.25$, and the dispersion relation is nonlinear about this point.


Figure 2.7: An example frustration graph of a junction for more complex models which are either integrable or soluble.

### 2.5.3 Integrable and Soluble models

Here we define a new class of two-dimensional models not previously discussed in the literature. The models are formed by attaching the one-dimensional chains from Sect. 2.5.2 to one another via interaction terms with clique-like frustration graphs. In order to ensure that the graphs remain clawfree, at each point of attachment, or junction, the clique must contain at least twice as many vertices as attached chains. Consider the example frustration graph depicted in Fig. 2.7, the junction is trivalent; however, in order to ensure that the model remains claw-free, the junction contains a sixth order clique $\left(K_{6}\right)$. Notice, that if the new structure formed from the joining of the chains is a quasi-twodimensional structure (such as a tree), the model will be even-hole-free, and thus free-fermion soluble using the methods developed here. On the contrary, if the new structure is two dimensional, then the frustration graph will necessarily contain even-holes. Nevertheless, the model will still be integrable, due to Lemma 2.1.

### 2.6 Discussion

We have proven that Hamiltonians with (even-hole, claw)-free frustration graphs in a given basis admit a solution by non-interacting fermions, even when such models provably do not admit a Jordan-Wigner solution. Though our result considerably expands the set of known free-fermion solutions, we should note that it clearly does not capture all of them. First, there exist models whose free-fermion solution is non-generic, in that they only hold for specific values of the coupling strengths. As an example, we
can consider the following model on three qubits:

$$
\begin{equation*}
H=a Z_{2}+b Y_{1} X_{2}+c X_{1} Y_{2}+d Z_{1} Y_{3}+e Y_{1} X_{3}+f Z_{3} \tag{2.119}
\end{equation*}
$$

The frustration graph of the model is depicted in Fig. 2.8. The graph clearly contains both claws and even holes, and is thus outside the class of models discussed in this chapter. In general, the model is not free for arbitrary couplings. Nevertheless, the model does have a free spectrum for all equal couplings ( $a=b=c=d=e=f$ ). Further, we can numerically verify that the single particle energies of the model are the reciprocals of the roots of the vertex weighted independence polynomial of the graph.

A perhaps much deeper open question concerns the relationship between the spatial structure of a given model and the associated free-fermion modes which emerge from this solution. We have structured our argument to draw a parallel between the way in which these mappings generalize the Jordan-Wigner transformation-whose spatial structure is evident-with the way claw-free graphs generalize line graphs. Carrying this argument through, one might ask whether the even-hole-free assumption can be relaxed, as Hamiltonians whose frustration graphs are arbitrary line graphs still admit a Jordan-Wigner free-fermion solution. From a technical perspective, simplicial claw-free graphs enjoy many of the properties that we relied on to prove our general solution. Models with simplicial clawfree frustration graphs admit an extensive number of commuting conserved charges defined through their independent sets (i.e., they satisfy Lemma 2.1), and their independence polynomials are also real-rooted [100-102]. One might attempt to incorporate even holes into this formalism by defining spatial hopping terms $\psi_{j} \psi_{k}^{\dagger}$. The simplicial mode cancels in the definition of these quadratic operators, leaving them defined only in terms of Hamiltonian terms. However, the resulting expressions are very complicated. Furthermore, allowing for even holes requires us to generalize Lemma 2.2, which was crucial for the following proof. Though we cannot say anything definitive about the more general class of simplicial claw-free graphs currently (indeed, they may not admit a free-fermion solution at all), we remark that they would be a natural class of models for further study.

Another clear open question concerns whether this construction could be generalized to solutions of qudit models in terms of parafermions [110]. The concept of free parafermions has been developed by Fendley [59], and Refs. [57,58] consider non-Hermitian qudit generalizations of the equipartition indifference graphs which have free parafermionic spectra. It is known that, unlike fermions, bilinear parafermions are not always free, yet our formalism may provide a clue to recognizing such systems. Recall that the structure theorem of Ref. [105] states that (even-hole, pan)-free graphs (which


Figure 2.8: The frustration graph of the model, defined in Equation (2.119). This model has claws and even holes, nevertheless for all-equal-coefficients the model has a free fermion spectrum.
generalize our class of graphs) are essentially unit circular-arc graphs connected by clique cutsets. Incidentally, a subset of bilinear parafermion models have frustration graphs given by oriented unit circular-arc graphs, where the orientation captures the fact that the group-commutator between bilinear parafermionic terms is a complex phase, and this orientation is inherited from an underlying orientation on the circular-arc representation. This characterization could therefore clarify the relationship between free-parafermion models, the models considered in Refs. [57,58], and more general bilinear parafermion models.

One strength of the solution method developed in the present work is that it could in principle be applied to interacting fermion models in addition to qubit models. Indeed, Fendley's four-fermion model is an obvious example. This is because the existence of the solution is independent of the Pauli realization and relies only on the graph structure of the model. In Ref. [23], Fendley suggests applying this solution method to the cooper pair model of Refs. [111,112], which represents one other such fermion model. However, the frustration graph of this model has even holes, and so is ineligible for solution by our method. Nevertheless, it would be interesting to investigate our method as a starting point for approximate solutions to non-integrable models such as quantum impurity models [113]. One potential application would be to extend the exact analysis of Fendley's four-fermion model to an approximate one on periodic boundary conditions. We leave such questions for future work.

## Chapter 3

## A unified graph theoretic approach to free fermions

We show that a quantum spin system has an exact description by noninteracting fermions when its frustration graph is claw-free and contains a simplicial clique. Our result captures a vast family of known free-fermion solutions. In particular, it generalizes graph-theoretic characterizations given in previous work, where it was shown that a free-fermion solution exists if the frustration graph is either a line graph, or (even-hole, claw)-free. The former case includes the celebrated Jordan-Wigner transformation and the exact solution to the Kitaev honeycomb model. The latter case generalizes a nonlocal solution to the four-fermion model given by Fendley. Our characterization unifies these two approaches, extending generalized Jordan-Wigner solutions to the nonlocal setting and extending the generalized four-fermion solution to models of arbitrary spatial dimension. Our key technical insight is the identification of a class of cycle symmetries for all models with claw-free frustration graphs. We prove that these symmetries commute, and this allows us to apply Fendley's solution method to each symmetric subspace independently. Finally, we give a physical description of the fermion modes in terms of operators generated by repeated commutation with the Hamiltonian, connecting our framework to the developing body of work on operator Krylov subspaces. Our results establish a deep connection between many-body physics and the mathematical theory of claw-free graphs.

### 3.1 Introduction

The Jordan-Wigner transformation represents a fascinating insight into the physics of quantum manybody spin systems. It identifies collective spin degrees of freedom with those of fermions, resulting in a fermionic model with the same energy spectrum as the spin system of interest [28]. It is perhaps best-known for its application to models where the effective fermions are non-interacting, allowing for an exact solution to these otherwise non-trivial systems [24]. Since its discovery, the Jordan-Wigner transformation has been generalized to a family of exact free-fermion solutions [30-40], yielding new understanding for a wide class of spin models.

In addition to the setting of exactly solvable systems, an understanding of effective fermions is important for applications in quantum information. Interacting fermionic systems are foundational to quantum chemistry [114-117], which is motivates the design of good fermion-to-qubit mappings [34, 69-74, 76, 118-120]. These mappings can, in some sense, be considered the reverse problem of finding a free-fermion solution to a spin model. Further, Majorana fermions represent a promising avenue for the topological protection of quantum information [11,121-124] which is promising for experimental realization [125].

Concretely, the Jordan-Wigner transformation and its generalizations map many-qubit Pauli observables directly to fermionic operators: the Majorana modes. These mappings are generator-togenerator, as they identify a direct correspondence between Hamiltonian terms in the spin system and its dual fermion model. Additionally, they are generic, meaning that the solution method applies for all values of the Hamiltonian couplings. In Ref. [22], a connection was shown between a system's solvability by this method and its frustration graph. This is the graph whose vertices correspond to terms in the spin Hamiltonian written in the given Pauli basis and are neighboring if the associated Pauli operators anticommute. It is shown in Ref. [22] that a generator-to-generator free-fermion solution is only possible if the frustration graph is a line graph. This property corresponds to the absence of certain forbidden induced subgraphs of the Hamiltonian frustration graph: anticommutation structures among subsets of Hamiltonian terms that obstruct a free-fermion solution. The line-graph characterization captures generator-to-generator mappings, and these generally accompany a set of symmetries associated to induced cycles - or holes - of the frustration graph.

More recently, a free-fermion-solvable model outside of the generalized Jordan-Wigner framework, called the four-fermion model, was given in a remarkable result by Fendley [23]. Here, the fermions correspond to nonlinear polynomials in the Pauli terms of the spin Hamiltonian, rather than individual terms. This solution maps the entire spin Hamiltonian onto the entire free-fermion Hamiltonian and is


Figure 3.1: Summary of this work in relation to earlier results. In Ref. [22], it was shown that a generalized Jordan-Wigner (generator-to-generator) mapping exists if and only if the frustration graph of a given spin model is a line graph. In Ref. [126], it was shown that a more complicated solution of the type given in Ref. [23] holds when the graph is (even-hole, claw)-free. Though these two graph classes intersect at the class of line graphs of even-cycle-free graphs, neither class contains the other. In the present work, these methods to show that a somewhat more complicated free-fermion structure exists for simplicial, claw-free frustration graphs. We expect that there are still free-fermion solution methods beyond this characterization, including non-generic solutions.
generic despite apparently transcending the generator-to-generator structure. Surprisingly, a solution of this form is also revealed by the absence of certain forbidden induced subgraphs of the Hamiltonian frustration graph [126]. These forbidden subgraphs include $K_{1,3}$, or the claw - which is also a forbidden induced subgraph for line graphs - as well as all even holes. The two graph classes share some overlap, but also each include cases not present in the other. In a generalized Jordan-Wigner solution, even holes correspond to the aforementioned Pauli symmetries, and this strongly suggests the existence of a free-fermion solution framework unifying these two methods.

In this work, we formalize a graph-theoretic characterization unifying these two approaches. Our main result is summarized in Fig. 3.1. We show that if the frustration graph is claw-free and contains a structure called a simplicial clique, then it admits an exact free-fermion solution. We refer to this set of graphs as simplicial, claw-free. Both graph classes of Refs. [22,126] have this property. It is an interesting consequence of our characterization that free-fermion solutions are generalized much in the same way as the graphs that describe them. Importantly, our result removes the even-hole assumption of Ref. [126], and so extends the non-local solution method given by Fendley to graphs with arbitrary spatial dimension in their coarse topology. We are able to relax this assumption by identifying a class of cycle-like symmetries, which generalize the cycle symmetries of generalized Jordan-Wigner solutions. This identification can be seen as our main technical insight.

This chapter is organized as follows. In the remainder of the introduction, we summarize our main results and analyze a small illustrative example. In Section 3.2 we review the concept of frustration graphs and standardize our notation. Section 3.3 gives a thorough background on free-fermion models. In Section 3.4, we review some properties of claw-free graphs. In the following sections, we prove our main results. Finally, we give a numerical example of a two-dimensional model which is not obviously free-fermion-solvable in Section 3.8. We conclude with a discussion of future work in Section 3.9.

### 3.1.1 Main Results

We consider many-body spin systems on $n$ qubits with Hamiltonians written in the Pauli basis as

$$
\begin{align*}
H & =\sum_{\boldsymbol{j} \in V} b_{\boldsymbol{j}} \sigma^{\boldsymbol{j}}  \tag{3.1}\\
& :=\sum_{\boldsymbol{j} \in V} h_{\boldsymbol{j}}
\end{align*}
$$

where $V \subseteq\{I, x, y, z\}^{\times n}$ is a set of strings labeling the $n$-qubit Pauli operators in the natural way, and $h_{\boldsymbol{j}}:=b_{\boldsymbol{j}} \sigma^{\boldsymbol{j}}$ with $b_{\boldsymbol{j}} \in \mathbb{R} \backslash\{0\}$.


Table 3.1: (a) A graph is claw-free if no subset of its vertices induces a claw, $K_{1,3}$. (b) A simplicial clique, $K_{s}$ (orange), is a clique such that the neighborhood of each vertex in $K_{s}$ induces a clique in the graph $G \backslash K_{s}$. The simplicial clique is depicted in orange consisting of the vertices $\{\boldsymbol{a}, \boldsymbol{e}\}$. The neighborhood of the vertex $\boldsymbol{a}$ in $G \backslash K_{s}$ is the clique $K_{\boldsymbol{a}}=\{\boldsymbol{b}, \boldsymbol{c}\}$. Similarly, the neighbourhood of $\boldsymbol{e}$ in $G \backslash K_{s}$ is the single vertex clique $K_{\boldsymbol{e}}=\boldsymbol{d}$. Crucially, our result captures frustration graphs containing even holes.

The frustration graph of $H, G:=(V, E)$, is the graph with vertices given by nonzero Pauli terms in $H$, neighboring if the corresponding Paulis anticommute. Our main result extends the class of free-fermion-solvable spin Hamiltonians $H$ based on their frustration graphs $G$.

Result 3.1 (Theorems 3.1 and 3.2). Let $H$ be a Hamiltonian whose frustration graph, $G$, is claw-free and contains a simplicial clique. There exist commuting symmetries $\left\{J_{G}\left[\left\langle C_{0}\right\rangle\right]\right\}_{\left\langle C_{0}\right\rangle}$, defined in terms of induced cycles of $G$, such that each symmetric subspace with projector $\Pi_{\mathcal{J}}$ admits a free-fermion solution

$$
\begin{equation*}
H=\sum_{\mathcal{J}}\left(\sum_{j=1}^{\alpha(G)} \varepsilon_{\mathcal{J}, j}\left[\psi_{\mathcal{J}, j}, \psi_{\mathcal{J}, j}^{\dagger}\right) \Pi_{\mathcal{J}} .\right. \tag{3.2}
\end{equation*}
$$

where $\alpha(G)$ is the independence number of $G$. The fermionic ladder operators, $\left\{\psi_{\mathcal{J}, j}\right\}_{\mathcal{J}, j}$, are constructed from another set of commuting symmetries $\left\{Q_{G}^{(k)}\right\}_{k=0}^{\alpha(G)}$ defined in terms of independent sets of $G$. The single particle energies, $\left\{\varepsilon_{\mathcal{J}, j}\right\}_{\mathcal{J}, j}$, can be calculated from the roots of a generalized characteristic polynomial, $Z_{G}\left(-u^{2}\right)$, over each symmetric subspace specified by the $\Pi_{\mathcal{J}}$. Finally, the $\left\{J_{G}\left[\left\langle C_{0}\right\rangle\right]\right\}_{\left\langle C_{0}\right\rangle}$ and $\left\{Q_{G}^{(k)}\right\}_{k=0}^{\alpha(G)}$ commute with each other.

We prove the result by applying the solution method of Refs. [23, 126] independently to each symmetric subspace of $H$ specified by the projector $\Pi_{\mathcal{J}}$. Notice that when there are no even holes,
there is only a single such subspace, and we recover the result proven in Ref. [126].
While our result gives an exact, explicit means to solve the Hamiltonian in Eq. (3.1), it is difficult to extract a physical picture for the fermion modes from the solution. We address this with our second main result.

Result 3.2 (Theorem 3.3 and Corollary 3.6). Given a Hamiltonian, $H$, with a simplicial, claw-free frustration graph, $G$. Let $\chi:=\sigma^{j^{*}}$ be a Pauli operator such that $j^{*} \notin V$, and $\chi$ only anticommutes with every operator corresponding to the vertices in a simplicial clique of $G$. There exists a real matrix A, whose elements are indexed by induced paths in $G \cup\left\{\boldsymbol{j}^{*}\right\}$, such that, over each mutual eigenspace of the $\left\{J_{G}\left[\left\langle C_{0}\right\rangle\right]\right\}_{\left\langle C_{0}\right\rangle}$, we have

$$
\begin{equation*}
\operatorname{ad}_{i H}^{k} \chi=(-2 i)^{k} \sum_{\mathcal{J}}\left[\sum_{P}\left(\mathbf{A}_{G, \mathcal{J}}^{k}\right)_{\left\{\boldsymbol{j}^{*}\right\}, P} h_{P}\right] \Pi_{\mathcal{J}} \tag{3.3}
\end{equation*}
$$

where $\operatorname{ad}_{i H} \chi:=[i H, \chi]$. The matrix $\mathbf{A}$ is the weighted adjacency matrix of a directed bipartite graph. The operators generated by repeated commutation with $H$ satisfy

$$
\begin{equation*}
\left\{\operatorname{ad}_{i H}^{j} \chi, \operatorname{ad}_{i H}^{k} \chi\right\}=2 \sum_{\mathcal{J}}\left(\mathbf{M}_{G, \mathcal{J}}\right)_{j k} \Pi_{\mathcal{J}} \tag{3.4}
\end{equation*}
$$

where the real matrix $\mathbf{M}$ is positive definite.

Before we prove these results, we first consider a small, illustrative example, to see how they can be applied in practice.

### 3.1.2 A worked example

We consider the model defined on four qubits by the following Hamiltonian

$$
\begin{align*}
H= & \sigma_{1}^{x}+\sigma_{1}^{z}+\sigma_{1}^{x} \sigma_{2}^{x}+\sigma_{1}^{z} \sigma_{2}^{x} \sigma_{3}^{x}+\sigma_{1}^{y} \sigma_{2}^{z}+\sigma_{1}^{z} \sigma_{3}^{z}  \tag{3.5}\\
& +\sigma_{1}^{z} \sigma_{2}^{x} \sigma_{3}^{y} \sigma_{4}^{x}+\sigma_{1}^{y} \sigma_{2}^{y} \sigma_{3}^{y} \sigma_{4}^{z}
\end{align*}
$$

where we have set $b_{\boldsymbol{j}}=1$ for all $\boldsymbol{j} \in V$ for succinctness. Additionally, we denote each of the Hamiltonian terms as $h_{j}$, for $j \in\{1,2, \ldots, 8\}$, based on the order in which the term appears in Eq. (3.5).

The frustration graph of this model, shown in Fig. 3.2 claw-free, and contains the simplicial cliques

$$
\begin{aligned}
& h_{C_{1}}=h_{1} h_{3} h_{2} h_{4}=\sigma_{3}^{x} \\
& h_{C_{2}}=h_{1} h_{3} h_{2} h_{6}=\sigma_{2}^{x} \sigma_{3}^{z} \\
& h_{C_{3}}=h_{1} h_{3} h_{2} h_{7}=\sigma_{3}^{y} \sigma_{4}^{x} \\
& h_{C_{4}}=h_{8} h_{3} h_{2} h_{4}=-\sigma_{1}^{z} \sigma_{2}^{y} \sigma_{3}^{z} \sigma_{4}^{z} \\
& h_{C_{5}}=h_{5} h_{3} h_{2} h_{6}=\sigma_{1}^{z} \sigma_{2}^{y} \sigma_{3}^{z} \\
& h_{C_{6}}=h_{8} h_{3} h_{2} h_{7}=\sigma_{1}^{z} \sigma_{2}^{y} \sigma_{4}^{y} \\
& h_{C_{7}}=h_{8} h_{7} h_{6} h_{4}=\sigma_{4}^{z} \\
& h_{C_{8}}=h_{8} h_{6} h_{5} h_{7}=-\sigma_{3}^{z} \sigma_{4}^{y} .
\end{aligned}
$$

This gives the following generalized cycle symmetries

$$
\begin{align*}
& J_{1} \equiv J_{G}\left[\left\langle C_{1}\right\rangle\right]=\sum_{k=1}^{6} h_{C_{k}}  \tag{3.6}\\
& J_{2} \equiv J_{G}\left[\left\langle C_{7}\right\rangle\right]=\sum_{k=7}^{8} h_{C_{k}} \tag{3.7}
\end{align*}
$$

Unlike in the case where $G$ is a line graph, these cycle symmetries do not generally square to an operator proportional to the identity, and so they are not proportional to Pauli operators in any basis. Rather, we have

$$
\begin{align*}
& J_{1}^{2}=6 I-2 J_{2}  \tag{3.8}\\
& J_{2}^{2}=2 I \tag{3.9}
\end{align*}
$$

Thus, $J_{1}$ and $J_{2}$ commute, as we expect. The generalized characteristic polynomial of a model is constructed by taking the independence polynomial of the frustration graph, $G$, and then subtracting the generalized even hole operators Since these operators commute, we can then simultaneously diagonalize them and find a distinct polynomial over each symmetric subspace. For this model, we arrive at the polynomial

$$
\begin{equation*}
Z_{G}(x)=1+8 x+9 x^{2}-2\left(J_{1}+J_{2}\right) x^{2} \tag{3.10}
\end{equation*}
$$

By solving $Z_{G}\left(-u^{2}\right)$ for $u$ for the various eigenvalues of the even hole operators, we are able to calculate the single particle energies of the model in each of the mutual eigenspaces.


Figure 3.2: The frustration graph of a small, illustrative example on four qubits. Clearly the graph is not a line graph, but it is claw-free and contains a simplicial clique.

Let $\Pi_{\mathcal{J}}$ be the projector onto the eigenspace of $J_{1}$ with eigenvalue $\mathcal{J}_{1}$, corresponding to the eigenspace of $J_{2}$ with eigenvalue $\mathcal{J}_{2}$ as $\mathcal{J}_{1}= \pm \sqrt{6-2 \mathcal{J}_{2}}$. Additionally, let us identify the simplicial clique formed by the vertices associated with the terms $\left\{h_{1}, h_{2}, h_{5}, h_{8}\right\}$ and define

$$
\begin{equation*}
\chi=\sigma_{1}^{y} \sigma_{2}^{y} \sigma_{3}^{x} \sigma_{4}^{z} \tag{3.11}
\end{equation*}
$$

Finally, let $K^{(\ell)}$ be the sum of all path operators with endpoint $j^{*}$ and length $\ell$, where we take $K^{(0)}=\chi$ as our convention. We complete the free fermion solution by taking repeated commutators

$$
\begin{align*}
\operatorname{ad}_{i H}^{0} \chi= & K^{(0)}  \tag{3.12}\\
\operatorname{ad}_{i H}^{1} \chi= & -2 i K^{(1)}  \tag{3.13}\\
\operatorname{ad}_{i H}^{2} \chi= & (-2 i)^{2}\left(4 K^{(0)}+K^{(2)}\right)  \tag{3.14}\\
\operatorname{ad}_{i H}^{3} \chi= & (-2 i)^{3}\left[\left(4 K^{(1)}+K^{(3)}\right)\right.  \tag{3.15}\\
& \left.+\left(3 \chi h_{1}+\chi h_{2}+\chi h_{5}+2 \chi h_{8}\right)\right] \\
\operatorname{ad}_{i H}^{4} \chi= & (-2 i)^{4}\left\{\left[23-2\left(J_{1}+J_{2}\right)\right] K^{(0)}+8 K^{(2)}\right\}  \tag{3.16}\\
\operatorname{ad}_{i H}^{4} \chi= & -(-2 i)^{4}\left(9+2 J_{1}+2 J_{2}\right)\left(\operatorname{ad}_{i H}^{0} \chi\right)  \tag{3.17}\\
& +8(2)^{2}\left(\operatorname{ad}_{i H}^{2} \chi\right)
\end{align*}
$$

In the last line, we see that the fourth nested commutator is a linear combination of the previous
ones, so we have the characteristic polynomial

$$
\begin{equation*}
f_{\mathcal{J}_{1}, \mathcal{J}_{2}}(u)=u^{4}-32 u^{2}+16\left(9+2 \mathcal{J}_{1}+2 \mathcal{J}_{2}\right) \tag{3.18}
\end{equation*}
$$

and single particle energies given by

$$
\begin{equation*}
\varepsilon_{\mathcal{J}, \mathcal{J}_{2}, \pm}=\sqrt{4 \pm \sqrt{7-2 \mathcal{J}_{1}-2 \mathcal{J}_{2}}} \tag{3.19}
\end{equation*}
$$

### 3.2 Frustration Graphs

Here we explain frustration graphs in-detail and standardize our graph-theoretic notation. A graph $G=(V, E)$ is a set $V$ of vertices, together with a set $E \subset V^{\times 2}$ of two-element subsets of $V$ called edges. Vertices $\boldsymbol{j}, \boldsymbol{k} \in V$ are said to be neighboring if there is an edge $(\boldsymbol{j}, \boldsymbol{k}) \in E$. Edges $(\boldsymbol{j}, \boldsymbol{k})$, $(\boldsymbol{u}, \boldsymbol{v}) \in E$ are said to be incident if they share a vertex: $|\{\boldsymbol{j}, \boldsymbol{k}\} \cap\{\boldsymbol{u}, \boldsymbol{v}\}|=1$. A vertex $\boldsymbol{j} \in V$ and edge $(\boldsymbol{u}, \boldsymbol{v}) \in E$ are similarly incident if $\boldsymbol{j} \in\{\boldsymbol{u}, \boldsymbol{v}\}$. The order of a graph is the cardinality $|V|$ of its vertex set; the size of a graph is the cardinality $|E|$ of its edge set.

Because Pauli operators only either commute or anticommute, it is convenient to describe these relations between terms in a spin Hamiltonian by a graph.

Definition 3.1 (Frustration Graph). The frustration graph of the Hamiltonian $H$ in Eq. (3.1) is the graph $G=(V, E)$ with

$$
\begin{equation*}
E:=\left\{(\boldsymbol{j}, \boldsymbol{k}) \mid h_{\boldsymbol{j}} h_{\boldsymbol{k}}=-h_{\boldsymbol{k}} h_{\boldsymbol{j}}\right\} . \tag{3.20}
\end{equation*}
$$

The frustration graph is always simple; there are no self loops because every Hamiltonian term commutes with itself, and there is at most one edge per pair of terms. For this work, we additionally assume all models have finitely many terms, so the frustration graphs we consider are finite. Without loss of generality, we assume that distinct vertices in the frustration graph correspond to linearly independent Pauli terms in $H$. We can always collect repeated Paulis by adding their coefficients $b_{\boldsymbol{j}}$. The commutation relation between Pauli terms is clearly unchanged by including the coefficients in their definitions, so we prefer to give statements in terms of the $h_{\boldsymbol{j}}$ rather than the $\sigma^{j}$, with the understanding that $h_{\boldsymbol{j}}^{2}=b_{\boldsymbol{j}}^{2}$. The frustration graph thus naturally captures properties of the spin model that do not depend on the coefficients. We refer to such properties as generic.

We next consider subsets of Hamiltonian terms and the associated induced subgraphs of the frustration graph. To this end, we define our labeling scheme in Eq. (3.1) more precisely. We can equivalently describe a Pauli string $\boldsymbol{j} \in\{I, x, y, z\}^{\times n}$ by a binary string on $2 n$ bits by associating each single-qubit pauli label to a 2-bit string as $I \rightarrow\left(\begin{array}{ll}0 & 0\end{array}\right), x \rightarrow\left(\begin{array}{ll}1 & 0\end{array}\right), z \rightarrow\left(\begin{array}{ll}0 & 1\end{array}\right)$, and $y \rightarrow\left(\begin{array}{ll}1 & 1\end{array}\right)$. Let $\boldsymbol{j}:=\left(\begin{array}{ll}\boldsymbol{j}_{x} & \boldsymbol{j}_{z}\end{array}\right) \in\{0,1\}^{\times 2 n}$ be the binary vector such that the $k$ th component of $\boldsymbol{j}_{x}, j_{x, k}$, is the first bit of the $k$ th qubit label according to this association, and, similarly, $j_{z, k}$ is the second bit of the $k$ th qubit label. This gives

$$
\begin{equation*}
\sigma^{\boldsymbol{j}}=i^{\boldsymbol{j}_{x} \cdot \boldsymbol{j}_{z}}\left[\bigotimes_{k=1}^{n}\left(\sigma_{k}^{x}\right)^{j_{x, k}}\right]\left[\bigotimes_{k=1}^{n}\left(\sigma_{k}^{z}\right)^{j_{z, k}}\right] \tag{3.21}
\end{equation*}
$$

where $\boldsymbol{j}_{x} \cdot \boldsymbol{j}_{z}:=\sum_{k=1}^{n} j_{x, k} j_{z, k}$ denotes the Euclidean inner product.
The scalar commutator between Paulis is defined implicitly via

$$
\begin{equation*}
\sigma^{j} \sigma^{k}=\llbracket \sigma^{j}, \sigma^{k} \rrbracket \sigma^{k} \sigma^{j} \tag{3.22}
\end{equation*}
$$

Since Pauli operators only commute or anticommute, we have $\llbracket \sigma^{j}, \sigma^{k} \rrbracket= \pm 1$. This sign factor is given by

$$
\begin{equation*}
\llbracket \sigma^{\boldsymbol{j}}, \sigma^{\boldsymbol{k}} \rrbracket=(-1)^{\langle\boldsymbol{j}, \boldsymbol{k}\rangle}, \tag{3.23}
\end{equation*}
$$

where $\langle\boldsymbol{j}, \boldsymbol{k}\rangle:=\sum_{m=1}^{n}\left(j_{x, m} k_{z, m}+j_{z, m} k_{x, m}\right)(\bmod 2)$ is the binary symplectic inner product. The scalar commutator distributes over multiplication as

$$
\begin{equation*}
\llbracket A, B C \rrbracket=\llbracket A, B \rrbracket \llbracket A, C \rrbracket, \tag{3.24}
\end{equation*}
$$

and, accordingly, the binary symplectic inner product is linear in $\boldsymbol{j}$ and $\boldsymbol{k}$. Because commutation relations between operators are unchanged upon multiplying the operators by nonzero constants, the scalar commutator and binary symplectic inner product are well-defined for the operators $\left\{h_{\boldsymbol{j}}\right\}_{\boldsymbol{j} \in V}$ as well.

For a subset $U \subset V$, the induced subgraph $G[U]$ is the subgraph of $G$ whose vertex set is $U$ and whose edge set $E[U]=E \cap U^{\times 2}$ consists of all edges in $G$ which have both endpoints in $U$. We will often refer to the vertex susbset interchangeably with the subgraph it induces. Similarly, we will use set-theoretic notation to denote the exclusion of vertices, e.g., $G \backslash U=G[V \backslash U]$.

An important family of vertex-subsets is given by the neighborhoods of vertices in the graph.
Definition 3.2 (Open and closed neighborhoods, degree). The open neighborhood of $\boldsymbol{j} \in V$ is the set given by

$$
\begin{equation*}
\Gamma(\boldsymbol{j}):=\{\boldsymbol{k} \mid(\boldsymbol{j}, \boldsymbol{k}) \in E\} \tag{3.25}
\end{equation*}
$$

and the closed neighborhood of $\boldsymbol{j}$ is $\Gamma[\boldsymbol{j}]:=\Gamma(\boldsymbol{j}) \cup\{\boldsymbol{j}\}$. The degree of $\boldsymbol{j}, \Delta(\boldsymbol{j}):=|\Gamma(\boldsymbol{j})|$, is the order of its open neighborhood.

We often refer to the open or closed neighborhood of a vertex $\boldsymbol{j}$ in a subset of vertices $U \subset V$ by $\Gamma_{U}(\boldsymbol{j}):=\Gamma(\boldsymbol{j}) \cap U$. Similarly, $\Gamma_{U}[\boldsymbol{j}]:=\Gamma_{U}(\boldsymbol{j}) \cup\{\boldsymbol{j}\}$. Note that we do not necessarily assume $\boldsymbol{j} \in U$ for this definition. Accordingly, we refer to the degree in a subset by $\Delta_{U}(\boldsymbol{j}):=\left|\Gamma_{U}(\boldsymbol{j})\right|$. We will also refer to the closed neighborhood of a subset $U \subseteq V$ by $\Gamma[U]=\bigcup_{\boldsymbol{j} \in U} \Gamma[\boldsymbol{j}]$, and similarly for the open neighborhood where there is no ambiguity.

One useful consequence of the binary linear structure of the commutation relations between Hamiltonian terms is that it allows us to talk about commutation relations between products over subsets of terms. We can thus extract such commutation relations from the graph itself. In general, we will let

$$
\begin{equation*}
h_{U}:=\prod_{\boldsymbol{j} \in U} h_{\boldsymbol{j}} \tag{3.26}
\end{equation*}
$$

be the product of all operators whose vertices in $G$ are members of a particular subset $U \subseteq V$. Because re-ordering the operators in this product contributes an overall sign factor to $h_{U}$, the operator ordering is irrelevant to the commutation relations between $h_{U}$ and other products of Hamiltonian terms. We will define the operator ordering for specific families of vertex subsets on a case-by-case basis. With these definitions, we have

$$
\begin{equation*}
\llbracket h_{\boldsymbol{j}}, h_{U} \rrbracket=(-1)^{\Delta_{U}(\boldsymbol{j})} \tag{3.27}
\end{equation*}
$$

for any $\boldsymbol{j} \in V$. That is, $\left\langle\boldsymbol{j}, \sum_{\boldsymbol{k} \in U} \boldsymbol{k}\right\rangle=\Delta_{U}(\boldsymbol{j})(\bmod 2)$ as we expect. We denote the symmetric difference between vertex subsets $U, W \subseteq V$ by $U \oplus W:=(U \backslash W) \cup(W \backslash U)$. Applying the constraint that $h_{\boldsymbol{j}}^{2} \propto I$ gives

$$
\begin{equation*}
\llbracket h_{\boldsymbol{j}}, h_{U \oplus W} \rrbracket=\llbracket h_{\boldsymbol{j}}, h_{U} \rrbracket \llbracket h_{\boldsymbol{j}}, h_{W} \rrbracket, \tag{3.28}
\end{equation*}
$$

so the commutation relation between $h_{\boldsymbol{j}}$ and $h_{U}$ is only changed by taking the symmetric difference with $W$ if $h_{\boldsymbol{j}}$ and $h_{W}$ anticommute. When the graph is claw-free, often the parity of the degree alone is enough to fix the neighboring relation between $\boldsymbol{j}$ and a particular graph structure $U$. We go on to define several important such structures.

An independent set $S$ in $G$ is a subset of vertices with no edges between them (i.e. $E[S]=\varnothing$ ). For the corresponding operator, $h_{S}$, the ordering of the factors in the product is irrelevant, as these factors commute with one another. The independence number $\alpha(G)$ is the order of the largest independent set in $G$. We denote $\mathcal{S}_{G}$ as the collection of all independent sets from $G$ and let $\mathcal{S}_{G}^{(k)}$ denote the collection of all independent sets of order $k$ from $G$. A matching $M$ in $G$ is a subset of edges such that no two edges in $M$ are incident. A perfect matching is a matching such that every vertex in $V$ is incident to exactly one edge in the matching. Clearly, a graph can only have a perfect matching if its order is even. We denote $\mathcal{M}_{G}$ as the collection of all matchings in $G$ and let $\mathcal{M}_{G}^{(k)}$ denote the collection of all matchings of $k$ edges from $G$.

The claw is the graph consisting of a central vertex neighboring to every vertex in an independent set of order three (see Table 3.1). That is, it is the complete bipartite graph $K_{1,3}$. The vertices in the three-vertex independent set are called the leaves of the claw. A graph is claw-free if it does not include the claw as an induced subgraph. When we list a subset of vertices that induces a claw, we will generally order the list by the central vertex followed by the leaves.

A path is a set of distinct vertices $P=\left\{\boldsymbol{j}_{i}\right\}_{i=0}^{\ell}$ with $\boldsymbol{j}_{i}$ neighboring to $\boldsymbol{j}_{i+1}$ for $i \in\{0, \ldots, \ell-1\}$. The vertices $\left\{\boldsymbol{j}_{0}, \boldsymbol{j}_{\ell}\right\}$ are the endpoints of the path, and the quantity $\ell$ is the length of the path. When $P \subseteq V$ is a subset of vertices such that $E[P]=\left\{\left(\boldsymbol{j}_{i}, \boldsymbol{j}_{i+1}\right)\right\}_{i=0}^{\ell-1}$, we say $P$ is an induced path. That is, there are no edges in $G[P]$ other than those between vertices with consecutive indices in the path, of which there are $\ell$. We refer to the index $i$ as the distance from $\boldsymbol{j}_{i}$ to $\boldsymbol{j}_{0}$ along $P$ in this case, and we give the vertex labeling for $P$ as

$$
\begin{equation*}
P:=\boldsymbol{j}_{0}-\boldsymbol{j}_{1}-\ldots-\boldsymbol{j}_{\ell} \tag{3.29}
\end{equation*}
$$

For the corresponding operator, $h_{P}$, we similarly order the factors from left to right according to their distance from an endpoint in accordance with the labeling above. We denote the set of all induced paths in $G$ by $\mathcal{P}_{G}$ and the set of all induced paths in $G$ of length $\ell$ by $\mathcal{P}_{G}^{(\ell)}$. We also define $P_{k}$ as the subpath of $P$ induced by the vertices up 4o $\boldsymbol{j}_{k}: P_{k}=\left\{\boldsymbol{j}_{i}\right\}_{i=0}^{k}$.

A cycle is a set of distinct vertices $C=\left\{\boldsymbol{j}_{i}\right\}_{i=0}^{\ell-1}$ with $\boldsymbol{j}_{i}$ neighboring to $\boldsymbol{j}_{i+1}$ for $i \in\{0, \ldots \ell-1\}$ with index addition taken modulo $\ell$. The quantity $\ell$ is the length of the cycle. When $C \subseteq V$ is a
subset of vertices such that $E[C]=\left\{\left(\boldsymbol{j}_{i}, \boldsymbol{j}_{(i+1)}(\bmod \ell)\right)\right\}_{i=0}^{\ell-1}$ for $\ell \geq 4$, we say $C$ is an induced cycle or hole. In this case, $\ell=|C|$ is the number of vertices and edges of the hole. An even hole is a hole with an even number of vertices and edges. If $C$ is an even hole with length $\ell=2 k$, then there are two unique independent sets of size $k>1$ in $C$, which we refer to as the coloring classes of $C$. Let these coloring classes be $C_{a}$ and $C_{b}$. We label the vertices of $C$ with distinct labels for the vertices in each coloring class as

$$
\begin{equation*}
C:=\boldsymbol{b}_{0}-\boldsymbol{a}_{0}-\boldsymbol{b}_{1}-\boldsymbol{a}_{1}-\ldots-\boldsymbol{b}_{k-1}-\boldsymbol{a}_{k-1}-\boldsymbol{b}_{0} \tag{3.30}
\end{equation*}
$$

where $\left\{\boldsymbol{a}_{j}\right\}_{j=0}^{k-1}:=C_{a}$ and $\left\{\boldsymbol{b}_{j}\right\}_{j=0}^{k-1}:=C_{b}$. Here, we take addition in the indices of these vertices modulo $k$. We choose the factor-ordering for the operator corresponding to $C$ as $h_{C}=h_{C_{a}} h_{C_{b}}$, where the ordering within each of the coloring-class factors is again irrelevant as these are independent sets. Furthermore, we are free to exchange the ordering of $h_{C_{a}}$ and $h_{C_{b}}$, as these operators commute. We denote the set of all even holes in $G$ by $\mathcal{C}_{G}^{(\text {even })}$ and the set of all even holes in $G$ of length $\ell$ by $\mathcal{C}_{G}^{(\ell)}$. We say two even holes $C, C^{\prime} \in \mathcal{C}_{G}^{(\text {even })}$ are compatible if and only if $G\left[C \cup C^{\prime}\right]$ is a disconnected graph whose components are $G[C]$ and $G\left[C^{\prime}\right]$. We let $\mathscr{C}_{G}^{(\text {even })}$ denote the collection of all subsets of $\mathcal{C}_{G}^{(\text {even })}$ that are pairwise compatible. For a given such subset $\mathcal{X} \subseteq \mathcal{C}_{G}^{(\text {even })}$ (i.e. $\mathcal{X} \in \mathscr{C}_{G}^{(\text {even })}$ ), we take

$$
\begin{equation*}
\partial \mathcal{X}:=\bigcup_{C \in \mathcal{X}} C \tag{3.31}
\end{equation*}
$$

to be the set of vertices in $\mathcal{X}$. Let $|\mathcal{X}|$ denote the number of even-hole components in $\mathcal{X}$, and $|\partial \mathcal{X}|$ be the total length of all the elements of $\mathcal{X}$.

A clique $K$ in $G$ is a subset of vertices such that every pair of vertices in $K$ is neighboring. A simplicial clique $K_{s}$ is a clique such that, for every vertex $\boldsymbol{j} \in K_{s}, \Gamma(\boldsymbol{j})$ induces a clique in $G \backslash K_{s}$ (see Table 3.1). A graph is simplicial if it contains a simplicial clique. We say that a Hamiltonian is simplicial, claw-free (SCF) if its frustration graph is claw-free and contains a simplicial clique.

The aforementioned graph structures all play important roles in the free-fermion solvability of a Hamiltonian with frustration graph $G$, as we will see.

### 3.3 Free-Fermion Models

### 3.3.1 Exact Solution

A free-fermion Hamiltonian has the form

$$
\begin{align*}
H_{\mathrm{f}} & =i \sum_{(j, k) \in E_{\mathrm{f}}} h_{j k} \gamma_{j} \gamma_{k}  \tag{3.32}\\
& :=\frac{i}{2} \gamma^{\mathrm{T}} \cdot \mathbf{h} \cdot \gamma \tag{3.33}
\end{align*}
$$

where we collect the set of Majorana fermion modes in the vector $\gamma:=\left(\gamma_{j}\right)$ and the Hamiltonian coefficients in the single-particle Hamiltonian $\mathbf{h}:=\left(h_{i j}\right)$. We denote the set of Majorana indices by $V_{\mathrm{f}}$ and the set of pairs $(j, k)$ of distinct elements of $V_{\mathrm{f}}$ for which $h_{j k}$ is nonzero as $E_{\mathrm{f}}$. The graph $R:=\left(V_{\mathrm{f}}, E_{\mathrm{f}}\right)$ is the Majorana hopping graph.

The Majorana modes satisfy the canonical anticommutation relations

$$
\begin{equation*}
\left\{\gamma_{j}, \gamma_{k}\right\}:=\gamma_{j} \gamma_{k}+\gamma_{k} \gamma_{j}=2 \delta_{j k} I \tag{3.34}
\end{equation*}
$$

Products of Majorana operators only commute or anticommute and square to $\pm I$. Without loss of generality, we take $\mathbf{h}$ to be antisymmetric, since any symmetric part of $\mathbf{h}$ will only contribute a physically irrelevant identity term to $H_{\mathrm{f}}$ by Eq. (3.34).

The relations in Eq. (3.34) imply that linear combinations of the Majorana modes are preserved under commutation with the Hamiltonian

$$
\begin{equation*}
\operatorname{ad}_{H_{\mathrm{f}}} \gamma_{j}:=\left[H_{\mathrm{f}}, \gamma_{j}\right]=-2 i(\mathbf{h} \cdot \gamma)_{j} \tag{3.35}
\end{equation*}
$$

where we remind the reader of our definition of $\operatorname{ad}_{H_{f}}$ below Result 3.2. This gives

$$
\begin{equation*}
e^{i H_{\mathrm{f}} t} \gamma_{j} e^{-i H_{\mathrm{f}} t}=\left(e^{2 \mathbf{h} t} \cdot \gamma\right)_{j} \tag{3.36}
\end{equation*}
$$

and $e^{2 \mathbf{h} t}$ is called the single-particle transition matrix. Because $\mathbf{h}$ is antisymmetric, $e^{2 \mathbf{h} t}$ is an orthogonal matrix in the group $S O\left(\left|V_{\mathrm{f}}\right|\right)$. Thus, conjugation by free-fermion unitary evolution preserves the canonical anticommutation relations (3.34).

Similarly, we can find an orthogonal matrix $e^{\mathbf{w}}$ that block-diagonalizes $\mathbf{h}$ as

$$
e^{-\mathbf{w}} \cdot \mathbf{h} \cdot e^{\mathbf{w}}=\bigoplus_{j=1}^{\left|V_{\mathrm{f}}\right| / 2}\left(\begin{array}{cc}
0 & -\varepsilon_{j}  \tag{3.37}\\
\varepsilon_{j} & 0
\end{array}\right)
$$

if $\left|V_{\mathrm{f}}\right|$ is even. If $\left|V_{\mathrm{f}}\right|$ is odd, then the tensor sum runs to $\left\lfloor V_{\mathrm{f}} / 2\right\rfloor$, and $\mathbf{h}$ has an additional zero eigenvalue. Choosing $W:=e^{-\frac{i}{4}\left(\gamma^{\mathrm{T}} \cdot \mathbf{w} \cdot \gamma\right)}$ gives

$$
\begin{equation*}
W^{\dagger} H_{\mathrm{f}} W=-i \sum_{j=1}^{\left\lfloor\left|V_{\mathrm{f}}\right| / 2\right\rfloor} \varepsilon_{j} \gamma_{2 j-1} \gamma_{2 j} \tag{3.38}
\end{equation*}
$$

It is convenient to pair the Majorana modes in this basis to define the fermionic eigenmodes $\left\{\psi_{j}\right\}_{j=1}^{\left\lfloor\left|V_{\mathrm{f}}\right| / 2\right\rfloor}$ as

$$
\begin{equation*}
W^{\dagger} \psi_{j} W=\frac{1}{2}\left(\gamma_{2 j-1}+i \gamma_{2 j}\right) \quad j \in\left\{1, \ldots,\left\lfloor\left|V_{\mathrm{f}}\right| / 2\right\rfloor\right\} \tag{3.39}
\end{equation*}
$$

These operators satisfy the canonical anticommutation relations for fermionic ladder operators

$$
\begin{equation*}
\left\{\psi_{j}, \psi_{k}\right\}=0 \quad\left\{\psi_{j}, \psi_{k}^{\dagger}\right\}=\delta_{j k} I \tag{3.40}
\end{equation*}
$$

and this gives

$$
\begin{equation*}
H_{\mathrm{f}}=\sum_{j=1}^{\left\lfloor\left|V_{\mathrm{f}}\right| / 2\right\rfloor} \varepsilon_{j}\left[\psi_{j}, \psi_{j}^{\dagger}\right] . \tag{3.41}
\end{equation*}
$$

The linear map $\operatorname{ad}_{H_{\mathrm{f}}}$ satisfies the conventional eigenvector relation with respect to the eigenmodes

$$
\begin{equation*}
\left[H_{\mathrm{f}}, \psi_{j}\right]=\varepsilon_{j} \psi_{j} \tag{3.42}
\end{equation*}
$$

and we see that the free-fermion Hamiltonian $H_{\mathrm{f}}$ has spectrum given by

$$
\begin{equation*}
\mathcal{E}_{\mathbf{x}}=\sum_{j=1}^{\left\lfloor V_{\mathrm{f}} / 2\right\rfloor}(-1)^{x_{j}} \varepsilon_{j} \quad \mathbf{x} \in\{0,1\}^{\times\left\lfloor V_{\mathrm{f}} / 2\right\rfloor} \tag{3.43}
\end{equation*}
$$

The quantities $\left\{\varepsilon_{j}\right\}$ are called the single-particle energies, and we can generate eigenstates of $H_{\mathrm{f}}$ by applying $W^{\dagger}$ to the mutual eigenstates of the operators $\left\{-i \gamma_{2 j-1} \gamma_{2 j}\right\}$.

The single-particle energies are the reciprocals of the roots of the polynomial

$$
\begin{align*}
f_{\mathbf{h}}(u) & =\operatorname{det}(\mathbf{I}-i u \mathbf{h})  \tag{3.44}\\
& =\sum_{U \subseteq V_{\mathrm{f}}}(-i u)^{|U|} \operatorname{det}\left(\mathbf{h}_{U U}\right) \tag{3.45}
\end{align*}
$$

where $\mathbf{h}_{U U}$ is the principal submatrix of $\mathbf{h}$ with rows and columns indexed by the elements of $U$. This polynomial is in-fact the reciprocal polynomial to the characteristic polynomial of $\mathbf{h}$. We will need the expression of this polynomial in terms of the graph structures of $R$. Because $\mathbf{h}_{U U}$ is antisymmetric, its determinant is the square of the Pfaffian:

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{h}_{U U}\right)=\operatorname{Pf}\left(\mathbf{h}_{U U}\right)^{2} \tag{3.46}
\end{equation*}
$$

The Pfaffian is defined to be zero if $|U|$ is odd, and

$$
\begin{equation*}
\operatorname{Pf}\left(\mathbf{h}_{U U}\right)=\sum_{M \in \mathcal{M}_{R[U]}^{(|U| / 2)}}(-1)^{\pi(M)} \prod_{\substack{(j, k) \in M \\ j<k}} h_{j k} \tag{3.47}
\end{equation*}
$$

if $|U|$ is even. The sign factor $(-1)^{\pi(M)}$ is defined implicitly as the factor incurred upon sorting the individual Majorana-mode factors in $\prod_{\{(j, k) \in M \mid j<k\}}\left(\gamma_{j} \gamma_{k}\right)$ such that indices are ascending from left to right. This gives

$$
\begin{align*}
f_{\mathbf{h}}(u)= & \sum_{\substack{M, M^{\prime} \in \mathcal{M}_{R} \\
|M|=\left|M^{\prime}\right|}}\left(-u^{2}\right)^{|M|}(-1)^{\pi(M)+\pi\left(M^{\prime}\right)} \\
& \times\left(\prod_{\substack{(j, k) \in M \\
j<k}} h_{j k}\right)\left(\prod_{\substack{(j, k) \in M^{\prime} \\
j<k}} h_{j k}\right) \tag{3.48}
\end{align*}
$$

We will return to this explicit expression in the following sections.
In Eq. (3.35) we show that a single commutation of a given Majorana mode with the free-fermion Hamiltonian gives a linear combination of the Majorana modes transformed by the single-particle Hamiltonian. Let us now consiser nesting these commutators - note that we now include a factor of $i$, as in Theorem 3.3, with the Hamiltonian to ensure that the resulting linear map is positive

$$
\begin{equation*}
\operatorname{ad}_{i H_{\mathrm{f}}}^{k} \gamma_{j}=(-2)^{k}\left(\mathbf{h}^{k} \cdot \gamma\right)_{j} \tag{3.49}
\end{equation*}
$$

Therefore, we can see that $H_{\mathrm{f}}$ will satisfy the characteristic polynomial (the reciprocal polynomial of Eq. (3.45)).

Furthermore, we have

$$
\begin{equation*}
\left\{\operatorname{ad}_{i H_{\mathrm{f}}}^{k} \gamma_{j}, \operatorname{ad}_{i H_{\mathrm{f}}}^{\ell} \gamma_{j}\right\}=(-2)^{k+\ell}\left(\mathbf{h}^{k+\ell}\right)_{j j} I \tag{3.50}
\end{equation*}
$$

Analogs to the relations above are indicative of the existence of a free-fermion solution, as we will see in Sect. 3.7.

### 3.3.2 Generalized Jordan-Wigner Solutions

Remarkably, the exact solvability of free-fermion models can be leveraged to find exact solutions to spin models, which are not explicitly given in terms of free fermions. If one can find the proper identification of spin and fermionic degrees of freedom, one can treat the spin model as an effective free-fermion model and apply the exact solution method. One way to do this is to identify each term in a given spin model $H$ with a corresponding term in $H_{\mathrm{f}}$ such that commutation relations between terms are preserved. Such a solution is called a generator-to-generator mapping. This family of solutions includes the celebrated Jordan-Wigner transformation as well as the exact solution to the Kitaev honeycomb model. For this reason, it is also called a generalized Jordan-Wigner solution.

Graph theory allows us to make this procedure systematic using the frustration graph of $H$. Note that, for a given free-fermion Hamiltonian $H_{\mathrm{f}}$, the frustration graph has a particular structure due to the canonical anticommutaton relations (3.34). It is the graph whose vertices are the edges of the fermion hopping graph, $R$, with vertices adjacent in the frustration graph if and only if the corresponding edges of $R$ are incident. That is, the frustration graph of $H_{\mathrm{f}}$ is the line graph of $R$.

Definition 3.3 (Line graph). Given a graph $R:=(V, E)$, the line graph of $R, L(R):=(E, F)$, is the graph whose vertices correspond to the edges of $R$, and

$$
\begin{equation*}
F:=\{(e, f)|e, f \in E,|e \cap f|=1\} \tag{3.51}
\end{equation*}
$$

$R$ is called the root graph of $L(R)$.

Not every graph can be realized as the line graph of another graph. In particular, note that a line graph is always claw-free, as three edges cannot all be incident to a fourth edge without at least two of those edges being incident to each other. In fact, line graphs are characterized by a complete set of
nine forbidden subgraphs that includes the claw [104]. Using the notation of Def. 3.3, a vertex $j \in V$ in $R$ is mapped to the clique $K_{j}:=\{(j, k)\}_{k \in \Gamma(j)} \subseteq E$ in $L(R)$ under the line graph mapping. Because every edge has two vertices, it is an equivalent characterization of line graphs that the edges of a line graph $L(R)$ can be partitioned into cliques such that every vertex in $L(R)$ is a member of at most two cliques [98]. Furthermore, every such clique $K_{j}$ in $L(R)$ is simplicial because $\Gamma_{L(R) \backslash K_{j}}[e]=K_{k}$ for $e=(j, k) \in E$. Thus, line graphs are automatically simplicial and claw-free. Similarly, a path of length $\ell$ in $R$ is mapped to an induced path of length $\ell-1$ in $L(R)$, and a cycle of length $\ell$ in $R$ is mapped to a hole of length $\ell$ in $L(R)$. Conversely, for every induced path in $L(R)$, there is a unique corresponding path in $R$; for every hole in $L(R)$, there is a unique corresponding cycle in $R$. A matching of size $k$ in $R$ is mapped to an independent set of order $k$ in $L(R)$, and for every independent set in $L(R)$, there is a unique matching in $R$.

In Ref. [22], it was shown that an injective generator-to-generator mapping from $H$ to a freefermion Hamiltonian $H_{\mathrm{f}}$ exists if and only if its frustration graph is a line graph. This allows us to associate each vertex $\boldsymbol{j} \in V$ of the frustration graph $G$ with an edge $\varphi(\boldsymbol{j}):=\left(\varphi_{1}(\boldsymbol{j}), \varphi_{2}(\boldsymbol{j})\right) \in E_{\mathrm{f}}$ of the fermion hopping graph $R$. We choose an ordering on the vertices $V_{\mathrm{f}}$, and our convention on $\varphi$ is such that $\varphi_{1}(\boldsymbol{j})<\varphi_{2}(\boldsymbol{j})$. While this mapping guarantees that commutation relations between terms are preserved, it does not necessarily give the correct products of free-fermion terms, since, for example, we can multiply a free-fermion term by any real number without changing the commutation relations. The products between free-fermion terms are enforced through constraints. The constraint that $h_{\boldsymbol{j}}^{2}=b_{\boldsymbol{j}}^{2}$ guarantees that we must identify $h_{\boldsymbol{j}}$ with one of $\pm i\left|b_{\boldsymbol{j}}\right| \gamma_{\varphi_{1}(\boldsymbol{j})} \gamma_{\varphi_{2}(\boldsymbol{j})}$. Becauase $\gamma_{j} \gamma_{k}=-\gamma_{k} \gamma_{j}$ for $j \neq k$, we can equivalently consider that $R$ is a directed graph with $\operatorname{arc}(j \rightarrow k) \in E_{\mathrm{f}}$ if $i h_{j k} \gamma_{j} \gamma_{k}$ appears in $H_{\mathrm{f}}$ and $h_{j k}>0$. The association of a direction to every edge in $R$ is called an orientation of $R$, which we denote by $\tau$. Concretely, we say that $\tau$ fixes the free-fermion mapping by identifying $h_{\boldsymbol{j}}$ with $i(-1)^{\tau(\boldsymbol{j})}\left|b_{\boldsymbol{j}}\right| \gamma_{\varphi_{1}(\boldsymbol{j})} \gamma_{\varphi_{2}(\boldsymbol{j})}$ with $\tau(\boldsymbol{j}) \in\{0,1\}$ for all $\boldsymbol{j} \in V$. We choose the orientation $\tau$ by imposing additional constraints, which correspond to restricting $H$ to a mutual eigenspace of its commuting cycle symmetries.

Let $C_{\mathrm{f}}:=\left\{j_{i}\right\}_{i=0}^{\ell-1} \subseteq V_{\mathrm{f}}$ be a cycle in $R$, and denote $C:=\left\{\boldsymbol{j}_{i}\right\}_{i=0}^{\ell-1} \subseteq V$ as the hole in $G$ such that $\varphi\left(\boldsymbol{j}_{i}\right)=\left(j_{i}, j_{i+1}\right) \in E_{\mathrm{f}}$, with index addition taken modulo $\ell$. We have

$$
\begin{equation*}
\prod_{i=0}^{\ell-1}\left(\gamma_{j_{i}} \gamma_{j_{i+1}}\right)=\prod_{j \in C_{\mathrm{f}}} \gamma_{j}^{2}=I \tag{3.52}
\end{equation*}
$$

Thus, we have that the cycle symmetry

$$
\begin{equation*}
h_{C}:=\prod_{\boldsymbol{j} \in C} h_{\boldsymbol{j}} \tag{3.53}
\end{equation*}
$$

commutes with every term in $H$ by the requirement that the generator-to-generator mapping preserve commutation relations. Furthermore, cycle symmetry operators $h_{C}, h_{C^{\prime}}$ mutually commute for distinct holes $C, C^{\prime} \subset V$ because they themselves are products of terms from $H$. While $h_{C}$ is not proportional to the identity in general, $h_{C}^{2}$ is. Under the free-fermion solution, $h_{C}$ maps to

$$
\begin{equation*}
\prod_{j \in C}\left(i(-1)^{\tau(\boldsymbol{j})}\left|b_{\boldsymbol{j}}\right| \gamma_{\varphi_{1}(\boldsymbol{j})} \gamma_{\varphi_{2}(\boldsymbol{j})}\right)= \pm i^{|C|}\left(\prod_{j \in C}\left|b_{\boldsymbol{j}}\right|\right) \tag{3.54}
\end{equation*}
$$

Thus, choosing an orientation $\tau$ is equivalent to fixing a mutual set of symmetry eigenvalues, and we have a unique free-fermion solution for every such restriction. It is shown in Ref. [22] that every mutual set of symmetry eigenvalues corresponds to an orientation of $R$.

Finally, the parity operator

$$
\begin{equation*}
\mathrm{P}:=i^{\frac{1}{2}\left|V_{\mathrm{f}}\right|\left(\left|V_{\mathrm{f}}\right|-1\right)} \prod_{j \in V_{\mathrm{f}}} \gamma_{j} \tag{3.55}
\end{equation*}
$$

is always a symmetry of $H_{\mathrm{f}}$. When $\left|V_{\mathrm{f}}\right|$ is even, this operator can be constructed from terms in $H_{\mathrm{f}}$ using edges from a structure called a $T$-join of $R$. A perfect matching is a special case of a $T$-join, and a graph with even order will have a $T$-join even if it does not have a perfect matching. If $M$ is a perfect matching in $R$, then P can be constructed as the product $\left(\prod_{(j, k) \in M} i \gamma_{j} \gamma_{k}\right)$. However, the corresponding product, $h_{M}$, of terms from $H$ may give the identity, so we must only consider a fixed-parity restriction of $H_{\mathrm{f}}$ as a solution to the spin model.

### 3.3.3 "Hidden" Free-Fermion Modes

We now consider the much more detailed problem of finding a free-fermion solution to a spin model whose frustration graph is not a line graph. In this case, there is no direct mapping from terms in $H$ to terms in any free-fermion Hamiltonian $H_{\mathrm{f}}$ of the form in Eq. (3.32). However, it may still be possible to find a free-fermion solution to $H$. The essential idea is to treat independent sets, cliques, induced paths, and holes algebraically as though they result from a line graph mapping, even though there is no associated root graph. Our foray into this problem is the machinery of transfer matrices. We first need to define the following set of operators, related to independent sets of the frustration
graph $G$.
Definition 3.4 (Independent-set charges). The independent-set charges $\left\{Q_{G}^{(k)}\right\}_{k=0}^{\alpha(G)}$ are defined as the sum over independent sets of order $k$ in $G$ by

$$
\begin{equation*}
Q_{G}^{(k)}=\sum_{S \in \mathcal{S}_{G}^{(k)}} h_{S} \tag{3.56}
\end{equation*}
$$

Note that $Q_{G}^{(1)}:=H$. By convention, $Q_{G}^{(0)}:=I$, and $Q_{G}^{(k)}=0$ for $k<0$.
It is shown in Ref. [126] that the independent-set charges $Q_{G}^{(k)}$ commute with each other when $G$ is claw-free. Because $Q_{G}^{(1)}=H$, the independent-set charges are conserved as well.

The independent set charges satisfy a recursion relation due to the fact that no independent set can have more than one vertex in a clique of $G$. For a given clique $K \subseteq V$, we partition terms in $Q_{G}^{(k)}$ according to independent sets with no vertices in $K$ and those with exactly one vertex in $K$. This gives

$$
\begin{equation*}
Q_{G}^{(k)}=Q_{G \backslash K}^{(k)}+\sum_{\boldsymbol{j} \in K} h_{\boldsymbol{j}} Q_{G \backslash \Gamma[\boldsymbol{j}]}^{(k-1)} \tag{3.57}
\end{equation*}
$$

When $K=K_{s}$ is a simplicial clique, we define

$$
\begin{equation*}
K_{\boldsymbol{j}} \equiv \Gamma[\boldsymbol{j}] \backslash\left(K_{s} \backslash\{\boldsymbol{j}\}\right) \tag{3.58}
\end{equation*}
$$

as the clique such that $\Gamma[\boldsymbol{j}]=K_{s} \cup K_{\boldsymbol{j}}$. Note that we define $K_{\boldsymbol{j}}$ such that $\boldsymbol{j} \in K_{\boldsymbol{j}}$. In this case, we can show the following lemma

Lemma 3.1. With the definitions above, we have

$$
\begin{equation*}
Q_{G}^{(k)}=Q_{G \backslash K_{s}}^{(k)}+\sum_{\boldsymbol{j} \in K_{s}} Q_{G \backslash K_{\boldsymbol{j}}}^{(k-1)} h_{\boldsymbol{j}} \tag{3.59}
\end{equation*}
$$

where $K_{s}$ is a simplicial clique in the claw-free graph $G$.

We prove Lemma 3.1 in Sect. 3.C. We next define the transfer operator.

Definition 3.5 (Transfer operator [23]). Let $H$ be a Hamiltonian with frustration graph $G$. The
transfer operator $T_{G}(u)$ is defined as the generating function of independent set charges

$$
\begin{align*}
T_{G}(u) & :=\sum_{S \in \mathcal{S}_{G}}(-u)^{|S|} h_{S}  \tag{3.60}\\
& =\sum_{k=0}^{\alpha(G)}(-u)^{k} Q_{G}^{(k)} \tag{3.61}
\end{align*}
$$

where $u \in \mathbb{R}$ is the spectral parameter.
The transfer operator can be viewed as the operator analogue for the independence polynomial of a graph.

Definition 3.6 (Vertex-weighted independence polynomial).

$$
\begin{equation*}
I_{G}(x)=\sum_{S \in \mathcal{S}_{G}} x^{|S|} \prod_{\boldsymbol{j} \in S} b_{\boldsymbol{j}}^{2} \tag{3.62}
\end{equation*}
$$

Both the transfer operator and the independence polynomial satisfy similar recursion relations to Eq. (3.57)

$$
\begin{align*}
T_{G}(u) & =T_{G \backslash K}(u)-u \sum_{\boldsymbol{j} \in K} h_{\boldsymbol{j}} T_{G \backslash \Gamma[\boldsymbol{j}]}(u)  \tag{3.63}\\
I_{G}(x) & =I_{G \backslash K}(x)+x \sum_{\boldsymbol{j} \in K} b_{\boldsymbol{j}}^{2} I_{G \backslash \Gamma[\boldsymbol{j}]}(x) \tag{3.64}
\end{align*}
$$

A special case of these recursion relations is that for which $K$ consists of a single vertex.
The transfer operator bears an interesting relation to the characteristic polynomial for the freefermion model.

Definition 3.7 (Generalized characteristic polynomial). Let $H$ be an SCF Hamiltonian with frustration graph $G$. The generalized characteristic polynomial $Z_{G}$ of $G$ is defined as

$$
\begin{equation*}
Z_{G}\left(-u^{2}\right):=T_{G}(u) T_{G}(-u) \tag{3.65}
\end{equation*}
$$

with the transfer operator defined as in Def. 3.5.

Strictly speaking, $Z_{G}$ is an operator-valued polynomial, but reduces to an ordinary polynomial when restricted to a mutual eigenspace of the $J_{G}\left[\left\langle C_{0}\right\rangle\right]$. The reason for calling $Z_{G}$ the generalized
characteristic polynomial becomes clear when we consider the case where $G$ is a line graph $L(R)$. Suppose this is the case. In Sect. 3.B, Eq. (3.225), we show

$$
\begin{align*}
Z_{G}\left(-u^{2}\right)= & \sum_{\substack{S, T \in \mathcal{S}_{G} \\
S \oplus T=\partial \mathcal{X} \\
\mathcal{X} \in \mathscr{C}_{G}^{\text {(even }}}}\left(-u^{2}\right)^{|S|} h_{S} h_{T}  \tag{3.66}\\
= & \sum_{\substack{S, T \in \mathcal{S}_{G} \\
S \oplus T=\text { OX } \\
\mathcal{X} \in \mathscr{C}_{G}^{\text {(even) }}}}\left(-u^{2}\right)^{|S|}\left(\prod_{j \in S \cap T} b_{j}^{2}\right) \prod_{C \in \mathcal{X}} h_{C} . \tag{3.67}
\end{align*}
$$

Because the $h_{C}$ are symmetries of the Hamiltonian, we can restrict to a mutual eigenspace of these symmetries through the orientation of $R$ implicit in $\mathbf{h}$. Denote $M_{S} \in \mathcal{M}_{R}^{(|S|)}$ as the matching of $R$ corresponding to the independent set $S$ in $L(R)$, and similarly for $M_{T}$. Under the free-fermion solution, the operator $h_{S} h_{T}$ maps to

$$
\begin{align*}
& {\left[\prod_{\substack{(j, k) \in M_{S} \\
j<k}}\left(i h_{j k} \gamma_{j} \gamma_{k}\right)\right]\left[\prod_{\substack{(j, k) \in M_{T} \\
j<k}}\left(i h_{j k} \gamma_{j} \gamma_{k}\right)\right]}  \tag{3.68}\\
& =(-1)^{\pi\left(M_{S}\right)+\pi\left(M_{T}\right)}\left(\prod_{\substack{(j, k) \in M_{S} \\
j<k}} h_{j k}\right)\left(\prod_{\substack{(j, k) \in M_{T} \\
j<k}} h_{j k}\right)
\end{align*}
$$

since every Majorana mode is either included zero times or twice in this product by the constraint on $S \oplus T$. The phase factor is calculated by sorting the Majorana modes in each matching individually, giving a factor of $(-1)^{\pi\left(M_{S}\right)+\pi\left(M_{T}\right)}$. Squaring the sorted operator gives a factor of $i^{2|M|}(-1)^{\frac{1}{2}(2|M|)(2|M|-1)}=$ 1. Comparing Eqs. (3.66) and (3.68) to Eq. (3.48) gives

$$
\begin{equation*}
Z_{L(R)}\left(-u^{2}\right)=f_{\mathbf{h}}(u) \tag{3.69}
\end{equation*}
$$

In the case where $G$ is a general SCF graph, Eqs. (3.66) and (3.67) still hold, but the $h_{C}$ are not symmetries of the Hamiltonian in general. To recover a set of cycle-like symmetries, we need to sum these operators over subsets of even-holes with the same neighborhood, and the solution follows analogously.

To finally give the full solution, we need to describe the fermionic eigenmodes. These are given in terms of the roots $\left\{ \pm u_{j}\right\}$ of $Z_{G}\left(-u^{2}\right)$ over a fixed symmetric subspace via the transfer operator and a so-called simplicial mode.

Definition 3.8 (Simplicial mode). Let $H$ be an SCF Hamiltonian with frustration graph $G$. A
simplicial mode with respect to a simplicial clique $K_{s}$ is a Pauli operator $\chi:=\sigma^{j^{*}}$ such that $\boldsymbol{j}^{*} \notin V$, and $\chi$ satisfies

$$
\begin{equation*}
\left\langle\boldsymbol{j}^{*}, \boldsymbol{k}\right\rangle=\delta_{\boldsymbol{k} \in K_{s}} \tag{3.70}
\end{equation*}
$$

That is, $\chi$ only anticommutes with terms in $H$ whose vertices in $G$ are in the simplicial clique $K_{s}$.
In Ref. [126], the corresponding result is proven in the special case that $G$ is even-hole-free and claw-free. It is shown in Ref. [127] that these graphs are always simplicial. In this case, there is only one symmetry sector $\mathcal{J}$, for which $\Pi_{\mathcal{J}}=I$, so the mapping to the free-fermion model is "direct" in this sense. Additionally, considering Eq. (3.67) when there are no even holes in $G$, we see that the only nonvanishing terms in Eq. (3.66) are those for which $S=T$, and the generalized characteristic polynomial coincides with the vertex-weighted independence polynomial

$$
\begin{equation*}
Z_{G}\left(-u^{2}\right)=I_{G}\left(-u^{2}\right) \tag{3.71}
\end{equation*}
$$

It is a well-known result that the independence polynomial of a claw-free graph has real negative roots [102], and the generalization to the vertex-weighted case can be seen from [100].

### 3.4 Claw-Free Graphs

We review some properties of claw-free graphs that are important for our purposes. The following is a well-known fact about claw-free graphs, which we set apart by stating as a lemma and briefly prove for completeness.

Lemma 3.2. Let $S$ and $S^{\prime}$ be independent sets. The graph $G\left[S \oplus S^{\prime}\right]$ induced by the symmetric difference of $S$ and $S^{\prime}$ is a bipartite graph of maximum degree at most two.

Proof. Clearly $G\left[S \oplus S^{\prime}\right]$ is bipartite with coloring classes $S \backslash S^{\prime}$ and $S^{\prime} \backslash S$, which are both independent sets by definition. If any vertex $\boldsymbol{j} \in S \oplus S^{\prime}$ has degree greater than two in $G\left[S \oplus S^{\prime}\right]$, then $\boldsymbol{j}$, together with any three of its neighbors in $G\left[S \oplus S^{\prime}\right]$, induce a claw in $G$.

Lemma 3.2 implies that $G\left[S \oplus S^{\prime}\right]$ is a union of disjoint isolated vertices, induced paths, and even holes (odd holes are not bipartite).

Induced paths and even holes are triangle-free (they do not contain a clique of three vertices). As we might expect, the tension between this triangle-free constraint and the claw-free constraint on the
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Table 3.2: Summary of the possible neighboring relations between a hole or induced path $L$ and a vertex $\boldsymbol{j} \notin L$ in a claw-free graph. (a) The Hamiltonian term $h_{\boldsymbol{j}}$ commutes with $h_{L}$ only if $\boldsymbol{j}$ has at most four neighbors in $L$. If $\boldsymbol{j}$ has two neighbors in $L$, they must be (a.ii) neighboring, or (a.v) the endpoints of an induced path of at least one edge. If $\boldsymbol{j}$ has four neighbors in $L$, they may (a.iii) induce two disjoint edges, a path of length three, or (a.iv) a hole of length four in $L$. (b) The Hamiltonian term $h_{j}$ anticommutes with $h_{L}$ only if $\boldsymbol{j}$ has at most five neighbors in $L$. If $\boldsymbol{j}$ has three neighbors in $L$, they must (b.i) induce a path of length two in $L$, unless (b.iv) $L$ is an induced path, in which case $\boldsymbol{j}$ can neighbor an endpoint and any pair of neighboring vertices in $L$. (b.i) The only possibility for $\boldsymbol{j}$ to have one neighbor in $L$ is if $L$ is an induced path, and $\boldsymbol{j}$ is neighboring its endpoint. (b.ii) The only possibility for $\boldsymbol{j}$ to have five neighbors in $L$ is if $L$ is a hole of length five. In case (b.i), we can define a unique additional hole or induced path by the single-vertex deformation $(L \backslash\{\boldsymbol{k}\}) \cup\{\boldsymbol{j}\}$.
entire graph tightly restricts the neighboring relations between these structures and other vertices in the graph.

Lemma 3.3. Given an induced path or hole $L$ in a claw-free graph $G$ and a vertex $\boldsymbol{j} \notin L$, then the only possible neighboring relations between $\boldsymbol{j}$ and $L$ are given in Table 3.2.

Proof. Rather than list the cases here, we give their definitions in the caption under Table 3.2. These cases are not necessarily mutually exclusive, such as for $L$ an induced path of length one. Note that, while we consider general holes in this lemma, we define a hole to have length greater than three, so $G[L]$ contains no triangles. Additionally, any induced subgraph of $G[L]$ must either be bipartite (an even hole, or a disjoint union of induced paths) or an odd hole. Since any bipartite graph of at least five vertices or odd hole of more than five vertices contains an independent set of at least three vertices, $\boldsymbol{j}$ cannot have five or more neighbors in $L$ unless $L$ is a hole of five vertices. This gives case (b.ii). Clearly, there are no claws in $G[\{\boldsymbol{j}\} \cup L]$ if $\boldsymbol{j}$ has no neighbors in $L$, so this gives case (a.i). We consider each additional case according to the number of neighbors to $\boldsymbol{j}$ in $L$.

Suppose $\boldsymbol{j}$ has exactly one neighbor, $\boldsymbol{k} \in L$. If $\boldsymbol{k}$ has two neighbors, $\boldsymbol{u}, \boldsymbol{v} \in L$, then $\{\boldsymbol{k}, \boldsymbol{j}, \boldsymbol{u}, \boldsymbol{v}\}$ induces a claw in $G$. Thus, the only possibility is for $\boldsymbol{k}$ to have exactly one neighbor in $L$. This gives case (b.iii), where $L$ is an induced path, and $\boldsymbol{k}$ is an endpoint of $L$.

More generally, if $\boldsymbol{k} \in L$ is a neighbor to $\boldsymbol{j} \notin L$, and $\boldsymbol{k}$ has two neighbors $\boldsymbol{u}, \boldsymbol{v} \in L$, then at least one of $\boldsymbol{u}, \boldsymbol{v}$ must be a neighbor to $\boldsymbol{j}$ as well. If $\boldsymbol{j}$ has exactly two neighbors, $\Gamma_{L}(\boldsymbol{j}):=\left\{\boldsymbol{k}_{0}, \boldsymbol{k}_{1}\right\} \subseteq L$, this gives case (a.ii) when at least one of $\boldsymbol{k}_{0}, \boldsymbol{k}_{1}$ has two neighbors in $L$. If both of $\boldsymbol{k}_{0}$ and $\boldsymbol{k}_{1}$ have exactly one neighbor in $L$, this gives case (a.v).

If $\boldsymbol{j}$ has exactly three neighbors $\Gamma_{L}(\boldsymbol{j}):=\left\{\boldsymbol{k}_{0}, \boldsymbol{k}_{1}, \boldsymbol{k}_{2}\right\} \subseteq L$, then at least two of these vertices must be neighboring in $L$. This gives case (b.i) when all of $\boldsymbol{k}_{0}, \boldsymbol{k}_{1}$, and $\boldsymbol{k}_{2}$ have two neighbors in $L$. If at least one of $\boldsymbol{k}_{0}, \boldsymbol{k}_{1}$, or $\boldsymbol{k}_{2}$ has one neighbor in $L$, then we have case (b.iv).

If $\boldsymbol{j}$ has four neighbors $\Gamma_{L}(\boldsymbol{j}):=\left\{\boldsymbol{k}_{0}, \boldsymbol{k}_{1}, \boldsymbol{k}_{2}, \boldsymbol{k}_{3}\right\} \subseteq L$, then we have case (a.iv) if $L$ is a hole of length four. In general, any subset of three vertices in $L$ has an independent set of at least two vertices, since $G[L]$ does not contain triangles. Thus, $G\left[\Gamma_{L}(\boldsymbol{j})\right]$ cannot contain an isolated vertex. Assuming $\Gamma_{L}(\boldsymbol{j})$ not to be a hole, there is a pair of vertices in $\Gamma_{L}(\boldsymbol{j})$ with only one neighbor in $\Gamma_{L}(\boldsymbol{j})$. Without loss of generality, suppose these vertices are $\left\{\boldsymbol{k}_{0}, \boldsymbol{k}_{3}\right\}$. If these vertices are neighboring, then $\boldsymbol{k}_{1}$ and $\boldsymbol{k}_{2}$ must be neighboring, so as not to be isolated. This gives case (a.iii). If $\boldsymbol{k}_{0}$ and $\boldsymbol{k}_{3}$ have the same unique neighbor, say $\boldsymbol{k}_{1}$, then $\boldsymbol{k}_{2}$ must also neighbor $\boldsymbol{k}_{1}$ since it again cannot be isolated in $G\left[\Gamma_{L}(\boldsymbol{j})\right.$, and we have assumed $\boldsymbol{k}_{0}$ and $\boldsymbol{k}_{3}$ each only have one neighbor in $\Gamma_{L}(\boldsymbol{j})$. However, this gives that $\boldsymbol{k}_{1}$ has degree three in $G[L]$ (and accordingly $\left\{\boldsymbol{k}_{1}, \boldsymbol{k}_{0}, \boldsymbol{k}_{2}, \boldsymbol{k}_{3}\right\}$ induces a claw in $G$ ), so we must have that
$\boldsymbol{k}_{0}$ and $\boldsymbol{k}_{3}$ have distinct unique neighbors in $G\left[\Gamma_{L}(\boldsymbol{j})\right]$ if they are not neighboring. Suppose $\boldsymbol{k}_{1}$ is the unique neighbor to $\boldsymbol{k}_{0}$, and $\boldsymbol{k}_{2}$ is the unique neighbor to $\boldsymbol{k}_{3}$. This again gives case (a.iii).

In the forthcoming graph-theoretic proofs, Lemma 3.3 is very important insofar as it allows us to infer neighboring relations based on partial information. We state this explicitly as a pair of useful corollaries

Corollary 3.1. If $\boldsymbol{j}$ is neighboring to $\boldsymbol{k}$ in an even hole, $C$, then $\boldsymbol{j}$ is also neighboring to a neighbor of $\boldsymbol{k}$ in $C$.

Corollary 3.2. Let $\boldsymbol{j}$ be such that $\boldsymbol{k}_{0}-\boldsymbol{k}_{1}-\boldsymbol{k}_{2} \subseteq \Gamma_{L}(\boldsymbol{j})$ for an induced path or even hole $L$. If $\boldsymbol{j}$ has an additional neighbor $\boldsymbol{u} \in L$, then $\boldsymbol{u}$ must neighbor at least one of $\boldsymbol{k}_{0}$ or $\boldsymbol{k}_{2}$.

We make the distinction between the case where $h_{\boldsymbol{j}}$ commutes with $h_{L}$ and the case where $h_{\boldsymbol{j}}$ anticommutes with $h_{L}$ in Table 3.2, as the latter is especially important from a physical perspective. Interestingly, there is only one possibility for $h_{\boldsymbol{j}}$ to anticommute with $h_{C}$ when $C$ is an even hole, which is Table 3.2 (b.i). When this case holds, and $L$ is either an induced path or even hole, there is a unique additional induced path or even hole defined informally as a rerouting of $L$ through $\boldsymbol{j}$.

Definition 3.9 (Single-vertex deformation). Let $L$ be a hole or an induced path, and let $\boldsymbol{j} \notin L$ be a vertex with neighborhood $\Gamma_{L}(\boldsymbol{j}):=\boldsymbol{u}-\boldsymbol{k}-\boldsymbol{v}$ as in case (b.i) of Table 3.2. The single-vertex deformation $L^{\prime}$ of $L$ by $\boldsymbol{j}$ is given by

$$
\begin{equation*}
L^{\prime}:=(L \backslash\{\boldsymbol{k}\}) \cup\{\boldsymbol{j}\} . \tag{3.72}
\end{equation*}
$$

The vertex $\boldsymbol{k}$ is called the clone to $\boldsymbol{j}$ in $L$ and is denoted by $\boldsymbol{j} \prec_{L} \boldsymbol{k}$.
Note that single-vertex deformations are "reversible"; if $\boldsymbol{j} \prec_{L} \boldsymbol{k}$, then $\boldsymbol{k} \prec_{L^{\prime}} \boldsymbol{j}$.
There is a kind of generalization of a deformation that we need for our proof of Result 3.2.

Definition 3.10 (Bubble wand, handle, hoop). Suppose $\boldsymbol{j}$ neighbors a path $P$ as in case (b.iv) with $\Gamma_{P}(\boldsymbol{j})=\left\{\boldsymbol{j}_{i}-\boldsymbol{j}_{i+1}, \boldsymbol{j}_{\ell}\right\}$ as labeled in Eq. (3.29). We define the bubble wand graph to be $B:=P \cup\{\boldsymbol{j}\}$ and define the handle of the wand as the path $P_{i}:=\left\{\boldsymbol{j}_{k}\right\}_{k=0}^{i}$, with the hoop defined as $C:=B \backslash P_{i}$. We denote this relationship by $B=P_{i} \triangleleft C$.

We will return to this structure in Sect. 3.7.
We collect all of the holes or induced paths related by sequences of single-vertex deformations into sets called deformation closures.

Definition 3.11 (Deformation closure). Let $L_{0}$ be a hole or an induced path. The deformation closure $\left\langle L_{0}\right\rangle$ of $L_{0}$ is the set such that $L_{0} \in\left\langle L_{0}\right\rangle$ and, for any hole or induced path $L \in\left\langle L_{0}\right\rangle$ and single-vertex deformation $L^{\prime}$ of $L, L^{\prime} \in\left\langle L_{0}\right\rangle$ as well.

Note that a given hole or induced path cannot belong to more than one deformation closure. If $L \in\left\langle L_{0}\right\rangle$ and $L \in\left\langle L_{0}^{\prime}\right\rangle$, then $L$ and $L_{0}$ are related by a deformation, and so are $L$ and $L_{0}^{\prime}$. Thus, $L_{0}$ is related to $L_{0}^{\prime}$ by the deformation that first takes $L_{0}$ to $L$ and then from $L$ to $L_{0}^{\prime}$. This therefore gives $\left\langle L_{0}\right\rangle=\left\langle L_{0}^{\prime}\right\rangle$. Additionally, all of the holes in a deformation closure have the same length, so the deformation closures partition the holes in the graph such that all of the holes in a given deformation closure have a fixed length. The induced paths in a given deformation closure have the same length and endpoints, so their deformation closures partition them similarly.

The structures of the deformation closures can be complicated, with certain single-vertex deformations either enabled or prevented by other ones. In particular, this happens when a given vertex $\boldsymbol{t}$ is neighboring to exactly one of $\{\boldsymbol{s}, \boldsymbol{a}\}$ with $\boldsymbol{s} \prec_{L} \boldsymbol{a}$. In this case, we say that $\boldsymbol{t}$ is dependent on the deformation by $\boldsymbol{s} \prec_{L} \boldsymbol{a}$. We will especially be interested in the instance where $L$ is an even hole, for which we have the following lemma.

Lemma 3.4. Let $C$ be an even hole with labeling defined as in Eq. (3.30). If $\boldsymbol{s} \prec_{C} \boldsymbol{a}_{0}$ and $\boldsymbol{t}$ neighbors exactly one of $\left\{s, a_{0}\right\}$, then we must have either

$$
\Gamma_{(\{s\} \cup C)}(\boldsymbol{t})= \begin{cases}\boldsymbol{a}_{k-1}-\boldsymbol{b}_{0}-\boldsymbol{u} & \text { (i) }  \tag{3.73}\\ \boldsymbol{b}_{k-1}-\boldsymbol{a}_{k-1}-\boldsymbol{b}_{0}-\boldsymbol{u} & \text { (ii) } \\ \boldsymbol{u}-\boldsymbol{b}_{1}-\boldsymbol{a}_{1} & \text { (iii) } \\ \boldsymbol{u}-\boldsymbol{b}_{1}-\boldsymbol{a}_{1}-\boldsymbol{b}_{2} & \text { (iv) }\end{cases}
$$

where $\boldsymbol{u}=\boldsymbol{s}$ or $\boldsymbol{u}=\boldsymbol{a}_{0}$. If $k=2$, then cases (ii) and (iv) coincide.

Proof. Without loss of generality, suppose $\boldsymbol{u}=\boldsymbol{s}$, and let $C^{\prime}:=\left(C \backslash \boldsymbol{a}_{0}\right) \cup\{\boldsymbol{s}\}$ be the single-vertex deformation of $C$ by $\boldsymbol{s}$. By Corollary 3.1, $\boldsymbol{t}$ must neighbor at least one vertex in $\Gamma_{C^{\prime}}(\boldsymbol{s})=\left\{\boldsymbol{b}_{0}, \boldsymbol{b}_{1}\right\}$. Once again without loss of generality, suppose $\boldsymbol{t}$ neighbors $\boldsymbol{b}_{0}$. Again by Corollary 3.1, $\boldsymbol{t}$ must neighbor at least one vertex in $\Gamma_{C}\left(\boldsymbol{b}_{0}\right)=\left\{\boldsymbol{a}_{k-1}, \boldsymbol{a}_{0}\right\}$, so it must neighbor $\boldsymbol{a}_{k-1}$. This gives case (i). If $\boldsymbol{t}$ has an additional neighbor in $C^{\prime}$, then by Corollary 3.2 , it must be either $\boldsymbol{b}_{k-1}$ or $\boldsymbol{b}_{1}$. If $k=2$, then $\boldsymbol{b}_{k-1}=\boldsymbol{b}_{1}$, cases (ii) and (iv) coincide, and this gives that case. If $k>2$, then $\boldsymbol{t}$ cannot neighbor $\boldsymbol{b}_{1}$, as $\left\{\boldsymbol{b}_{1}, \boldsymbol{t}, \boldsymbol{a}_{0}, \boldsymbol{a}_{1}\right\}$ would induce a claw, and $\boldsymbol{t}$ cannot have any additional neighbors in $C^{\prime}$ in this case.

Thus, $\boldsymbol{t}$ must neighbor $\boldsymbol{b}_{k-1}$, and this gives case (ii). A similar argument applies for the case where $\boldsymbol{b}_{1} \in \Gamma_{C}(\boldsymbol{t})$ and the case where $\boldsymbol{u}=\boldsymbol{a}_{0}$.

Lemma 3.4 gives the following useful corollaries.
Corollary 3.3. If $\boldsymbol{t}$ neighbors exactly one of $\left\{\boldsymbol{s}, \boldsymbol{a}_{0}\right\}$ in the setting of Lemma 3.4 with $k>2$, it must neighbor exactly one of $\left\{\boldsymbol{b}_{0}, \boldsymbol{b}_{1}\right\}$.

Corollary 3.4. If $\boldsymbol{t}$ neighbors at least one of $\left\{\boldsymbol{s}, \boldsymbol{a}_{0}\right\}$ and both of $\left\{\boldsymbol{b}_{0}, \boldsymbol{b}_{1}\right\}$ in the setting of Lemma 3.4 with $k>2$, it must neighbor both of $\left\{\boldsymbol{s}, \boldsymbol{a}_{0}\right\}$.

As stated previously, Lemma 3.4 allows us to consider sequences of deformations. The following lemma is a simple example

Lemma 3.5. If $\boldsymbol{t} \in \Gamma\left[C_{0}\right]$ for an even hole $C_{0}$, then $\boldsymbol{t} \in \Gamma[C]$ for any even hole $C \in\left\langle C_{0}\right\rangle$.
Proof. It is sufficient to prove that $t \in \Gamma[C]$ for $C$ a single-vertex deformation of $C_{0}$. Thus, let

$$
\begin{equation*}
C:=\left(C_{0} \backslash\left\{\boldsymbol{a}_{0}\right\}\right) \cup\{\boldsymbol{s}\} \tag{3.74}
\end{equation*}
$$

with $\boldsymbol{s} \prec_{C_{0}} \boldsymbol{a}_{0}$. Suppose that $\boldsymbol{t} \notin \Gamma[C]$, then $\boldsymbol{t} \notin C \cup C_{0}$ since $C \cup C_{0} \subset \Gamma[C]$, and $\Gamma_{C \cup C_{0}}(\boldsymbol{t})=\boldsymbol{a}_{0}$ since $\boldsymbol{t} \in \Gamma\left[C_{0}\right]$. However, this is a contradiction to Lemma 3.4. Therefore, if $\boldsymbol{t} \in \Gamma\left[C_{0}\right]$, then $\boldsymbol{t} \in \Gamma[C]$ for any single-vertex deformation $C$ of $C_{0}$. For an even hole $C \in\left\langle C_{0}\right\rangle$ that is not necessarily a singlevertex deformation of $C_{0}$, applying this result iteratively to the sequence of deformations from $C_{0}$ to $C$ gives the lemma.

Lemma 3.5 shows that $\Gamma[C]=\Gamma\left[C_{0}\right]$ for any $C \in\left\langle C_{0}\right\rangle$. Conversely, if $\boldsymbol{t} \notin \Gamma\left[C_{0}\right]$, then $\boldsymbol{t} \notin \Gamma[C]$ for any $C \in\left\langle C_{0}\right\rangle$. Recall from Sect. 3.2 that two even holes $C$ and $C^{\prime}$ are said to be compatible if $\boldsymbol{j} \notin \Gamma\left[C^{\prime}\right]$ for every $\boldsymbol{j} \in \Gamma[C]$. We thus have the following corollary

Corollary 3.5. If an even hole $C$ is compatible with an even hole $C_{0}$, then $C$ is compatible with any even hole $C^{\prime} \in\left\langle C_{0}\right\rangle$.

These results will allow us to collect statements about individual even holes into statements about their deformation closures.

We now turn to the structures of deformation sequences. We give two important examples of deformation sequences in Fig. 3.3. In each, we deform the hole $C$ by each vertex in $S:=\left\{s_{j}\right\}_{j=0}^{\ell-1}$ successively in $j$. Let $C^{(j)}$ be the hole following the deformation by $s_{j}$, with the last hole in the deformation denoted by $\widetilde{C}:=C^{(\ell-1)}$.


Figure 3.3: Two special cases for deformations of an even hole $C$ by a sequence of vertices $S:=\left\{s_{j}\right\}_{j=0}^{\ell-1}$. (a) The deformation along a path $P$ when $S$ is an independent set, defined as the path component of $G\left[S \oplus C_{a}\right]$ with endpoint $\boldsymbol{s}_{0}$, where $C_{a}$ is the coloring class to which the clone of $\boldsymbol{s}_{0}$ in $C$ belongs. If $\boldsymbol{s}_{\ell}$ is present, then we cannot deform by $\boldsymbol{s}_{\ell}$, and we say that $\boldsymbol{s}_{0}$ is tethered to $\boldsymbol{s}_{\ell}$. Otherwise, the path $P$ has odd length. (b) Deformation by a sequence of length-one paths. If $s_{\ell-1}$ has three neighbors in $C$, then we can not deform by $\boldsymbol{s}_{\ell-1}$, and $\boldsymbol{s}_{0}$ and $\boldsymbol{s}_{\ell-1}$ are similarly uniquely paired.

In Fig. 3.3a, we consider the case where $S$ is an independent set in $G$. That is, $\boldsymbol{s}_{j+1}$ is not neighboring to $\boldsymbol{s}_{j}$, but is neighboring to its clone, $\boldsymbol{a}_{j}$, in $C^{(j-1)}$. If we can deform $C^{(j)}$ by $\boldsymbol{s}_{j+1}$, then $\boldsymbol{s}_{j+1} \prec_{C^{(j)}} \boldsymbol{a}_{j+1}$ by Lemma 3.4. Because none of the $\left\{\boldsymbol{s}_{j}\right\}$ are neighboring, $\boldsymbol{s}_{j+1}$ is not neighboring to $\boldsymbol{b}_{j}$ for $j>0$. Otherwise, $\boldsymbol{s}_{j+1}$ would be neighboring to $\boldsymbol{s}_{j-1}$ by Lemma 3.4 applied to the hole $C^{(j-1)}$. Thus, the deformation must continue in the "direction" specified by $s_{0}$ and $s_{1}$.

There is a unique path associated to the sequence of deformations shown in Fig. 3.3a. This is the path component of $G\left[S \oplus C_{a}\right]$ with endpoint $s_{0}$, where the independent set $C_{a}$ is operationally defined as the coloring class of $C$ to which the clone to $s_{0}$ belongs. (Because $s_{0}$ has only one neighbor in $C_{a}$, it is the endpoint of a path component of $G\left[S \oplus C_{a}\right]$.) We call this sequential deformation by vertices in $P \cap S$ a deformation along the path $P$, and we call $P$ the deformation path. We call $s_{0}$ the initializing vertex of the deformation. We can continue the deformation until we reach a vertex $\boldsymbol{s}_{\ell}$ with only three neighbors in $C$, as shown in Fig. 3.3a, and we cannot deform by $\boldsymbol{s}_{\ell}$ if it is present. Letting $P^{\prime}$ be the path component of $G\left[S \oplus C_{b}\right]$ with $\boldsymbol{s}_{\ell}$ as an endpoint, we could similarly deform $C$ along $P^{\prime}$ until we reach the vertex $\boldsymbol{s}_{0}$, so $\boldsymbol{s}_{0}$ and $\boldsymbol{s}_{\ell}$ can be uniquely associated this way. We say that $s_{0}$ and $s_{\ell}$ are tethered with respect to $C$. If $s_{0}$ is untethered with respect to $C$ (i.e. $s_{\ell}$ is not present), the path $P$ has odd length $2 \ell-1$, so is given by

$$
\begin{equation*}
P:=\boldsymbol{s}_{0^{-}} \boldsymbol{a}_{0^{-}} \ldots \boldsymbol{s}_{\ell-1^{-}} \boldsymbol{a}_{\ell-1} . \tag{3.75}
\end{equation*}
$$

Note that for $|C|=2 k$, we must have $\ell \leq k$. Otherwise, this contradicts the requirement that $P$ is a path. Given a vertex $\boldsymbol{j} \notin C \cup S$, we show in Sect. 3.5.3 that requiring that $\boldsymbol{j}$ satisfy Lemma 3.3 simultaneously with respect to both $P$ and $C$ tightly constains its neighboring relations.

In Fig. 3.3b, we demonstrate an opposite extreme, whereby we deform along a sequence of lengthone untethered paths. Here $S$ is not an independent set, and $s_{j+1}$ neighbors $s_{j}$, but not its clone in $C$ (which may be in either coloring class). Because each untethered path in the deformation has length one, $s_{j+1}$ is the unique vertex dependent on the deformation by $\boldsymbol{s}_{j}$. We can continue this sequential deformation by vertices in $S$ until we again reach a vertex $\boldsymbol{s}_{\ell-1}$ with three neighbors in $C$. Starting the deformation instead from $\boldsymbol{s}_{\ell-1}$ and deforming by each vertex $\boldsymbol{s}_{\ell-j}$ successively in $j$, we see we can continue until we reach $s_{0}$. Thus, $s_{0}$ and $s_{\ell}$ can be uniquely associated in this way.

We close this section with an overall summary in relation to previous results. Deformations for holes and induced paths are closely related to well-studied reconfiguration problems for claw-free graphs. A reconfiguration problem considers whether a graph structure, such as an independent set or shortest path, can be reached from another one by a sequence of allowed moves. We consider the following important reconfiguration move for independent sets

Definition 3.12 (Token sliding [128]). Given independent sets $S, S^{\prime}$ in a claw-free graph $G, S$ and $S^{\prime}$ are related by a token slide if there is a pair of neighboring vertices $\boldsymbol{u}, \boldsymbol{v}$ with $\boldsymbol{u} \in S \backslash S^{\prime}$ and $\boldsymbol{v} \in S^{\prime} \backslash S$ such that

$$
\begin{equation*}
S^{\prime}=(S \backslash \boldsymbol{u}) \cup\{\boldsymbol{v}\} \tag{3.76}
\end{equation*}
$$

That is, we consider a set of tokens placed on the independent set $S$ and ask whether we can obtain $S^{\prime}$ from $S$ by sliding a token along an edge of $G$. Note that if $S^{\prime}$ is reachable from $S$ by a token sliding move, then $S$ is similarly reachable from $S^{\prime}$. We say that $S \leftrightarrow_{\mathrm{TS}} S^{\prime}$ if $S$ and $S^{\prime}$ are related by a sequence of token-sliding moves.

Reachability is described by the solution graph $\mathrm{TS}_{k}(G)$, whose vertices correspond to $k$-vertex independent sets in $G$ and are neighboring if they are related by a token slide. Two $k$-vertex independent sets $S, S^{\prime}$ satisfy $S \leftrightarrow_{\mathrm{TS}} S^{\prime}$ if $S, S^{\prime}$ are in the same connected component of $\mathrm{TS}_{k}(G)$. Let $\Xi_{k}$ be the set of connected components of $\mathrm{TS}_{k}(G)$.

We see that the token sliding operation closely resembles a single-vertex deformation. We can consider a connected component of $\mathrm{TS}_{k}(G)$ as a corresponding "closure" of independent sets, and define the following conserved charges of Theorem 3.1 as sums over the appropriate closures

Definition 3.13 (Token-sliding charges, generalized cycle symmetries). The token-sliding charge $Q_{G}^{(k, \mu)}$ is defined as

$$
\begin{equation*}
Q_{G}^{(k, \mu)}=\sum_{S \in \mu} h_{S} \tag{3.77}
\end{equation*}
$$

where $\mu \in \Xi_{k}$ is a connected component of $\mathrm{TS}_{k}(G)$.
These are related to the independent-set charges from Def. 3.4 via

$$
\begin{equation*}
\sum_{\mu} Q_{G}^{(k, \mu)}=Q_{G}^{(k)} \tag{3.78}
\end{equation*}
$$

The $Q_{G}^{(k, \mu)}$ can thus be thought of a fine-graining of the independent set charges to account for the case where $G$ is not connected or contains a certain kind of even hole. That is, the independent set charge is a sum over the connected components of $\mathrm{TS}_{k}(G)$.

The generalized cycle symmetries are defined by

$$
\begin{equation*}
J_{G}\left[\left\langle C_{0}\right\rangle\right]=\sum_{C \in\left\langle C_{0}\right\rangle} h_{C} \tag{3.79}
\end{equation*}
$$

Note that if $G$ is itself not connected, then neither is $\operatorname{TS}_{k}(G)$, and we have token-sliding charge for each component of $\mathrm{TS}_{k}(G)$. However, even when $G$ is connected, $\mathrm{TS}_{k}(G)$ may not be. The case where $G$ is an even hole and $k=\alpha(G)$ is a clear example, since any token slide will take a coloring class of $G$ to a set which is not independent. Ref. [128] gives necessary and sufficient conditions for $\operatorname{TS}_{k}(G)$ to be connected. In fact, it is only possible for $\mathrm{TS}_{k}(G)$ to be disconnected with $G$ connected when $k=\alpha(G)$ and when $G$ contains an even hole. This implies that Lemma 1 of Ref. [126] (corresponding to Theorem 3.1 in this work) is already the strongest possible when $H$ has connected frustration graph. However, when $G$ contains even holes, we may have additional token-sliding charges. Note that the single-vertex deformation of a hole is the special case of a token sliding on one of its coloring classes that preserves the structure of the even hole.

### 3.5 Conserved Quantities

A crucial component to the proof of Result 3.1 is the identification of the conserved charges via their graphical structures. In this section we prove the following theorem

Theorem 3.1 (Conserved Charges). Consider a Hamiltonian, $H$, with frustration graph, $G$, that is claw-free. There exist a set of operators $\left\{Q_{G}^{(s, \mu)}, J_{G}\left[\left\langle C_{0}\right\rangle\right]\right\}$ defined in Def. 3.13 that obey

$$
\begin{align*}
{\left[Q_{G}^{(s, \mu)}, Q_{G}^{(t, \nu)}\right] } & =0,  \tag{3.80a}\\
{\left[J_{G}\left[\left\langle C_{0}\right\rangle\right], Q_{G}^{(s, \mu)}\right] } & =0,  \tag{3.80b}\\
{\left[J_{G}\left[\left\langle C_{0}\right\rangle\right], J_{G}\left[\left\langle C_{0}^{\prime}\right\rangle\right]\right] } & =0 . \tag{3.80c}
\end{align*}
$$

In particular, $\sum_{\mu} Q_{G}^{(1, \mu)}=H$, which implies that $\left\{Q_{G}^{(s, \mu)}, J_{G}\left[\left\langle C_{0}\right\rangle\right]\right\}$ are conserved charges of the model.

This theorem alone gives further evidence for the idea proposed in Ref. [126] that Hamiltonians with claw-free frustration graphs are integrable. Our proof strategy is to expand each operator as a sum in the commutator. For each non-vanishing contribution to the sum, we will show there is a unique additional term to cancel it. This is simply illustrated with our proof of Eq. (3.80a).

### 3.5.1 Proof of Eq. 3.80a

We have

$$
\begin{equation*}
\left[Q_{G}^{(s, \mu)}, Q_{G}^{(t, \nu)}\right]=\sum_{S \in \mu, S^{\prime} \in \nu}\left[h_{S}, h_{S^{\prime}}\right] \tag{3.81}
\end{equation*}
$$

In general

$$
\begin{align*}
h_{S} h_{S^{\prime}} & =(-1)^{\sum_{\boldsymbol{j} \in S} \Delta_{S^{\prime}}(\boldsymbol{j})} h_{S^{\prime}} h_{S}  \tag{3.82}\\
& =(-1)^{\left|E\left[S \oplus S^{\prime}\right]\right|} h_{S^{\prime}} h_{S} \tag{3.83}
\end{align*}
$$

Eq. (3.82) follows from Eq. (3.27). Using the fact that both $S$ and $S^{\prime}$ are independent sets, we have $\Delta_{S^{\prime}}(\boldsymbol{j})=\Delta_{S^{\prime} \backslash S}(\boldsymbol{j})$ for $\boldsymbol{j} \in S$, and $\Delta_{S^{\prime}}(\boldsymbol{j})=0$ for $\boldsymbol{j} \in S \cap S^{\prime}$. This gives

$$
\begin{equation*}
\sum_{\boldsymbol{j} \in S} \Delta_{S^{\prime}}(\boldsymbol{j})=\sum_{\boldsymbol{j} \in S \backslash S^{\prime}} \Delta_{S^{\prime} \backslash S}(\boldsymbol{j})=\left|E\left[S \oplus S^{\prime}\right]\right| \tag{3.84}
\end{equation*}
$$

since $S \oplus S^{\prime}=\left(S \backslash S^{\prime}\right) \cup\left(S^{\prime} \backslash S\right)$, and $G\left[S \oplus S^{\prime}\right]$ is bipartite.
Consider the terms in Eq. (3.81) that are nonvanishing, for which $h_{S}$ and $h_{S^{\prime}}$ anticommute. By Lemma 3.2, there must be at least one (and odd many in general) path component of $G\left[S \oplus S^{\prime}\right]$ with
odd length. Choose a fiducial such path $P$, and let

$$
\begin{equation*}
P:=s_{0^{\prime}}^{\prime}-s_{0^{-}} \ldots s_{\ell-1}^{\prime}-s_{\ell-1} \tag{3.85}
\end{equation*}
$$

with $\left\{s_{j}\right\}_{j=0}^{\ell-1}=S \cap P$ and $\left\{s_{j}^{\prime}\right\}_{j=0}^{\ell-1}=S^{\prime} \cap P$, so $P$ has length $2 \ell-1$. Define

$$
\begin{gathered}
\widetilde{S}:=S \oplus P \\
\widetilde{S}^{\prime}:=S^{\prime} \oplus P
\end{gathered}
$$

We can reach $\widetilde{S}$ from $S$ by successively sliding $s_{j}$ to $s_{j}^{\prime}$ for $j \in\{0, \ldots, \ell-1\}$. Thus, $S \leftrightarrow_{\mathrm{TS}} \widetilde{S}$, and $\widetilde{S} \in \mu$. Similarly, $S^{\prime} \leftrightarrow_{\mathrm{TS}} \widetilde{S}^{\prime}$, and $\widetilde{S}^{\prime} \in \nu$. Because $S \oplus S^{\prime}=\widetilde{S} \oplus \widetilde{S}^{\prime}, G\left[\widetilde{S} \oplus \widetilde{S}^{\prime}\right]$ has odd-many edges, so there is an additional nonvanishing term in Eq. (3.81) indexed by ( $\widetilde{S}, \widetilde{S}^{\prime}$ ). We have

$$
\begin{aligned}
& {\left[h_{S}, h_{S^{\prime}}\right]+\left[h_{\widetilde{S}}, h_{\widetilde{S}^{\prime}}\right]=2\left(h_{S} h_{S^{\prime}}+h_{\widetilde{S}} h_{\widetilde{S^{\prime}}}\right)} \\
& =2 h_{S \backslash P}\left(h_{S \cap P} h_{S^{\prime} \cap P}+h_{S^{\prime} \cap P} h_{S \cap P}\right) h_{S^{\prime} \backslash P} \\
& =0
\end{aligned}
$$

For a collection of nonvanishing terms indexed by $\left(S, S^{\prime}\right)$ in Eq. (3.81) with fixed graph $G\left[S \oplus S^{\prime}\right]$, fix a fiducial path component of $G\left[S \oplus S^{\prime}\right]$ by which to similarly pair corresponding terms. Therefore, terms in Eq. (3.81) can be made to cancel pairwise, and this proves Eq. (3.80a).

### 3.5.2 Proof of Eq. 3.80b

We next consider Eq. (3.80b)

$$
\begin{equation*}
\left[J_{G}\left[\left\langle C_{0}\right\rangle\right], Q_{G}^{(s, \mu)}\right]=\sum_{C \in\left\langle C_{0}\right\rangle, S \in \mu}\left[h_{C}, h_{S}\right] \tag{3.86}
\end{equation*}
$$

If $h_{C}$ and $h_{S}$ anticommute, then there is at least one (and odd many in general) vertex, $s_{0} \in S$ such that $h_{s_{0}}$ anticommutes with $h_{C}$. As shown in the previous section, each such vertex is the endpoint of a (possibly tethered) deformation path, and is called the initializing vertex to the deformation. If every deformation path is tethered, then we can uniquely pair initializing vertices, and this contradicts the assumption that $h_{S}$ and $h_{C}$ anticommute. Thus, there must be at least one untethered path $P$, and we assume we have chosen our labeling such that $\boldsymbol{s}_{0}$ is the endpoint of this path, with $\boldsymbol{s}_{0} \prec_{C} \boldsymbol{a}_{0}$,
and

$$
\begin{equation*}
P:=s_{0}-a_{0}-\ldots-s_{\ell-1}-\boldsymbol{a}_{\ell-1} \tag{3.87}
\end{equation*}
$$

as shown in Fig. 3.3a. Once again, we define

$$
\begin{aligned}
& \widetilde{C}:=C \oplus P \\
& \widetilde{S}:=S \oplus P
\end{aligned}
$$

We have shown in the previous section that $\widetilde{C} \in\left\langle C_{0}\right\rangle$, and it is clear from the proof of Eq. (3.80a) that $\widetilde{S} \in \mu$.

We have that $h_{P}$ anticommutes with both $h_{S}$ and $h_{C}$ because only $h_{\boldsymbol{s}_{0}}$ anticommutes with $h_{C}$, and only $h_{\boldsymbol{a}_{\ell-1}}$ anticommutes with $h_{S}$. Thus, $h_{\widetilde{S}}$ and $h_{\widetilde{C}}$ anticommute by Eq. (3.28) because $h_{S}$ and $h_{C}$ do. We have

$$
\begin{aligned}
& {\left[h_{C}, h_{S}\right]+\left[h_{\widetilde{C}}, h_{\widetilde{S}}\right]=2\left(h_{C} h_{S}+h_{\widetilde{C}} h_{\widetilde{S}}\right)} \\
& =2 h_{C \backslash P}\left(h_{C \cap P} h_{S \cap P}+h_{S \cap P} h_{C \cap P}\right) h_{S \backslash P} \\
& =0
\end{aligned}
$$

where last line follows because $S \cap P$ and $C \cap P$ are the coloring classes of a path of odd length. For a given collection of nonvanishing terms in Eq. (3.86) related by a fixed set of untethered paths, we choose a fiducial path by which to cancel terms pairwise. This therefore proves Eq. (3.80b).

### 3.5.3 Proof of Eq. 3.80c

Finally, we consider Eq. (3.80c)

$$
\begin{equation*}
\left[J_{G}\left[\left\langle C_{0}\right\rangle\right], J_{G}\left[\left\langle C_{0}^{\prime}\right\rangle\right]\right]=\sum_{C \in\left\langle C_{0}\right\rangle, C^{\prime} \in\left\langle C_{0}^{\prime}\right\rangle}\left[h_{C}, h_{C^{\prime}}\right] \tag{3.88}
\end{equation*}
$$

Fix a pair $C, C^{\prime}$ such that $h_{C}$ and $h_{C^{\prime}}$ anticommute. Let us choose the vertex labeling according to Eq. (3.30) as

$$
\begin{align*}
C & :=\boldsymbol{b}_{0}-\boldsymbol{a}_{0}-\boldsymbol{b}_{1}-\boldsymbol{a}_{1} \ldots-\boldsymbol{b}_{k-1}-\boldsymbol{a}_{k-1}-\boldsymbol{b}_{0}=C_{a} \cup C_{b}  \tag{3.89}\\
C^{\prime} & :=\boldsymbol{d}_{0}-\boldsymbol{c}_{0}-\boldsymbol{d}_{1}-\boldsymbol{c}_{1} \ldots-\boldsymbol{d}_{k^{\prime}-1}-\boldsymbol{c}_{k^{\prime}-1}-\boldsymbol{d}_{0}=C_{c}^{\prime} \cup C_{d}^{\prime} \tag{3.90}
\end{align*}
$$

where $C_{a}:=\left\{\boldsymbol{a}_{j}\right\}_{j=0}^{k-1}$ and $C_{b}:=\left\{\boldsymbol{b}_{j}\right\}_{j=0}^{k-1}$ are the coloring classes of $C$, and $C_{c}^{\prime}:=\left\{\boldsymbol{c}_{j}\right\}_{j=0}^{k^{\prime}-1}$ and $C_{d}^{\prime}:=\left\{\boldsymbol{d}_{j}\right\}_{j=0}^{k^{\prime}-1}$ are the coloring classes of $C^{\prime}$. We sequentially deform $C$ by vertices in $C^{\prime}$ along an ordered collection of deformation paths $\mathcal{O}:=\left(P^{(j)}\right)_{j=0}^{m}$ such that

$$
\left\{\begin{array}{l}
\widetilde{C}:=C \oplus\left(\cup_{j=0}^{m} P^{(j)}\right) \in\left\langle C_{0}\right\rangle  \tag{3.91}\\
\widetilde{C}^{\prime}:=C^{\prime} \oplus\left(\cup_{j=0}^{m} P^{(j)}\right) \in\left\langle C_{0}^{\prime}\right\rangle
\end{array}\right.
$$

The term corresponding to ( $\left.\widetilde{C}, \widetilde{C}^{\prime}\right)$ is also nonvanishing in Eq. (3.88) and can be uniquely paired to cancel the $\left(C, C^{\prime}\right)$ term. The deformation $\mathcal{O}$ is such that

$$
\begin{cases}P^{(j)} \subseteq G\left[C_{a} \oplus C_{c}^{\prime}\right] & \text { or } P^{(j)} \subseteq G\left[C_{b} \oplus C_{d}^{\prime}\right](\mathrm{i})  \tag{3.92}\\ P^{(j)} \subseteq G\left[C_{a} \oplus C_{d}^{\prime}\right] & \text { or } P^{(j)} \subseteq G\left[C_{b} \oplus C_{c}^{\prime}\right] \text { (ii) }\end{cases}
$$

for all $j \in\{0, \ldots, m\}$. In case (i), we say that $\mathcal{O}$ is ( $a, c$ )-pairing, and in case (ii), we say that $\mathcal{O}$ is $(a, d)$-pairing. We refer to this property as the pairing type of $\mathcal{O}$. Similarly, we say that each $P^{(j)}$ is either $(a, c)$ - or $(a, d)$-pairing. Note that when vertices are tethered, their respective deformation paths have opposite pairing type, Fig. 3.3a.

Let $U \subseteq C^{\prime} \backslash C$ be the set of vertices $\boldsymbol{j} \in C^{\prime}$ such that $h_{\boldsymbol{j}}$ anticommutes with $h_{C^{\prime}}$. Because $h_{C}$ and $h_{C^{\prime}}$ anticommute, $|U|$ must be odd. For each $\boldsymbol{j} \in U$, we define a unique deformation $\mathcal{O}_{\boldsymbol{j}}:=\left(P_{\boldsymbol{j}}^{(j)}\right)_{j=0}^{m}$ initialized by $\boldsymbol{j}$, in that $\boldsymbol{j}$ is the endpoint of $P_{\boldsymbol{j}}^{(0)}$ in $C^{\prime} \backslash C$. Here, we will potentially allow for $\mathcal{O}_{\boldsymbol{j}}$ to be empty, i.e., $\mathcal{O}_{\boldsymbol{j}}=()$, but we will still associate a unique pairing type to $\mathcal{O}_{\boldsymbol{j}}$ even in this case, and our desired deformation $\mathcal{O}$ will never be empty. If a particular deformation $\mathcal{O}_{\boldsymbol{j}}$ fails to give us this desired deformation, then it is obstructed by another vertex $\boldsymbol{j}^{\prime} \in U$. When this happens, $\mathcal{O}_{\boldsymbol{j}^{\prime}}$ has the opposite pairing type to $\mathcal{O}_{\boldsymbol{j}}$. We thus define a bipartite directed graph $\mathcal{D} \equiv(U, D)$ such that $\left(\boldsymbol{j} \rightarrow \boldsymbol{j}^{\prime}\right) \in D$ if $\boldsymbol{j}^{\prime}$ obstructs $\mathcal{O}_{\boldsymbol{j}}$. The coloring classes of $\mathcal{D}$ are naturally given by the two pairing types.

Because a given deformation $\mathcal{O}_{\boldsymbol{j}}$ can be obstructed by at most one additional vertex in $U$, there is at most one outgoing arc from each vertex in $\mathcal{D}$. We will also see that the obstructions come in two varieties, which we will call type-I and type-II obstructions. A given vertex cannot obstruct two distinct deformations in the same way, so there are at most two incoming arcs to each vertex in $\mathcal{D}$. Because $\mathcal{D}$ is bipartite with odd-many vertices, there is thus either at least one vertex in $\mathcal{D}$ with no outgoing arc or at least one vertex in $\mathcal{D}$ with two incoming arcs. In the former case, we have
a deformation $\mathcal{O}_{\boldsymbol{j}}$ with no obstruction, and this will be seen to be the desired deformation $\mathcal{O}$. In the latter case, there is a vertex $\boldsymbol{j}^{\prime \prime}$ which obstructs $\mathcal{O}_{\boldsymbol{j}}$ and $\mathcal{O}_{\boldsymbol{j}^{\prime}}$ for vertices $\boldsymbol{j}, \boldsymbol{j}^{\prime} \in U$. Note that $\mathcal{O}_{j^{\prime \prime}}$ must have the opposite pairing type to both $\mathcal{O}_{\boldsymbol{j}}$ and $\mathcal{O}_{\boldsymbol{j}^{\prime}}$, so $\mathcal{O}_{\boldsymbol{j}}$ and $\mathcal{O}_{\boldsymbol{j}^{\prime}}$ must have the same pairing type as each other. Suppose $\boldsymbol{j}^{\prime \prime}$ is a type-I obstruction for $\mathcal{O}_{\boldsymbol{j}}$ and a type-II obstruction for $\mathcal{O}_{\boldsymbol{j}^{\prime}}$, then we will see that the deformation given by $\mathcal{O}_{\boldsymbol{j}}^{\prime}:=\left(\mathcal{O}_{\boldsymbol{j}^{\prime}}, \mathcal{O}_{\boldsymbol{j}}, \mathcal{O}_{\left[\boldsymbol{j}, \boldsymbol{j}^{\prime}\right]}\right)$ is not obstructed by $\boldsymbol{j}^{\prime \prime}$. Here, parentheses denotes concatenation of the deformations as ordered sets of deformation paths, and $\mathcal{O}_{\left[\boldsymbol{j}, \boldsymbol{j}^{\prime}\right]}$ is the set of ordered paths resulting from continuing the deformation $\mathcal{O}_{\boldsymbol{j}}$ through $\boldsymbol{j}^{\prime \prime}$ after $\mathcal{O}_{\boldsymbol{j}^{\prime}}$ has been applied. We will see that $\mathcal{O}_{\boldsymbol{j}}^{\prime}$ has the same pairing type as $\mathcal{O}_{\boldsymbol{j}}$ and $\mathcal{O}_{\boldsymbol{j}^{\prime}}$. We thus construct a new bipartite directed graph $\mathcal{D}^{(0)}$ resulting from replacing $\mathcal{O}_{\boldsymbol{j}}$ with $\mathcal{O}_{j}^{\prime}$ in $\mathcal{D}$, and continue this reconfiguration procedure on $\mathcal{D}$ until we reach a graph $\mathcal{D}^{(p)}$ with some unobstructed deformation. Because this procedure is guaranteed to never reach the same directed graph twice, we will eventually find the unobstructed deformation.

We next describe our process to associate a unique deformation $\mathcal{O}_{\boldsymbol{j}}$ to the initializing vertex $\boldsymbol{j} \in C^{\prime} \backslash C$. For concreteness, let us, without loss of generality, fix our labeling such that $\boldsymbol{j}:=\boldsymbol{c}_{0} \prec_{C} \boldsymbol{a}_{0}$. In this case, we say that $\mathcal{O}_{\boldsymbol{j}}$ is $(a, c)$-pairing. If $\boldsymbol{c}_{0}$ is tethered to another vertex $\boldsymbol{c}_{g} \in C^{\prime} \backslash C$, then let $\boldsymbol{j}^{\prime}:=\boldsymbol{c}_{\boldsymbol{g}}$. We say that $\boldsymbol{j}^{\prime}$ is a type-I obstruction to $\mathcal{O}_{\boldsymbol{j}}$, and we take $\mathcal{O}_{\boldsymbol{j}}=()$. As shown previously, this definition similarly gives that $\boldsymbol{j}$ is a type-I obstruction to $\mathcal{O}_{\boldsymbol{j}^{\prime}}=()$, and $\mathcal{O}_{\boldsymbol{j}^{\prime}}$ is $(a, d)$-pairing as desired. This will be the only case where $\mathcal{O}_{\boldsymbol{j}}$ is empty as a subset of induced paths, so we will see that no such empty subset can have a type-II obstruction.

Next, suppose that $\boldsymbol{c}_{0}$ is untethered with respect to $C$, and assume we have chosen our labeling for $P^{(0)} \subseteq G\left[C_{a} \oplus C_{c}^{\prime}\right]$ such that

$$
\begin{equation*}
P_{\boldsymbol{j}}^{(0)}=\boldsymbol{c}_{0}-\boldsymbol{a}_{0^{-}} \ldots \boldsymbol{c}^{(j)}-\boldsymbol{a}_{j^{-}} \ldots-\boldsymbol{c}^{(\ell-1)}-\boldsymbol{a}_{\ell-1} \tag{3.93}
\end{equation*}
$$

Again without loss of generality, we assume to have chosen our labeling such that

$$
\begin{equation*}
\Gamma_{C}\left(\boldsymbol{c}^{(j)}\right)=\boldsymbol{a}_{j-1}-\boldsymbol{b}_{j}-\boldsymbol{a}_{j}-\boldsymbol{b}_{j+1} \tag{3.94}
\end{equation*}
$$

for $j>0$ if $\ell>1$, but we do not assume $\boldsymbol{c}^{(j)}=\boldsymbol{c}_{j}$ for $j>0$ (hence the use of superscript labeling). Notably, we do not assume that $\boldsymbol{c}^{(j)}$ and $\boldsymbol{c}^{(j+1)}$ share a neighbor in $C_{d}^{\prime}$ for any $j \in\{0, \ldots, \ell-2\}$ with the convention that $\boldsymbol{c}^{(0)}=\boldsymbol{c}_{0}$.

If $\boldsymbol{a}_{j}$ is neighboring to both vertices in $\Gamma_{C^{\prime}}\left(\boldsymbol{c}^{(j)}\right)$ for all $j \in\{0, \ldots, \ell-1\}$, then $\mathcal{O}_{\boldsymbol{j}}=\left(P_{\boldsymbol{j}}^{(0)}\right)$ is unobstructed, and we take $\mathcal{O}:=\mathcal{O}_{\boldsymbol{j}}$ as our desired deformation. We thus consider the cases where
there is a vertex $\boldsymbol{d}^{(s)} \in \Gamma_{C^{\prime}}\left(\boldsymbol{c}^{(s)}\right) \backslash \Gamma_{C^{\prime}}\left(\boldsymbol{a}_{s}\right)$. In this case, $\boldsymbol{d}^{(s)}$ is dependent on the deformation $\boldsymbol{c}^{(s)} \prec_{C^{(0, s-1)}} \boldsymbol{a}_{s}$. Let $C^{(0)}:=C \oplus P_{j}^{(0)}, C^{(0, s)}:=C \oplus\left(\left\{\boldsymbol{c}^{(j)}\right\}_{j=0}^{s} \cup\left\{\boldsymbol{a}_{j}\right\}_{j=0}^{s}\right)$. We will utilize the following Lemmas concerning this situation, given the definitions above

Lemma 3.6. If there is a vertex $\boldsymbol{d}^{(s)} \in C_{d}^{\prime}$ such that

$$
\begin{equation*}
\boldsymbol{d}^{(s)} \in \Gamma_{C^{\prime}}\left(\boldsymbol{a}_{s}\right) \backslash \Gamma_{C^{\prime}}\left(\boldsymbol{c}^{(s)}\right) \tag{3.95}
\end{equation*}
$$

then
(a) $s<\ell-1$ (and thus $\ell>1$ ).
(b) there exists an $s^{\prime}>s$ such that

$$
\begin{equation*}
\boldsymbol{d}^{(s)} \in \Gamma_{C^{\prime}}\left(\boldsymbol{c}^{\left(s^{\prime}\right)}\right) \backslash \Gamma_{C^{\prime}}\left(\boldsymbol{a}_{s^{\prime}}\right) \tag{3.96}
\end{equation*}
$$

Lemma 3.6 shows that we do not need to consider vertices $\boldsymbol{d}^{(s)} \in \Gamma_{C^{\prime}}\left(\boldsymbol{a}_{s}\right) \backslash \Gamma_{C^{\prime}}\left(\boldsymbol{c}^{(s)}\right)$ when considering deformations with respect to entire paths, as this will reduce to the case where $\boldsymbol{d}^{(s)} \in$ $\Gamma_{C^{\prime}}\left(\boldsymbol{c}^{\left(s^{\prime}\right)}\right) \backslash \Gamma_{C^{\prime}}\left(\boldsymbol{a}_{s^{\prime}}\right)$ for some $s^{\prime}>s$.

Lemma 3.7. If there is a vertex $\boldsymbol{d}^{(s)} \in C_{d}^{\prime}$ such that

$$
\begin{equation*}
\boldsymbol{d}^{(s)} \in \Gamma_{C^{\prime}}\left(\boldsymbol{c}^{(s)}\right) \backslash \Gamma_{C^{\prime}}\left(\boldsymbol{a}_{s}\right) \tag{3.97}
\end{equation*}
$$

then we have the following
(a) If $\Delta_{C}\left(\boldsymbol{d}^{(s)}\right)=4$, then $\Delta_{C(0)}\left(\boldsymbol{d}^{(s)}\right)=4$, and there is another vertex

$$
\begin{equation*}
\boldsymbol{d}^{\left(s^{\prime}\right)} \in \Gamma_{C^{\prime}}\left(\boldsymbol{c}^{\left(s^{\prime}\right)}\right) \backslash \Gamma_{C^{\prime}}\left(\boldsymbol{a}_{s^{\prime}}\right) \tag{3.98}
\end{equation*}
$$

with $s^{\prime}<s$ and $\Delta_{C}\left(\boldsymbol{d}^{\left(s^{\prime}\right)}\right)<4$. This vertex lies in the same path component of $G\left[C_{b} \oplus C_{d}^{\prime}\right]$ as $\boldsymbol{d}^{(s)}$, and $h_{\boldsymbol{d}^{(s)}}$ commutes with $h_{P}$ in this case.
(b) Otherwise, $h_{\boldsymbol{d}^{(s)}}$ anticommutes with $h_{P}$, and we have

$$
\begin{equation*}
\Delta_{C^{(0)}}\left(\boldsymbol{d}^{(s)}\right)=\Delta_{C}\left(\boldsymbol{d}^{(s)}\right)+1 \tag{3.99}
\end{equation*}
$$

with

$$
\left\{\begin{array}{ll}
\boldsymbol{d}^{(s)} \prec_{C} \boldsymbol{u} \in C_{a} & \Delta_{C}\left(\boldsymbol{d}^{(s)}\right)=3  \tag{3.100}\\
\boldsymbol{d}^{(s)} \prec_{C^{(0)}} \boldsymbol{u} \in C_{b} & \Delta_{C^{(0)}}\left(\boldsymbol{d}^{(s)}\right)=3
\end{array} .\right.
$$

Lemma 3.7(a) essentially allows us to only consider dependent vertices $\boldsymbol{d}^{(s)}$ whose degree in $C$ is either 2 or 3, and Lemma 3.7(b) conveniently relates the degree of $\boldsymbol{d}^{(s)}$ in $C$ to its degree in the path with ( $a, c$ ) pairing type.

Lemma 3.8. There is no other path $P \subseteq G\left[C_{a} \oplus C_{c}^{\prime}\right] \backslash P^{(0)}$

$$
\begin{equation*}
P:=\boldsymbol{j}^{(0)}-\boldsymbol{k}^{(0)}-\ldots \boldsymbol{j}^{\left(\ell^{\prime}-1\right)}-\boldsymbol{k}^{\left(\ell^{\prime}-1\right)} \tag{3.101}
\end{equation*}
$$

such that $\boldsymbol{d}^{(s)} \in \Gamma_{C^{\prime}}\left(\boldsymbol{j}^{\left(s^{\prime}\right)}\right) \backslash \Gamma_{C^{\prime}}\left(\boldsymbol{k}^{\left(s^{\prime}\right)}\right)$.

That is, a given vertex in $C^{\prime}$ can depend on at most one deformation path of a fixed pairing type. By utilizing Lemma 3.8 and Lemma 3.7 successively, we can see how vertices' neighboring relationships change under continued deformation of $C$.

We continue to construct $\mathcal{O}_{\boldsymbol{j}}$ through our iterative method. Recall that we have assumed our deformation is $(a, c)$-pairing, and assume that we have constructed it out to step $s-1$ with $\mathcal{O}_{j}^{(s-1)}=$ $\left(P_{\boldsymbol{j}}^{(r)}\right)_{j=0}^{s-1}$ for $s \geq 0$. Let $C^{(s-1)}:=C \oplus\left(\cup_{j=0}^{s-1} P_{\boldsymbol{j}}^{(r)}\right)$. In this construction, we have

$$
\begin{equation*}
P_{\boldsymbol{j}}^{(r)}:=\boldsymbol{j}^{(r, 0)}-\boldsymbol{k}^{(r, 0)}-\ldots-\boldsymbol{j}^{\left(r, \ell_{r}-1\right)}-\boldsymbol{k}^{\left(r, \ell_{r}-1\right)} \tag{3.102}
\end{equation*}
$$

for $r \in\{0, \ldots, s-1\}$ such that $\boldsymbol{j}^{(r, 0)} \in C^{\prime} \backslash C^{(r-1)}$ is untethered with respect to $C^{(r-1)}$. If $s=0$, let $\boldsymbol{u}:=\boldsymbol{j}$, in which case $\mathcal{O}^{(-1)}:=(), C^{(-1)}=C$, so $\Delta_{C^{(s-1)}}(\boldsymbol{u})=3$. If $s>0$, let $\boldsymbol{u}^{(r, t)}$ be the sole element (by Corollary 3.1) of $\left[\Gamma_{C^{\prime}}\left(\boldsymbol{j}^{(r, t)}\right) \backslash \Gamma_{C^{\prime}}\left(\boldsymbol{k}^{(r, t)}\right)\right] \backslash C^{(s-1)}$ if it exists and satisfies $\Delta_{C}\left(\boldsymbol{u}^{(r, t)}\right)<4$. If there is no such vertex, then take $\mathcal{O}_{\boldsymbol{j}}=\mathcal{O}_{\boldsymbol{j}}^{(s-1)}$. In this case, $\mathcal{O}_{\boldsymbol{j}}$ is unobstructed, so we take $\mathcal{O}_{\boldsymbol{j}}=\mathcal{O}$. Otherwise, let

$$
\begin{equation*}
\boldsymbol{u}:=\max _{\left(\sum_{q=0}^{r-1} \ell_{q}\right)+t}\left\{\boldsymbol{u}^{(r, t)}\right\}_{\substack{\leq t \leq \ell_{r}-1 \\ 0 \leq r \leq s-1}} \tag{3.103}
\end{equation*}
$$

By assumption, $\boldsymbol{u}$ is dependent on at least one deformation path in $\mathcal{O}^{(s-1)}$, and so it is dependent on exactly one deformation path by Lemma 3.8. If $\Delta_{C}(\boldsymbol{u})=2$, then $\Delta_{C^{(s-1)}}(\boldsymbol{u})=3$ by Lemma 3.7(b). If $\boldsymbol{u}$ is untethered with respect to $C^{(s-1)}$, then let $P_{j}^{(s)}$ be the path with $(a, c)$-pairing and endpoint
$\boldsymbol{u}$. Let $\mathcal{O}_{\boldsymbol{j}}^{(s)}=\left(\mathcal{O}_{\boldsymbol{j}}^{(s-1)}, P_{\boldsymbol{j}}^{(s)}\right)$ and continue the construction. If $\Delta_{C}(\boldsymbol{u})=2$ and $\boldsymbol{u}$ is tethered to $\boldsymbol{j}^{\prime}$ with respect to $C^{(s-1)}$, then take $\mathcal{O}_{\boldsymbol{j}}=\mathcal{O}_{\boldsymbol{j}}^{(s-1)}$, and $\boldsymbol{j}^{\prime}$ is a type-I obstruction for $\mathcal{O}_{\boldsymbol{j}}$. Because the deformation path of $C^{(s-1)}$ initialized by $\boldsymbol{j}^{\prime}$ has $(a, d)$-pairing, it cannot be dependent on any path in $\mathcal{O}_{\boldsymbol{j}}$, so $\boldsymbol{j}^{\prime} \in U$. If $\Delta_{C}(\boldsymbol{u})=3$ and $\boldsymbol{u}$ is untethered with respect to $C$, then take $\mathcal{O}_{\boldsymbol{j}}=\mathcal{O}_{\boldsymbol{j}}^{(s-1)}$, and $\boldsymbol{u}$ is a type-II obstruction for $\mathcal{O}_{\boldsymbol{j}}$. If $\Delta_{C}(\boldsymbol{u})=3$ and $\boldsymbol{u}$ is tethered to $\boldsymbol{v}$ with respect to $C$, then consider $\boldsymbol{v}$. If $\boldsymbol{v}$ is untethered with respect to $C^{(s-1)}$, let $P_{\boldsymbol{j}}^{(s)}$ be the path with $(a, c)$-pairing and endpoint $\boldsymbol{v}$. Let $\mathcal{O}_{\boldsymbol{j}}^{(s)}=\left(\mathcal{O}_{\boldsymbol{j}}^{(s-1)}, P_{\boldsymbol{j}}^{(s)}\right)$ and continue the construction. If $\boldsymbol{v}$ is tethered to $\boldsymbol{j}^{\prime}$ with respect to $C^{(s-1)}$, then take $\mathcal{O}_{\boldsymbol{j}}=\mathcal{O}_{\boldsymbol{j}}^{(s-1)}$, and $\boldsymbol{j}^{\prime}$ is a type-I obstruction for $\mathcal{O}_{\boldsymbol{j}}$. This completes our description of our unique deformation process $\mathcal{O}_{\boldsymbol{j}}$.

Suppose there are two such deformations $\mathcal{O}_{\boldsymbol{j}}, \mathcal{O}_{\boldsymbol{j}^{\prime}}$ that share $\boldsymbol{j}^{\prime \prime}$ as an obstruction. We show that $\boldsymbol{j}^{\prime \prime}$ cannot be a type-I obstruction for both, nor a type-II obstruction for both. First, note that $\mathcal{O}_{\boldsymbol{j}}:=\left\{P_{\boldsymbol{j}}^{(r)}\right\}_{r=0}^{m}$ and $\mathcal{O}_{\boldsymbol{j}^{\prime}}:=\left\{P_{\boldsymbol{j}}^{(r)}\right\}_{r=0}^{m^{\prime}}$ are disjoint as induced path subsets because every path $P_{j}^{(s)} \in \mathcal{O}_{\boldsymbol{j}}$ is determined uniquely by its initializing vertex $\boldsymbol{j}^{(s, 0)} \in C^{\prime} \backslash C^{(s-1)}$ and pairing type, and all such initializing vertices in $\mathcal{O}_{\boldsymbol{j}}$ and $\mathcal{O}_{\boldsymbol{j}^{\prime}}$ except $\boldsymbol{j}$ and $\boldsymbol{j}^{\prime}$ are dependent on a previous deformation path. Since $\boldsymbol{j} \neq \boldsymbol{j}^{\boldsymbol{\prime}}$, by Lemma 3.8, no initializing vertex is common to $\cup_{r=0}^{m} P_{\boldsymbol{j}}^{(r)}$ and $\cup_{r=0}^{m^{\prime}} P_{\boldsymbol{j}^{\prime}}^{(r)}$, so $\mathcal{O}_{\boldsymbol{j}}$ and $\mathcal{O}_{\boldsymbol{j}^{\prime}}$ are disjoint as induced path subsets. If $\boldsymbol{j}^{\prime \prime}$ is a type-II obstruction for both $\mathcal{O}_{\boldsymbol{j}}$ and $\mathcal{O}_{\boldsymbol{j}^{\prime}}$, then it must be dependent on both $P_{\boldsymbol{j}}^{(m)}$ and $P_{\boldsymbol{j}^{\prime}}^{\left(m^{\prime}\right)}$, again contradicting Lemma 3.8.

If $\boldsymbol{j}^{\prime \prime}$ is a type-I obstruction for both $\mathcal{O}_{\boldsymbol{j}}$ and $\mathcal{O}_{\boldsymbol{j}^{\prime}}$, then there is some path $P$ with $(a, c)$-pairing in which $\boldsymbol{j}^{\prime \prime}$ is a degree-2 vertex. Furthermore, one endpoint of $P$ is dependent on some path deformation in $\mathcal{O}_{\boldsymbol{j}}$ and the other is dependent on some path deformation in $\mathcal{O}_{\boldsymbol{j}^{\prime}}$ Let $\Gamma_{C}\left(\boldsymbol{j}^{\prime \prime}\right)=\boldsymbol{u}-\boldsymbol{k} \boldsymbol{-} \boldsymbol{v}$, with $\boldsymbol{u}, \boldsymbol{v} \in P$. Because $\boldsymbol{u}, \boldsymbol{v} \in C$, they cannot be the endpoints of $P$, so let $\boldsymbol{w}-\boldsymbol{u}-\boldsymbol{j}^{\prime \prime} \boldsymbol{-} \boldsymbol{v}-\boldsymbol{r} \subseteq P$. Both $\boldsymbol{w}$ and $\boldsymbol{r}$ neighbor $\boldsymbol{k}$, the clone to $\boldsymbol{j}^{\prime \prime}$ in $C$, so $\left\{\boldsymbol{k}, \boldsymbol{j}^{\prime \prime}, \boldsymbol{w}, \boldsymbol{r}\right\}$ gives a claw. Therefore, $\boldsymbol{j}^{\prime \prime}$ cannot be a type-I obstruction for both $\mathcal{O}_{j}$ and $\mathcal{O}_{j^{\prime}}$.

Suppose $\boldsymbol{j}^{\prime \prime}$ is a type-I obstruction to $\mathcal{O}_{\boldsymbol{j}}$ and a type-II obstruction to $\mathcal{O}_{\boldsymbol{j}^{\prime}}$. Let $C^{\left(m^{\prime}\right)}:=C \oplus$ $\left(\cup_{r=0}^{m^{\prime}} P_{j^{\prime}}^{(r)}\right)$. By Lemma 3.7, $\Delta_{C^{\left(m^{\prime}\right)}}\left(\boldsymbol{j}^{\prime \prime}\right)=4$. Additionally, no vertex that initializes a path deformation in $\mathcal{O}_{\boldsymbol{j}}$ can be dependent on a path deformation in $\mathcal{O}_{\boldsymbol{j}^{\prime}}$. The vertex $\boldsymbol{j}$ cannot be dependent on $\mathcal{O}_{\boldsymbol{j}^{\prime}}$, as it would have the wrong pairing type, and any additional initializing vertices also cannot be dependent on $\mathcal{O}_{\boldsymbol{j}^{\prime}}$ by Lemma 3.8. By Lemma 3.7(a) and Lemma 3.8, any vertex $\boldsymbol{u} \in \cup_{r=0}^{m^{\prime}} P_{\boldsymbol{j}^{\prime}}^{(r)}$ with $\Delta_{C}(\boldsymbol{u})=4$ must also have $\Delta_{C^{\left(m^{\prime}\right)}}(\boldsymbol{u})=4$, so we can perform the deformation by the same paths in $\mathcal{O}_{\boldsymbol{j}}$ after deforming by $\mathcal{O}_{\boldsymbol{j}^{\prime}}$. However, because $\Delta_{C^{\left(m^{\prime}\right)}}\left(\boldsymbol{j}^{\prime \prime}\right)=4$ and $\boldsymbol{j}^{\prime \prime}$ cannot be dependent on any path deformation in $\mathcal{O}_{\boldsymbol{j}}$ by Lemma $3.8, \boldsymbol{j}^{\prime \prime}$ is not an obstruction to the deformation given by $\left(\mathcal{O}_{\boldsymbol{j}^{\prime}}, \mathcal{O}_{\boldsymbol{j}}\right)$. This allows us to continue the deformation through $\boldsymbol{j}^{\prime \prime}$ and reroute the graph $\mathcal{D}$ to $\mathcal{D}^{\prime}$ as
described. Note that, now $\mathcal{O}_{\boldsymbol{j}}^{\prime}:=\left(\mathcal{O}_{\boldsymbol{j}^{\prime}}, \mathcal{O}_{\boldsymbol{j}}, \mathcal{O}_{\left[\boldsymbol{j}, \boldsymbol{j}^{\prime}\right]}\right)$ is not disjoint from $\mathcal{O}_{\boldsymbol{j}^{\prime}}$ as a path subset. However, this method gives that if $\boldsymbol{j}^{\prime \prime}$ is a type-II obstruction to $\mathcal{O}_{\boldsymbol{j}^{\prime}}$, then it cannot be a type-II obstruction to $\mathcal{O}_{j}^{\prime}$. Since this is the only situation under which deformations intersect, we see that no vertex can be a type-II obstruction to two deformations in any rerouted graph $\mathcal{D}^{(p)}$. Furthermore, every such rerouting $\mathcal{D}^{(p)}$ differs from $\mathcal{D}^{(p-1)}$ by exactly one arc, and no graph can repeat under this rerouting process. Therefore, we must eventually find a deformation $\mathcal{O}$ with no obstruction. Finally, Lemma 3.7 guarantees that any vertex $\boldsymbol{u} \in \Gamma_{C^{\prime}}\left(\boldsymbol{j}^{(r, t)}\right) \backslash \Gamma_{C^{\prime}}\left(\boldsymbol{k}^{(r, t)}\right)$ with $\Delta_{C}(\boldsymbol{u})=4$ also lies in a deformation path of $\mathcal{O}$.

We next show that this guarantees the reverse deformation sequence to $\mathcal{O}$ is also a deformation of $C^{\prime}: \widetilde{C}^{\prime}:=C^{\prime} \oplus\left(\cup_{r=0}^{m} P^{(r)}\right) \in\left\langle C_{0}^{\prime}\right\rangle$. Let

$$
\left\{\begin{array}{l}
\mathfrak{j}:=\cup_{r=0}^{m}\left\{\boldsymbol{j}^{(r, t)}\right\}_{t=0}^{\ell_{r}-1}  \tag{3.104}\\
\mathfrak{k}:=\cup_{r=0}^{m}\left\{\boldsymbol{k}^{(r, t)}\right\}_{t=0}^{\ell_{r}-1}
\end{array}\right.
$$

Considering the last deformation in the sequence

$$
\begin{equation*}
\widetilde{C}=\left(C^{\left(m, \ell_{m}-2\right)} \backslash \boldsymbol{k}^{\left(m, \ell_{m}-1\right)}\right) \cup \boldsymbol{j}^{\left(m, \ell_{m}-1\right)} \tag{3.105}
\end{equation*}
$$

where we have $\boldsymbol{k}^{\left(\ell_{m}-1\right)} \prec_{\widetilde{C}} \boldsymbol{j}^{\left(m, \ell_{m}-1\right)}$, there can be no vertex in $C^{\prime}$ that neighbors exactly one of $\left\{\boldsymbol{k}^{\left(m, \ell_{m}-1\right)}, \boldsymbol{j}^{\left(m, \ell_{m}-1\right)}\right\}$, since this vertex is in $\widetilde{C}$ by assumption on $\mathcal{O}$, and so this would contradict the fact that $\boldsymbol{k}^{\left(m, \ell_{m}-1\right)} \prec_{\widetilde{C}} \boldsymbol{j}^{\left(m, \ell_{m}-1\right)}$. This gives that $\boldsymbol{k}^{\left(m, \ell_{m}-1\right)} \prec_{C^{\prime}} \boldsymbol{j}^{\left(m, \ell_{m}-1\right)}$.

Now suppose we can perform the reverse deformation out to step $g$ on path $s$, and let

$$
\left\{\begin{array}{l}
\mathfrak{j}^{(s, g)}:=\cup_{r=0}^{s-1}\left\{\boldsymbol{j}^{(r, t)}\right\}_{t=0}^{\ell_{r}-1} \cup\left\{\boldsymbol{j}^{(s, t)}\right\}_{t=0}^{g}  \tag{3.106}\\
\overline{\mathfrak{k}}(s, g)
\end{array}=\cup_{r=s+1}^{m}\left\{\boldsymbol{k}^{(r, t)}\right\}_{t=0}^{\ell_{r}-1} \cup\left\{\boldsymbol{k}^{(s, t)}\right\}_{t=g+1}^{\ell_{s}-1} .\right.
$$

with

$$
\left\{\begin{array}{l}
C^{(s, g)}=(C \backslash \mathfrak{k}) \cup \mathfrak{j}^{(s, g)} \cup \overline{\mathfrak{k}}^{(s, g)}  \tag{3.107}\\
C^{\prime(s, g)}=\left(C^{\prime} \backslash \mathfrak{j}\right) \cup \mathfrak{j}^{(s, g)} \cup \overline{\mathfrak{k}}^{(s, g)}
\end{array}\right.
$$

That is,

$$
\begin{equation*}
C^{\prime(s, g)}=\left[C^{(s, g)} \backslash(C \backslash \mathfrak{k})\right] \cup\left(C^{\prime} \backslash \mathfrak{j}\right) \tag{3.108}
\end{equation*}
$$

we have $\boldsymbol{k}^{(s, g)} \prec_{C^{(s, g)}} \boldsymbol{j}^{(s, g)}$. Finally, note

$$
\begin{equation*}
\boldsymbol{j}^{(s, g)} \in C^{(s, g)} \cap C^{\prime(s, g)} \tag{3.109}
\end{equation*}
$$

with

$$
\begin{equation*}
C^{(s, g)} \cap C^{\prime(s, g)}=\left[(C \backslash \mathfrak{k}) \cap\left(C^{\prime} \backslash \mathfrak{j}\right)\right] \cup \mathfrak{j}^{(s, g)} \cup \overline{\mathfrak{k}}^{(s, g)} \tag{3.110}
\end{equation*}
$$

To prove that $\boldsymbol{k}^{(s, g)} \prec_{C^{\prime(s, g)}} \boldsymbol{j}^{(s, g)}$, we require that $\Gamma_{C^{\prime(s, g)}}\left(\boldsymbol{k}^{(s, g)}\right)=\Gamma_{C^{\prime(s, g)}}\left[\boldsymbol{j}^{(s, g)}\right]$. Since $\boldsymbol{k}^{(s, g)} \prec_{C^{(s, g)}}$ $\boldsymbol{j}^{(s, g)}$, if there is a vertex $\boldsymbol{u}$ in exactly one of $\left\{\Gamma_{C^{\prime(s, g)}}\left(\boldsymbol{k}^{(s, g)}\right), \Gamma_{C^{\prime(s, g)}}\left[\boldsymbol{j}^{(s, g)}\right]\right\}$, it must be in $C^{\prime(s, g)} \backslash C^{(s, g)}$. Thus, it is in $\left(C^{\prime} \backslash \mathfrak{j}\right)$ but not $(C \backslash \mathfrak{k})$. However, such a vertex would be a vertex in $C^{\prime}$ neighboring precisely one of $\left\{\boldsymbol{j}^{(s, g)}, \boldsymbol{k}^{(s, g)}\right\}$, so it would be in $\widetilde{C}$ by our construction. This is a contradiction, since there is no vertex in

$$
\begin{equation*}
\left[\left(C^{\prime} \backslash \mathfrak{j}\right) \backslash(C \backslash \mathfrak{k})\right] \cap[(C \backslash \mathfrak{k}) \cup \mathfrak{j}]=\left(C^{\prime} \backslash \mathfrak{j}\right) \cap \mathfrak{j}=\varnothing . \tag{3.111}
\end{equation*}
$$

Next, we show that the term indexed by $\left(\widetilde{C}, \widetilde{C}^{\prime}\right)$ is nonvanishing in Eq. (3.88). Let $h_{\mathcal{O}}=\prod_{r=0}^{m} h_{P^{(r)}}$. We have

$$
\begin{align*}
\llbracket h_{\widetilde{C}}, h_{\widetilde{C}}, \rrbracket & =\llbracket h_{\widetilde{C}}, h_{C^{\prime}} h_{\mathcal{O}} \rrbracket  \tag{3.112}\\
& =\llbracket h_{\widetilde{C}}, h_{C^{\prime}} h_{C} h_{\widetilde{C}} \rrbracket  \tag{3.113}\\
& =\llbracket h_{\widetilde{C}}, h_{C^{\prime}} \rrbracket \llbracket h_{\widetilde{C}}, h_{C} \rrbracket \tag{3.114}
\end{align*}
$$

Note that there are odd-many vertices in $\cup_{r=0}^{m} P^{(r)}$ whose corresponding operator anticommutes with $h_{C}$. Clearly $h_{\boldsymbol{j}}$ anticommutes with $h_{C}$ if $\boldsymbol{j}$ is the initializing vertex of $\mathcal{O}$. If there is a dependent vertex in the deformation whose corresponding operator anticommutes with $h_{C}$, then it must be tethered to another such vertex with respect to $C$, or there is another initializing vertex that will allow us to continue the deformation. Thus, such vertices come in pairs, and we have that the total number of vertices whose corresponding operator anticommutes with $h_{C}$ is odd. This gives $\llbracket h_{\widetilde{C}}, h_{C} \rrbracket=-1$, since odd many vertices whose operator commutes with $h_{C}$ have been replaced by vertices for which
the corresponding operator anticommutes. Additionally, this gives $\llbracket h_{\widetilde{C}}, h_{C^{\prime}} \rrbracket=1$, since odd many vertices in $C^{\prime}$ whose operator anticommutes with $h_{C}$ have been replaced by vertices for which the corresponding operator commutes with $h_{\widetilde{C}}$, and the total number of such vertices in $C^{\prime}$ was odd. Therefore, we have

$$
\begin{equation*}
\llbracket h_{\widetilde{C}}, h_{\widetilde{C}}, \rrbracket=-1 . \tag{3.115}
\end{equation*}
$$

Finally, we show that corresponding terms indexed by $\left(C, C^{\prime}\right)$ and $\left(\widetilde{C}, \widetilde{C}^{\prime}\right)$ cancel in Eq. (3.88) We have

$$
\begin{equation*}
\left[h_{C}, h_{C^{\prime}}\right]+\left[h_{\widetilde{C}}, h_{\widetilde{C}^{\prime}}\right]=2\left(h_{C} h_{C^{\prime}}+h_{\widetilde{C}} h_{\widetilde{C}^{\prime}}\right) \tag{3.116}
\end{equation*}
$$

Because $h_{C}$ and $h_{C^{\prime}}$ anticommute, exactly one of $h_{C_{c}^{\prime}}$ or $h_{C_{d}^{\prime}}$ anticommutes with $h_{C}$. Suppose $h_{C_{d}^{\prime}}$ commutes, so we have

$$
\begin{align*}
h_{C} h_{C^{\prime}}= & \left(h_{C_{a}} h_{C_{b}}\right)\left(h_{C_{c}^{\prime}} h_{C_{d}^{\prime}}\right)  \tag{3.117}\\
= & h_{C_{d}^{\prime}}\left(h_{C_{b}} h_{C_{a}}\right) h_{C_{c}^{\prime}}  \tag{3.118}\\
= & \left(h_{C_{d}^{\prime} \backslash \mathcal{O}} h_{\left(C_{d}^{\prime} \cap \mathcal{O}\right)}\right)\left[\left(h_{\left(C_{b} \cap \mathcal{O}\right)} h_{C_{b} \backslash \mathcal{O}}\right)\right.  \tag{3.119}\\
& \left.\times\left(h_{C_{a} \backslash \mathcal{O}} h_{\left(C_{a} \cap \mathcal{O}\right)}\right)\right]\left(h_{\left(C_{c}^{\prime} \cap \mathcal{O}\right)} h_{C_{c}^{\prime} \backslash \mathcal{O}}\right) \\
= & (-1)^{m+1}\left(h_{C_{d}^{\prime} \backslash \mathcal{O}} h_{\left(C_{b} \cap \mathcal{O}\right)}\right)\left[\left(h_{\left(C_{d}^{\prime} \cap \mathcal{O}\right)} h_{C_{b} \backslash \mathcal{O}}\right)\right. \\
& \left.\times\left(h_{C_{a} \backslash \mathcal{O}} h_{\left(C_{c}^{\prime} \cap \mathcal{O}\right)}\right)\right]\left(h_{\left(C_{a} \cap \mathcal{O}\right)} h_{\left.C_{c}^{\prime} \backslash \mathcal{O}\right)}\right)  \tag{3.120}\\
h_{C} h_{C^{\prime}}= & (-1)^{m+1} h_{\widetilde{C}_{d}^{\prime}}\left(h_{\widetilde{C}_{b}} h_{\widetilde{C}_{a}}\right) h_{\widetilde{C}_{c}^{\prime}} \tag{3.121}
\end{align*}
$$

where, e.g. $\widetilde{C}_{a}:=C_{a} \oplus\left(\cup_{r=0}^{m} P^{(r)}\right)$, and similarly for the other coloring classes of $\widetilde{C}, \widetilde{C}^{\prime}$. Next we check

$$
\begin{align*}
\llbracket h_{\widetilde{C}_{d}^{\prime}}, h_{\widetilde{C}} \rrbracket= & \llbracket h_{C_{d}^{\prime}} h_{\left[\mathcal{O}\left(C_{b} \cup C_{d}^{\prime}\right)\right]}, h_{C} h_{\mathcal{O}} \rrbracket  \tag{3.122}\\
= & \llbracket h_{C_{d}^{\prime}}, h_{C} \rrbracket \llbracket h_{C_{d}^{\prime}}, h_{\mathcal{O}} \rrbracket \\
& \times \llbracket h_{\left[\mathcal{O} \cap\left(C_{b} \cup C_{d}^{\prime}\right)\right]}, h_{C} \rrbracket \llbracket h_{\left[\mathcal{O} \cap\left(C_{b} \cup C_{d}^{\prime}\right)\right]}, h_{\mathcal{O}} \rrbracket \tag{3.123}
\end{align*}
$$

If $h_{\boldsymbol{j}}$ anticommutes with $h_{\mathcal{O}}$ for $\boldsymbol{j} \in C_{d}^{\prime}$, then either $h_{\boldsymbol{j}}$ anticommutes with $h_{P^{(r)}}$ for exactly one (by Lemma 3.8) path component $P^{(r)} \subseteq G\left[C_{a} \oplus C_{c}^{\prime}\right]$ of $\mathcal{O}$, or $h_{\boldsymbol{j}}$ anticommutes with $h_{P^{(r)}}$ for exactly
one path component $P^{(r)} \subseteq G\left[C_{b} \oplus C_{d}^{\prime}\right]$. If $\Delta_{C}(\boldsymbol{j})=2$ and $h_{\boldsymbol{j}}$ anticommutes with $h_{P^{(r)}}$ for $P^{(r)} \subseteq$ $G\left[C_{a} \oplus C_{c}^{\prime}\right]$, then $h_{\boldsymbol{j}}$ satisfies both cases, so it commutes with $h_{\mathcal{O}}$. If $\Delta_{C}(\boldsymbol{j})=4$, then $h_{\boldsymbol{j}}$ satisfies neither case. Thus, the only vertices $\boldsymbol{j} \in \mathcal{O}$ for which $h_{\boldsymbol{j}}$ anticommutes with $h_{\mathcal{O}}$ are those for which $h_{\boldsymbol{j}}$ also anticommutes with $h_{C}$ and for which $\boldsymbol{j} \in \mathcal{O} \cap C_{d}^{\prime}$. Thus, we have

$$
\begin{equation*}
\llbracket h_{C_{d}^{\prime}}, h_{\mathcal{O}} \rrbracket=\llbracket h_{O \cap C_{d}^{\prime}}, h_{C} \rrbracket=\llbracket h_{\left[\mathcal{O}\left(C_{b} \cup C_{d}^{\prime}\right)\right]}, h_{C} \rrbracket \tag{3.124}
\end{equation*}
$$

and

$$
\begin{align*}
\llbracket h_{\widetilde{C}_{d}^{\prime}}, h_{\widetilde{C}} \rrbracket & =\llbracket h_{C_{d}^{\prime}}, h_{C} \rrbracket \llbracket h_{\left[O \cap\left(C_{b} \cup C_{d}^{\prime}\right)\right]}, h_{\mathcal{O}} \rrbracket  \tag{3.125}\\
& =\llbracket h_{C_{d}^{\prime}}, h_{C} \rrbracket \llbracket h_{\left[\mathcal{O}\left(C_{b} \cup C_{d}^{\prime}\right)\right]}, h_{\left[\mathcal{O}\left(C_{a} \cup C_{c}^{\prime}\right)\right]} \rrbracket \tag{3.126}
\end{align*}
$$

We have

$$
\left\{\begin{array}{l}
h_{\left[\mathcal{O}\left(C_{b} \cup C_{d}^{\prime}\right)\right]}=\prod_{\left\{r \mid P^{(r)} \subseteq G\left[C_{b} \oplus C_{d}^{\prime}\right]\right\}} h_{P(r)}  \tag{3.127}\\
h_{\left.\left[O \cap\left(C_{a} \cup C_{c}^{\prime}\right)\right]\right]}=\prod_{\left\{r \mid P^{(r)} \subseteq G\left[C_{a} \oplus C_{d}^{\prime}\right\}\right\}} h_{P^{(r)}}
\end{array}\right.
$$

To complete the proof, we consider the frustration graph $G_{P}$ whose vertices correspond to the path operators $h_{P^{(r)}}$ for $P^{(r)} \in \mathcal{O}$. We will show that this graph captures the dependencies between the paths in the deformation $\mathcal{O}$ in the following way

Lemma 3.9. Given the definitions above, suppose $P^{(r)}$ precedes $P^{(s)}$ in the deformation $\mathcal{O}$, then $h_{P^{(r)}}$ and $h_{P^{(s)}}$ will anticommute if and only if $P^{(s)}$ is dependent on $P^{(r)}$ in $\mathcal{O}$.

By the construction of $\mathcal{O}$ togther with Lemma 3.9, $G_{P}$ is a connected tree with coloring classes given by $\mathcal{O} \cap\left(C_{b} \cup C_{d}^{\prime}\right)$ and $\mathcal{O} \cap\left(C_{a} \cup C_{c}^{\prime}\right)$, so

$$
\begin{equation*}
\left.\llbracket h_{\left[\mathcal{O} \cap\left(C_{b} \cup C_{d}^{\prime}\right)\right]}, h_{\left[\cap \cap\left(C_{a} \cup C_{c}^{\prime}\right)\right]}\right]=(-1)^{m} . \tag{3.128}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
& \llbracket h_{\widetilde{C}_{d}^{\prime}}, h_{\widetilde{C}} \rrbracket=(-1)^{m} \llbracket h_{C_{d}^{\prime}}, h_{C} \rrbracket  \tag{3.129}\\
& \llbracket h_{\widetilde{C}_{d}^{\prime}}, h_{\widetilde{C}} \rrbracket=(-1)^{m} \tag{3.130}
\end{align*}
$$

by our assumption that $\llbracket h_{C_{d}^{\prime}}, h_{C} \rrbracket=1$, and we have

$$
\begin{equation*}
h_{C} h_{C^{\prime}}=-h_{\widetilde{C}_{d}^{\prime}} h_{\widetilde{C}_{c}^{\prime}}\left(h_{\widetilde{C}_{b}} h_{\widetilde{C}_{a}}\right) h_{\widetilde{C}_{c}^{\prime}}=-h_{\widetilde{C}} h_{\widetilde{C}^{\prime}} \tag{3.131}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[h_{C}, h_{C^{\prime}}\right]+\left[h_{\widetilde{C}}, h_{\widetilde{C}^{\prime}}\right]=0 \tag{3.132}
\end{equation*}
$$

For each collection of terms indexed by $\left(C, C^{\prime}\right)$ sharing a fixed deformation $\mathcal{O}$, we can uniquely pair them using this deformation. This therefore proves Eq. (3.80c) and completes our proof of Theorem 3.1.

### 3.6 Exact Solution

With the identification of the conserved charges, we can then proceed to show the rest of Result 3.1. In particular, we show that within each symmetric subspace of the generalized-even-hole operators, a Hamiltonian with a simplicial, claw-free frustration graph exhibits a free fermion solution. Formally:

Theorem 3.2 (Exact Solution). Given a Hamiltonian, $H$, with frustration graph, $G$, which is clawfree and contains a simplicial clique. There exists a set of mutually commuting cycle symmetries $\left\{J_{G}\left[\left\langle C_{0}\right\rangle\right]\right\}$ for $H$, such that we can write

$$
\begin{equation*}
H=\sum_{\mathcal{J}}\left(\sum_{j=1}^{\alpha(G)} \varepsilon_{\mathcal{J}, j}\left[\psi_{\mathcal{J}, j}, \psi_{\mathcal{J}, j}^{\dagger}\right]\right) \Pi_{\mathcal{J}} \tag{3.133}
\end{equation*}
$$

with

$$
\begin{equation*}
\psi_{\mathcal{J}, j}:=N_{\mathcal{J}, j}^{-1} \Pi_{\mathcal{J}} T\left(-u_{\mathcal{J}, j}\right) \chi T\left(u_{\mathcal{J}, j}\right) \tag{3.134}
\end{equation*}
$$

where the $\left\{\Pi_{\mathcal{J}}\right\}_{\mathcal{J}}$ are a complete set of projectors onto the mutual eigenspaces of the $\left\{J_{G}\left[\left\langle C_{0}\right\rangle\right]\right\}$, and $u_{\mathcal{J}, j}$ satisfies $Z_{G}\left(-u_{\mathcal{J}, j}^{2}\right) \Pi_{\mathcal{J}}=0$. Furthermore, the projectors $\Pi_{\mathcal{J}}$ satisfy

$$
\begin{equation*}
\left[\Pi_{\mathcal{J}}, \psi_{\mathcal{J}^{\prime}, j}\right]=0 \tag{3.135}
\end{equation*}
$$

for all $\mathcal{J}, \mathcal{J}^{\prime}$, and $j$. The single-particle energies in the subspace labeled by $\mathcal{J}$ are given by $\varepsilon_{\mathcal{J}, j}=$ $1 / u_{\mathcal{J}, j}$.

The proof closely follows the analysis given in Refs. [23, 126] with slight modifications and generalizations where necessary. We first prove the following lemma relating the transfer operators to the generalized characteristic polynomial $Z_{G}$ of the frustration graph $G$.

Lemma 3.10. Let $H$ be a Hamiltonian with claw-free frustration graph $G$. The generalized characteristic polynomial, $Z_{G}$ is given by

$$
\begin{equation*}
Z_{G}\left(-u^{2}\right)=\sum_{\mathcal{X} \in \mathscr{C}_{G}^{(\text {even })}}\left(-u^{2}\right)^{|\partial \mathcal{X}| / 2} 2^{|\mathcal{X}|} I_{G \backslash \Gamma[\mathcal{X}]}\left(-u^{2}\right) \prod_{C \in \mathcal{X}} h_{C} \tag{3.136}
\end{equation*}
$$

We prove Lemma 3.10 in Appendix 3.B. We also require the following lemma.

Lemma 3.11. Let $H$ be an SCF Hamiltonian with frustration graph $G$. Further let $K_{s}$ be a simplicial clique and let $\chi$ be a simplicial mode with respect to $K_{s}$. Then

$$
\begin{align*}
& T_{G}(u)\left(1+u \sum_{\boldsymbol{j} \in K_{s}} h_{\boldsymbol{j}}\right) \chi T_{G}(-u) \\
& \quad=Z_{G}\left(-u^{2}\right)\left(1-u \sum_{\boldsymbol{j} \in K_{s}} h_{\boldsymbol{j}}\right) \chi . \tag{3.137}
\end{align*}
$$

We prove Lemma 3.11 in Appendix 3.C. Lemma 3.11 immediately shows that the incognito modes satisfy the eigenmode condition for the Hamiltonian over the subspace specified by $\mathcal{J}$.

Lemma 3.12. Let $H$ be an SCF Hamiltonian with frustration graph $G$. The single particle energies $\left\{\varepsilon_{\mathcal{J}, j}\right\}$ and incognito modes $\left\{\psi_{\mathcal{J}, j}\right\}$ satisfy

$$
\begin{equation*}
\left[H, \psi_{\mathcal{J}, \pm j}\right]= \pm 2 \varepsilon_{\mathcal{J}, j} \psi_{\mathcal{J}, \pm j} . \tag{3.138}
\end{equation*}
$$

Proof. We have

$$
\begin{align*}
{\left[H, \psi_{\mathcal{J}, \pm j}\right] } & =N_{\mathcal{J}, j}^{-1} \Pi_{\mathcal{J}} T\left(\mp u_{\mathcal{J}, j}\right)[H, \chi] T\left( \pm u_{\mathcal{J}, j}\right)  \tag{3.139}\\
& =2 N_{\mathcal{J}, j}^{-1} \Pi_{\mathcal{J}} T\left(\mp u_{\mathcal{J}, j}\right)\left(\sum_{j \in K_{s}} h_{\boldsymbol{j}} \chi\right) T\left( \pm u_{\mathcal{J}, j}\right) \tag{3.140}
\end{align*}
$$

Applying Lemma 3.11, together with the definition of $u_{\mathcal{J}, j}$ that $\Pi_{\mathcal{J}} Z_{G}\left(-u_{\mathcal{J}, j}^{2}\right)=0$ gives

$$
\begin{align*}
{\left[H, \psi_{\mathcal{J} \pm j}\right] } & = \pm \frac{2}{u_{\mathcal{J}, j} N_{\mathcal{J}, j}} \Pi_{\mathcal{J}} T\left(\mp u_{\mathcal{J}, j}\right) \chi T\left( \pm u_{\mathcal{J}, j}\right)  \tag{3.141}\\
& = \pm 2 \varepsilon_{\mathcal{J}, j} \psi_{\mathcal{J}, \pm j} \tag{3.142}
\end{align*}
$$

completing the proof.

We now show that the incognito modes $\left\{\psi_{\mathcal{J}, \pm j}\right\}$ obey the canonical anticommutation relations.

Lemma 3.13. Let $H$ be an SCF Hamiltonian with frustration graph $G$. The incognito modes $\left\{\psi_{\mathcal{J}, \pm j}\right\}$ satisfy the following anticommutation relations.

$$
\begin{equation*}
\left\{\psi_{\mathcal{J},+j}, \psi_{\mathcal{J}^{\prime},-k}\right\}=\delta_{\mathcal{J}, \mathcal{J}^{\prime}} \delta_{j k} \Pi_{\mathcal{J}} . \tag{3.143}
\end{equation*}
$$

We prove Lemma 3.13 in Appendix 3.D. Finally, we show that we can write the Hamiltonian $H$ as a free-fermion Hamiltonian in the eigenmode basis.

Lemma 3.14. Let $H$ be an SCF Hamiltonian with frustration graph $G$. The single particle energies $\left\{\varepsilon_{k}\right\}_{k=1}^{\alpha(G)}$ and incognito modes $\left\{\psi_{ \pm j}\right\}_{j=1}^{\alpha(G)}$ satisfy

$$
\begin{equation*}
H=\sum_{\mathcal{J}}\left(\sum_{j=1}^{\alpha(G)} \varepsilon_{\mathcal{J}, j}\left[\psi_{\mathcal{J},+j}, \psi_{\mathcal{J},-j}\right]\right) \Pi_{\mathcal{J}} . \tag{3.144}
\end{equation*}
$$

We prove Lemma 3.14 in Appendix 3.E. Combining Lemma 3.12, Lemma 3.13, and Lemma 3.14 proves Theorem 3.1.

### 3.7 Polynomial Division

We next present an alternative solution method inspired by a well-known polynomial divisibility result of Godsil [129] and a recently emerging body of work on operator Krylov subspaces [130-132]. As such, we expect the method to provide a strategy for applying graph theory to more general models, and, for our purposes, it will provide a better physical intuition for the free-fermion modes in the Pauli basis where $H$ is defined. The technical content of the method is captured by the following theorem

Theorem 3.3 (Polynomial Divisibility). There exists a real matrix A with elements indexed by
induced paths in $G$ such that

$$
\begin{equation*}
\operatorname{ad}_{i H}^{k} \chi=(-2)^{k} \sum_{P \in \mathcal{P}}\left(\mathbf{A}^{k}\right)_{\left\{\boldsymbol{j}^{*}\right\}, P} h_{P} \tag{3.145}
\end{equation*}
$$

over each mutual eigenspace of the $\left\{J_{G}\left[\left\langle C_{0}\right\rangle\right]\right\}$, where $\chi$ is a simplicial mode corresponding to the vertex $\boldsymbol{j}^{*} \notin V$, and we define $\operatorname{ad}_{i H} \chi:=[i H, \chi]$. The matrix $\mathbf{A}$ is the weighted adjacency matrix of a directed bipartite graph.

### 3.7.1 Implications of Theorem 3.3

Before continuing to the proof, let us elaborate on some implications of Theorem 3.3. The theorem already appears very "holographic" in the sense that commutation with the Hamiltonian only changes path operators at the endpoints. This is entirely due to the fact that the frustration graph is claw-free. We make this precise by showing that the theorem implies a set of fermion modes given by repeated commutators with the Hamiltonian.

Corollary 3.6. The operators generated by repeated commutation with $H$ satisfy

$$
\begin{equation*}
\left\{\operatorname{ad}_{i H}^{j} \chi, \operatorname{ad}_{i H}^{k} \chi\right\}=2 M_{j k} I \tag{3.146}
\end{equation*}
$$

where the matrix $\mathbf{M}$ is real symmetric.

Proof. We show Eq. (3.146) by induction on $j$. Note that, for all $k$

$$
\begin{align*}
\left\{\operatorname{ad}_{i H}^{0} \chi, \operatorname{ad}_{i H}^{k} \chi\right\} & =\left\{\chi, \operatorname{ad}_{i H}^{k} \chi\right\} \\
& =(-i)^{k} 2^{k+1}\left(\mathbf{A}^{k}\right)_{\left\{\boldsymbol{j}^{*}\right\},\left\{\boldsymbol{j}^{*}\right\}} I \tag{3.147}
\end{align*}
$$

by applying Theorem 3.3 to $\operatorname{ad}_{i H}^{k} \chi$ together with the fact that the only operator in the sum that does not anticommute with $\chi$ is itself. Thus, the corollary holds for $j=0$ with

$$
\begin{equation*}
M_{0, k}=(-2 i)^{k}\left(\mathbf{A}^{k}\right)_{\left\{\boldsymbol{j}^{*}\right\},\left\{\boldsymbol{j}^{*}\right\}} \tag{3.148}
\end{equation*}
$$

Now assume that

$$
\begin{equation*}
\left\{\operatorname{ad}_{i H}^{\ell} \chi, \operatorname{ad}_{i H}^{k} \chi\right\}=2 M_{\ell, k} I \tag{3.149}
\end{equation*}
$$

for all $k$, for some matrix $\mathbf{M}$, and all $\ell<\{0, \ldots, j-1\}$. Then

$$
\begin{align*}
& {\left[\operatorname{ad}_{i H}^{j} \chi, \operatorname{ad}_{i H}^{k} \chi\right]=\left[\operatorname{ad}_{i H}\left(\operatorname{ad}_{i H}^{j-1} \chi\right), \operatorname{ad}_{i H}^{k} \chi\right]} \\
& \quad=\left[H,\left[\operatorname{ad}_{i H}^{j-1} \chi, \operatorname{ad}_{i H}^{k} \chi\right]\right]-\left[\operatorname{ad}_{i H}^{j-1} \chi, \operatorname{ad}_{i H}^{k+1} \chi\right]  \tag{3.150}\\
& \quad=-2 M_{j-1, k+1} I-2 \operatorname{ad}_{i H}^{k} \chi \operatorname{ad}_{i H}^{j} \chi,
\end{align*}
$$

The second line follows by the Jacobi identity. The third line follows from applying the inductive hypothesis with the identity

$$
\begin{equation*}
[A, B]=\{A, B\}-2 B A \tag{3.151}
\end{equation*}
$$

and canceling terms. Applying Eq. (3.151) again to Eq. (3.150) gives.

$$
\left\{\operatorname{ad}_{i H}^{j} \chi, \operatorname{ad}_{i H}^{k} \chi\right\}=-2 M_{j-1, k+1} I
$$

This shows the first part of the corollary. By solving the recursion relation for $\mathbf{M}$, we have

$$
\begin{align*}
& \left\{\operatorname{ad}_{i H}^{j} \chi, \operatorname{ad}_{i H}^{k} \chi\right\}=2(-i)^{j} M_{0, j+k} I \\
& \left\{\operatorname{ad}_{i H}^{j} \chi, \operatorname{ad}_{i H}^{k} \chi\right\}=(-i)^{j+k} 2^{j+k+1}\left(\mathbf{A}^{j+k}\right)_{\left\{j^{*}\right\},\left\{j^{*}\right\}} I \tag{3.152}
\end{align*}
$$

This gives

$$
\begin{equation*}
M_{j k}=(-2 i)^{j+k}\left(\mathbf{A}^{j+k}\right)_{\left\{j^{*}\right\},\left\{j^{*}\right\}} \tag{3.153}
\end{equation*}
$$

so $\mathbf{M}$ is real symmetric.

While we may take as many commutators with $H$ as we like, the fact that the set of induced paths of $G$ is finite implies that there is a minimal rank, $r$, such that $\operatorname{ad}_{i H}^{r} \chi$ is a linear combination of the elements of $\left\{\operatorname{ad}_{i H}^{j} \chi\right\}_{j=0}^{r-1}$. Suppose we have

$$
\begin{equation*}
\operatorname{ad}_{i H}^{r} \chi=\sum_{k=0}^{r-1} v_{k} \operatorname{ad}_{i H}^{k} \chi \tag{3.154}
\end{equation*}
$$

this gives

$$
\begin{align*}
\left\{\operatorname{ad}_{i H}^{j} \chi, \operatorname{ad}_{i H}^{r} \chi\right\} & =\sum_{k=0}^{r-1} v_{k}\left\{\operatorname{ad}_{i H}^{j} \chi, \operatorname{ad}_{i H}^{k} \chi\right\}  \tag{3.155}\\
& =2(\mathbf{M} \cdot \mathbf{v})_{j} I \tag{3.156}
\end{align*}
$$

Thus, it suffices to consider only the spanning set given by the elements of $\left\{\operatorname{ad}_{i H}^{j} \chi\right\}_{j=0}^{r-1}$, and we take $\mathbf{M}$ to be an $r \times r$ matrix. We will see that, in fact, the value of this rank is generally much lower than the number of induced paths in $G$.

By the definition of $\mathbf{M}$, we have

$$
\begin{align*}
\left(\mathbf{v}^{\mathrm{T}} \cdot \mathbf{M} \cdot \mathbf{v}\right) & =\frac{1}{2 d} \sum_{j, k=0}^{r-1} v_{j} v_{k} \operatorname{tr}\left(\left\{\operatorname{ad}_{i H}^{j} \chi, \operatorname{ad}_{i H}^{k} \chi\right\}\right)  \tag{3.157}\\
& =\frac{1}{d} \operatorname{tr}\left[\left(\sum_{j=0}^{r-1} v_{j} \operatorname{ad}_{i H}^{j} \chi\right)^{2}\right] \tag{3.158}
\end{align*}
$$

Because this is the trace of the square of a non-zero Hermitian matrix, it is positive. Thus, $\mathbf{M}$ is positive definite. This allows us to define a set of "physical" Majorana modes $\left\{\gamma_{j}\right\}_{j=0}^{r-1}$ by diagonalizing $\mathbf{M}$ as

$$
\begin{equation*}
\mathbf{M}=\mathbf{U}^{\mathrm{T}} \mathbf{D} \mathbf{U} \tag{3.159}
\end{equation*}
$$

where $\mathbf{U}$ is an orthogonal matrix and $\mathbf{D}$ is a diagonal matrix with positive elements $D_{j j} \equiv \lambda_{j}$ along the main diagonal. We next define

$$
\begin{equation*}
\gamma_{j}=i^{(j \bmod 2)} \lambda_{j}^{-1 / 2} \sum_{k=0}^{r-1} U_{j k} \operatorname{ad}_{i H}^{k} \chi \tag{3.160}
\end{equation*}
$$

These operators are Hermitian and satisfy the canonical anticommutation relations for fermions

$$
\begin{equation*}
\left\{\gamma_{j}, \gamma_{k}\right\}=2 \delta_{j k} I \tag{3.161}
\end{equation*}
$$

As a result, they are trace-orthogonal

$$
\begin{equation*}
d^{-1} \operatorname{tr}\left(\gamma_{j} \gamma_{k}\right)=\frac{1}{2 d} \operatorname{tr}\left(\left\{\gamma_{j}, \gamma_{k}\right\}\right)=\delta_{j k} \tag{3.162}
\end{equation*}
$$

where $d$ is the Hilbert-space dimension. We can write the elements of an effective single-particle


Figure 3.4: The induced path tree: (a) a simplicial, claw-free graph with an even hole; (b) a path tree from a simplicial vertex attached to the simplicial clique $\{a, e\}$ in the graph; (c) the hopping graph of a walk induced by the nested commutators of $\chi$ with the Hamiltonian $H$ for which the graph is the frustration graph.

Hamiltonian by

$$
\begin{equation*}
h_{j k}=-\frac{i}{2 d} \operatorname{tr}\left[\gamma_{j} \operatorname{ad}_{H}\left(\gamma_{k}\right)\right] \tag{3.163}
\end{equation*}
$$

Formally, $\mathbf{h}$ is given by the inverse transformation relating the $\left\{\gamma_{j}\right\}_{j=0}^{r-1}$ to the $\left\{\operatorname{ad}_{i H}^{j} \chi\right\}_{j=0}^{r-1}$ applied to the companion matrix for $\mathrm{ad}_{i H}$ on the cyclic subspace generated by $\chi$.

### 3.7.2 Induced path trees

We next turn to the proof of Theorem 3.3. While the only specific property of $\mathbf{A}$ that we rely on is the fact that it is the weighted adjacency matrix of a directed bipartite graph, it will be helpful to propose the specific form of $\mathbf{A}$ here. For this purpose, we define the induced path tree $\Upsilon(G)$ of $G$. The definition of $\Upsilon(G)$ is given in Ref. [100] and we repeat it here with our conventions.

Definition 3.14 (Induced path tree with respect to $\boldsymbol{j}[100])$. For $\boldsymbol{j} \in V$, the induced path tree, $\Upsilon_{\boldsymbol{j}}(G)$, of $G$ with respect to $\boldsymbol{j}$ is defined recursively. If $G$ is a tree, then $\Upsilon_{\boldsymbol{j}}(G)=G$, and we say that $\boldsymbol{j}$ is the root of $\Upsilon_{\boldsymbol{j}}(G)$. Otherwise, we consider the forest of disjoint trees $\Upsilon_{\boldsymbol{k}}((G \backslash \Gamma[\boldsymbol{j}]) \cup\{\boldsymbol{k}\})$ with root $\boldsymbol{k}$ for each $\boldsymbol{k} \in \Gamma(\boldsymbol{j})$. We then define $\Upsilon_{\boldsymbol{j}}(G)$ by appending a root vertex corresponding to $\boldsymbol{j}$ and connecting it to the roots of each of these trees.

As in Ref. [100], we also define an induced path tree with respect to a clique, $K \subseteq G$.

Definition 3.15 (Induced path tree with respect to $\mathrm{K}[100]$ ). Let $K$ be a clique. The induced path tree $\Upsilon_{K}(G)$ of $G$ with respect to $K$ is defined as follows. Let $G^{*}$ be the graph formed by attaching a new vertex $\boldsymbol{j}^{*}$ to $G$ with the property that $\left(\boldsymbol{j}^{*}, \boldsymbol{k}\right) \in E\left(G^{*}\right)$ for all $\boldsymbol{k} \in K$. Then $\Upsilon_{K}(G):=\Upsilon_{\boldsymbol{j}^{*}}\left(G^{*}\right)$.

Note that $G^{*}$ from Def. 3.15 is also simplicial, claw-free. Clearly it is simplicial since $\boldsymbol{j}^{*}$ is a simplicial vertex. Suppose that it contains a claw, then that claw must contain $\boldsymbol{j}^{*}$ since $G$ is claw-free. However, $\Gamma\left(\boldsymbol{j}^{*}\right)=K_{s}$, so there must be some vertex $\boldsymbol{k} \in \Gamma\left(\boldsymbol{j}^{*}\right)$ that neighbors an independent set of order at least three. Suppose that this is the case, then the set $\Gamma[\boldsymbol{k}] \backslash \Gamma\left[\boldsymbol{j}^{*}\right]$ must contain a pair of non-neighboring vertices, but this contradicts our assumption that $K_{s}$ is simplicial. Therefore, we must have that $G^{*}$ is a simplicial, claw-free graph as well. In particular, we shall use the fact that all of the neighboring relations in Table 3.2 hold for induced paths containing $\boldsymbol{j}^{*}$ as an endpoint in $G^{*}$. Also note that $G \backslash K$ is also simplicial, with simplicial cliques defined by $\Gamma_{G \backslash K}(v)$ for all $v \in K$ [100].

Fig. (3.4a) shows a small example of a claw-free simplicial graph, we have identified the simplicial clique $K=\{a, e\}$ and constructed the induced path tree $\Upsilon_{K}(G)$ (equivalently $\Upsilon_{j^{*}}\left(G^{*}\right)$ ) in Fig. (3.4b). In what follows, we shall always consider the induced path tree with respect to a fixed simplicial clique of $G$, so we drop the explicit $\boldsymbol{j}^{*}$-dependence in our notation as $\Upsilon\left(G^{*}\right) \equiv \Upsilon_{j^{*}}\left(G^{*}\right)$.

The graph, $\Lambda$, is related to the graph $\Upsilon$ by replacing each edge in $\Upsilon$ with a pair of directed arcs, and we additionally add a set of arcs corresponding to the generalized cycles in $G$ as follows. There is an arc from $P$ to $P^{\prime}$ in $\Lambda$ if there is a vertex $\boldsymbol{k} \notin P$ such that $P \cup\{\boldsymbol{k}\}$ is a bubble wand (see Def. 3.10) with $P^{\prime}$ the handle, and the hoop is an even hole. An example of the graph $\Lambda$ is shown in Fig. (3.4c).

We now define the matrix elements, $A_{P P^{\prime}}$, for $\left(P, P^{\prime}\right) \in E_{\Lambda}$, as

$$
A_{P P^{\prime}} \equiv \begin{cases}1 & \left|P^{\prime}\right|>|P|  \tag{3.164}\\ b_{\boldsymbol{j}}^{2} & P^{\prime}=P \backslash\{\boldsymbol{j}\} \\ \frac{\mathcal{J}_{\left\langle C_{0}\right\rangle}}{N_{P, P^{\prime},\left\langle C_{0}\right\rangle}} & \text { hoop in }\left\langle C_{0}\right\rangle\end{cases}
$$

and zero otherwise. The normalization factor is chosen such that $\frac{1}{2} \sum_{P^{\prime}} N_{P, P^{\prime},\left\langle C_{0}\right\rangle}^{-1}=1$. Each of these cases corresponds to a particular non-vanishing contribution from an additional application of ad $_{i H}$ in a fixed mutual subspace of the generalized cycle symmetries. In the first two cases, the induced path can transition to an adjacent induced path in the induced path tree. In the last case, the induced path "wraps around" an even hole, and this even-hole part contributes a factor of the generalized cycle eigenvalue in the given subspace. There is an additional factor of two due to the fact that the path can wrap around the hole in either direction.

To prove Theorem 3.3, we will also consider a particular Pauli representation of $G^{*}$, and we will prove particular properties of $G^{*}$ using this representation. Since the result will be a property of $G^{*}$ alone, it will not depend on the representation, and we can conclude that it holds for all representations
of $G^{*}$. We choose the representation to have the property that

$$
\begin{equation*}
d^{-1} \operatorname{tr}\left(h_{P}^{\dagger} h_{P^{\prime}}\right)=\delta_{P P^{\prime}} \tag{3.165}
\end{equation*}
$$

for any pair of induced paths $P, P^{\prime} \in \mathcal{P}_{G^{*}}$. For an explicit instance of such a representation, we can take the so-called fiducial bosonization from Ref. [124]. In this representation, we assign a qubit to each edge $e=(\boldsymbol{j}, \boldsymbol{k}) \in E_{G}$ of the frustration graph. Without loss of generality, we choose one of the terms from $h_{\boldsymbol{j}}$ and $h_{\boldsymbol{k}}$ to act on this qubit as $\sigma_{e}^{z}$, and we let the other term act as $\sigma_{e}^{x}$ (e.g. $h_{\boldsymbol{j}}$ acts as $\sigma_{e}^{z}$ and $h_{k}$ acts as $\left.\sigma_{e}^{x}\right)$. Additionally the only terms acting on the qubit corresponding to edge $e$ are $h_{\boldsymbol{j}}$ and $h_{\boldsymbol{k}}$. Thus, $h_{P}$ is the only induced-path operator acting as $\sigma^{y}$ only on the qubits corresponding to the edges in $E[P]$, so it satisfies the property above.

### 3.7.3 The single-vertex-deformation closure of an induced path

We now prove the following following lemma regarding paths within the same single-vertex-deformation closure.

Lemma 3.15. Given an induced path

$$
\begin{equation*}
P:=\boldsymbol{j}^{*}-\boldsymbol{j}_{1}-\ldots-\boldsymbol{j}_{\ell} \tag{3.166}
\end{equation*}
$$

with $\ell \geq 2$, then we have

$$
\begin{equation*}
\left(\mathbf{A}^{k}\right)_{\left\{\boldsymbol{j}^{*}\right\}, P}=\left(\mathbf{A}^{k}\right)_{\left\{\boldsymbol{j}^{*}\right\}, \widetilde{P}} \tag{3.167}
\end{equation*}
$$

for all $\widetilde{P} \in\langle P\rangle$ and all $k \geq 0$.
Proof. It is sufficient to prove the lemma for $\widetilde{P}$ given by a single-vertex deformation of $P$. By convention, we take $\boldsymbol{j}_{0} \equiv \boldsymbol{j}^{*}$, and we let

$$
\begin{equation*}
\widetilde{P} \equiv\left(P \backslash\left\{\boldsymbol{j}_{i}\right\}\right) \cup\{\boldsymbol{k}\} \tag{3.168}
\end{equation*}
$$

for $\boldsymbol{k} \prec_{P} \boldsymbol{j}_{i}$, with $i \in\{1, \ldots, \ell-1\}$. It is useful to consider $\left(\mathbf{A}^{k}\right)_{P, P^{\prime}}$ as the weighted sum of walks
from $P$ to $P^{\prime}$ on $\Lambda\left(G^{*}\right)$ in $k$ steps. Let $P_{m}:=\boldsymbol{j}^{*}-\boldsymbol{j}_{1}-\ldots-\boldsymbol{j}_{m}$ for $m \leq \ell$, with $P_{\ell}:=P$, and define

$$
\widetilde{P}_{m}:= \begin{cases}P_{m} & m<i  \tag{3.169}\\ \left(P_{m} \backslash\left\{\boldsymbol{j}_{i}\right\}\right) \cup\{\boldsymbol{k}\} & m \geq i\end{cases}
$$

We first show that, if a weighted $\operatorname{arc} P_{r} \rightarrow P_{s}$ is present in $\Lambda$ for $r, s \in\{i, i+1, \ldots, \ell\}$, then there is a corresponding arc $\widetilde{P}_{r} \rightarrow \widetilde{P}_{s}$ with the same weight present as well. Suppose $P_{r}$ and $P_{s}$ are neighboring in $\Upsilon\left(G^{*}\right)$. If $s>r$, then $P_{r} \subset P_{s}$ with $P_{s} \backslash P_{r}=\left\{\boldsymbol{j}_{s}\right\}$. Because $r \geq i$, we must have $s \geq i+1$, so $\widetilde{P}_{r} \subset \widetilde{P}_{s}$ with $\widetilde{P}_{s} \backslash \widetilde{P}_{r}=\left\{\boldsymbol{j}_{s}\right\}$. Thus, there is an arc $P_{r} \rightarrow P_{s}$ with weight 1 present in $\Lambda$ in this case. If $s<r, P_{s} \subset P_{r}$ with $P_{r} \backslash P_{s}=\left\{\boldsymbol{j}_{r}\right\}$ Because $s \geq i$, we must have $r \geq i+1$, so $\widetilde{P}_{r} \subset \widetilde{P}_{s}$ with $\widetilde{P}_{s} \backslash \widetilde{P}_{r}=\left\{\boldsymbol{j}_{r}\right\}$. Thus, there is an arc $P_{r} \rightarrow P_{s}$ with weight $b_{\boldsymbol{j}_{r}}^{2}$ present in $\Lambda$ in this case.

If $\left(P_{r}, P_{s}\right) \notin E_{\Upsilon\left(G^{*}\right)}$, then there is a vertex $\boldsymbol{s} \in \Gamma\left(\boldsymbol{j}_{r}\right) \backslash \Gamma\left[\boldsymbol{j}_{r-1}\right]$ such that $P_{r} \cup\{s\}=P_{s} \cup C$ with $C \in\left\langle C_{0}\right\rangle$. Restricting to this case, if $s=i$, then we must have that $s$ and $\boldsymbol{k}$ are neighboring. If this is not the case, then $\left\{\boldsymbol{j}_{i+1}, \boldsymbol{s}, \boldsymbol{k}, \boldsymbol{j}_{i+2}\right\}$ induces a claw in $G$. Thus, we have $\Gamma_{\widetilde{P}_{r}}(\boldsymbol{s})=\left\{\boldsymbol{j}_{r}, \boldsymbol{k}, \boldsymbol{j}_{i+1}\right\}$ and so $\widetilde{P}_{r} \cup\{s\}=\widetilde{P}_{s} \cup C$ with $C \in\left\langle C_{0}\right\rangle$. If $s>i$, then $\widetilde{P}_{r} \cup\{s\}=\widetilde{P}_{s} \cup C$ with $C \in\left\langle C_{0}\right\rangle$. Thus, there is an $\operatorname{arc} \widetilde{P}_{r} \rightarrow \widetilde{P}_{s}$ with the same weight as that from $P_{r} \rightarrow P_{s}$.

Consider the weighted sum of walks from $\left\{\boldsymbol{j}^{*}\right\}$ to $P$ on $\Lambda$ in $k$ steps. Since every walk in this sum must end at $P$, there must be a step $m \leq k$, which is the last step in which the arc $P_{i-1} \rightarrow P_{i}$ is traversed. After this, no arcs $P_{r} \rightarrow P_{s}$ can be traversed where $s<i$. Otherwise, the walk would need to traverse the arc $P_{i-1} \rightarrow P_{i}$ again. Thus, all arcs $P_{r} \rightarrow P_{s}$ traversed after step $m$ will have $r, s \in\{i, i+1, \ldots, \ell\}$. Since $A_{P_{i-1}, P_{i}}=A_{P_{i-1}, \widetilde{P}_{i}}=1$, we can substitute $A_{P_{i-1}, P_{i}} \rightarrow A_{P_{i-1}, \widetilde{P}_{i}}$ at step $m$ and $A_{P_{r}, P_{s}} \rightarrow A_{\widetilde{P}_{r}, \widetilde{P}_{s}}$ thereafter. This gives a walk with an equal weight that ends at $\widetilde{P}$, and since this substitution can be performed for each term in the sum, we therefore we have

$$
\begin{equation*}
\left(\mathbf{A}^{k}\right)_{\left\{j^{*}\right\}, P}=\left(\mathbf{A}^{k}\right)_{\left\{j^{*}\right\}, \widetilde{P}} \tag{3.170}
\end{equation*}
$$

proving the lemma.

We note that a single-vertex deformation of a path $P$ is a special case of a bubble wand with the hoop being a cycle of length three. Thus, we expect there to be a similar result, regarding bubble wands when the hoops are even holes and describe symmetries of the model, which we shall see in the following proof.

### 3.7.4 Proof of Theorem 3.3

We proceed to prove Theorem 3.3 by induction on the power, $k$, of $\mathrm{ad}_{i H}$. Clearly, we have

$$
\begin{align*}
& \operatorname{ad}_{i H}^{0} \chi=\chi=(-2 i)^{0} \sum_{P \in \mathcal{P}}\left(\mathbf{A}^{0}\right)_{\left\{\boldsymbol{j}^{*}\right\}, P} h_{P}  \tag{3.171}\\
& \operatorname{ad}_{i H} \chi=-2 i \sum_{\boldsymbol{j} \in K_{s}} \chi h_{\boldsymbol{j}}=-2 i \sum_{P \in \mathcal{P}}(\mathbf{A})_{\left\{\boldsymbol{j}^{*}\right\}, P} h_{P} \tag{3.172}
\end{align*}
$$

so the theorem holds for $k \in\{0,1\}$. Now assume it is true for all powers $m<k$,

$$
\begin{equation*}
\operatorname{ad}_{i H}^{m} \chi=\sum_{P}\left(\mathbf{A}^{m}\right)_{\left\{j^{*}\right\}, P} h_{P} \tag{3.173}
\end{equation*}
$$

for $m<k$, and take

$$
\begin{align*}
(-2 i)^{-k} \operatorname{ad}_{i H}^{k} \chi= & (-2 i)^{-k}\left[i H, \operatorname{ad}_{i H}^{k-1} \chi\right]  \tag{3.174}\\
= & -\frac{1}{2} \sum_{P}\left(\mathbf{A}^{k-1}\right)_{\left\{\boldsymbol{j}^{*}\right\}, P}\left[i H, h_{P}\right]  \tag{3.175}\\
= & \sum_{P \equiv j^{*}-\ldots-\boldsymbol{j}_{\ell}}\left(\mathbf{A}^{k-1}\right)_{\left\{\boldsymbol{j}^{*}\right\}, P} b_{\boldsymbol{j}_{\ell}}^{2} h_{P \backslash \boldsymbol{j}_{\ell}}  \tag{3.176}\\
& +\sum_{P}\left(\mathbf{A}^{k-1}\right)_{\left\{\boldsymbol{j}^{*}\right\}, P} \sum_{\substack{\boldsymbol{j} \notin P \\
\llbracket h_{\boldsymbol{j}}, h_{P} \rrbracket=-1}} h_{P} h_{\boldsymbol{j}}
\end{align*}
$$

From the second to the third line, we have expanded the commutator by linearity in $H=\sum_{\boldsymbol{j} \in V} h_{\boldsymbol{j}}$ and grouped terms according to whether $\boldsymbol{j} \in P$ or $\boldsymbol{j} \notin P$. In the former case, the only operator $h_{\boldsymbol{j}}$ with $\boldsymbol{j} \in P$ that anticommutes with $h_{P}$ is $h_{\boldsymbol{j}_{\ell}}$, and this gives the first term in Eq. (3.176). By Lemma 3.3, there are three cases whereby $h_{\boldsymbol{j}}$ can anticommute with $h_{P}$ for $\boldsymbol{j} \notin P$. In case (b.i), where $\boldsymbol{j} \prec_{P} \boldsymbol{k}$, we have a unique additional term corresponding to $\widetilde{P} \equiv(P \backslash \boldsymbol{k}) \cup\{\boldsymbol{j}\}$ and $\boldsymbol{k} \notin \widetilde{P}$, which cancels that corresponding to $P$ and $\boldsymbol{j}$ as

$$
\begin{align*}
& \left(\mathbf{A}^{k-1}\right)_{\left\{\boldsymbol{j}^{*}\right\}, P} h_{P} h_{\boldsymbol{j}}+\left(\mathbf{A}^{k-1}\right)_{\left\{\boldsymbol{j}^{*}\right\}, \widetilde{P}} h_{\widetilde{P}} h_{\boldsymbol{k}}  \tag{3.177}\\
& =\left[\left(\mathbf{A}^{k-1}\right)_{\left\{\boldsymbol{j}^{*}\right\}, P}-\left(\mathbf{A}^{k-1}\right)_{\left\{\boldsymbol{j}^{*}\right\}, P}\right] h_{P} h_{\boldsymbol{j}} \\
& =0 . \tag{3.178}
\end{align*}
$$

In case (b.iv), we have that $\Gamma_{P}(\boldsymbol{j})=\left\{\boldsymbol{j}_{s}, \boldsymbol{j}_{s+1}, \boldsymbol{j}_{\ell}\right\}$ for $0 \leq s<\ell-2$ (if $s=\ell-2$, then we again have case (b.i)). Let $P^{\prime}:=\boldsymbol{j}^{*}-\boldsymbol{j}_{1}-\ldots-\boldsymbol{j}_{s}$, then we have that $C:=\left(P \backslash P^{\prime}\right) \cup\{\boldsymbol{j}\}$ gives a hole in $G$. Next, let
$P^{*} \equiv(P \cup\{\boldsymbol{j}\}) \backslash\left\{\boldsymbol{j}_{s+1}\right\}$ be the path traversing $C$ in the "opposite direction" to $P$. We will show that

$$
\begin{equation*}
\left(\mathbf{A}^{m}\right)_{\left\{\boldsymbol{j}^{*}\right\}, P}=\left(\mathbf{A}^{m}\right)_{\left\{\boldsymbol{j}^{*}\right\}, P^{*}} \tag{3.179}
\end{equation*}
$$

for all powers $m<k$. We have

$$
\begin{equation*}
\left(\mathbf{A}^{m}\right)_{\left\{\boldsymbol{j}^{*}\right\}, P}=\sum_{\mathbf{P} \in \mathcal{P}_{G}^{\times m-1}} A_{\left\{\boldsymbol{j}^{*}\right\}, P^{(1)}} A_{P^{(1)}, P^{(2)}} \ldots A_{P^{(m-1)}, P} \tag{3.180}
\end{equation*}
$$

where $\mathbf{P}=\left\{P^{(1)}, \ldots, P^{(m-1)}\right\}$ is a walk on the directed graph with weighted adjacency matrix $\mathbf{A}$. Let us group terms in thus sum by walks which pass $P^{\prime}$ for the last time at step $g$. This gives

$$
\begin{align*}
\left(\mathbf{A}^{m}\right)_{\left\{\boldsymbol{j}^{*}\right\}, P}= & \sum_{g=0}^{m} \sum_{\mathbf{P} \in \mathcal{P}_{G}^{\times g-1}} A_{\left\{\boldsymbol{j}^{*}\right\}, P^{(1)}} \ldots A_{P^{(g-1)}, P^{\prime}} \\
& \times\left(\mathbf{A}_{G \backslash\left(P^{\prime} \cup\left\{\boldsymbol{j}, \boldsymbol{j}_{s+1}\right\}\right)}^{m-g}\right)_{\left\{\boldsymbol{j}_{s+1}\right\},\left(P \backslash P^{\prime}\right)} \tag{3.181}
\end{align*}
$$

where $\mathbf{A}_{G \backslash\left(P^{\prime} \cup\left\{\boldsymbol{j}, \boldsymbol{j}_{s+1}\right\}\right)}$ is the graph corresponding to the weighted adjacency matrix $G \backslash\left(P^{\prime} \cup\left\{\boldsymbol{j}, \boldsymbol{j}_{s+1}\right\}\right)$ in the natural way. It is a result of Ref. [102] that $h_{\boldsymbol{j}_{s+1}}$ is a simplicial mode for $P^{\prime} \cup\left\{\boldsymbol{j}, \boldsymbol{j}_{s+1}\right\}$, so this matrix is well defined.

First, note that, strictly speaking, we cannot have $g=m$ by the requirement that $s<\ell-2$ and the fact that the length of a path can increase by at most one at any step in the walk. This implies that the largest $g$ can be is $m-3$, but we will include all values of $g$ that are not obviously forbidden in Eq. (3.181) with the understanding that there are no terms in the sum when $g$ is too large. Next, we see that once the walk passes through $P^{\prime}$ for the last time, it must immediately next pass through $P^{\prime} \cup\left\{\boldsymbol{j}_{s+1}\right\}$, or it will eventually have to return to $P^{\prime}$ again to proceed to $P$. Since $\boldsymbol{j}$ neighbors $\boldsymbol{j}_{s}$ and $\boldsymbol{j}_{s+1}$, if the walk passes through any path containing $\boldsymbol{j}$ from this point, it will again return to $P^{\prime}$ by the definition of $\mathbf{A}$. Finally, if the walk ever passes through a path $P_{r}:=\boldsymbol{j}^{*}-\boldsymbol{j}_{1}-\ldots-\boldsymbol{j}_{r}$ for $r \leq s$, then it must pass through $P^{\prime}$ again. Thus, our requirement that the walk passes through $P^{\prime}$ for the last time at step $g$ gives Eq. (3.181). To prove Eq. (3.179), it is sufficient to prove

$$
\begin{equation*}
\left(\mathbf{A}_{G \backslash\{\boldsymbol{j}, \boldsymbol{k}\}}^{m}\right)_{\{\boldsymbol{j}\},\left(P \backslash\left\{\boldsymbol{j}^{*}\right\}\right)}=\left(\mathbf{A}_{G \backslash\{\boldsymbol{j}, \boldsymbol{k}\}}^{m}\right)_{\{\boldsymbol{k}\},\left(P^{*} \backslash\left\{\boldsymbol{j}^{*}\right\}\right)} \tag{3.182}
\end{equation*}
$$

for $\boldsymbol{j}, \boldsymbol{k} \in K_{s}$ with simplicial mode corresponding to vertex $\boldsymbol{j}^{*}$, and $P^{*}:=(P \cup\{\boldsymbol{k}\}) \backslash\{\boldsymbol{j}\}$ with $\left(P \backslash\left\{\boldsymbol{j}^{*}\right\}\right) \cup\{\boldsymbol{k}\}=\left(P^{*} \backslash\left\{\boldsymbol{j}^{*}\right\}\right) \cup\{\boldsymbol{j}\} \in \mathcal{C}_{G}$. We thus proceed to prove Eq. (3.182).

Letting

$$
\begin{equation*}
H^{\prime} \equiv H-h_{\boldsymbol{j}}-h_{\boldsymbol{k}} \tag{3.183}
\end{equation*}
$$

we next apply the inductive hypothesis and assume the fiducial bosonization of Ref. [124] to obtain

$$
\begin{equation*}
\left(\mathbf{A}_{G \backslash\{\boldsymbol{j}, \boldsymbol{k}\}}^{m}\right)_{\{\boldsymbol{j}\},\left(P \backslash\left\{\boldsymbol{j}^{*}\right\}\right)}=\left(d \prod_{\boldsymbol{u} \in P} b_{\boldsymbol{u}}^{2}\right)^{-1} \operatorname{tr}\left[h_{P}^{\dagger} \operatorname{ad}_{H^{\prime}}^{m}\left(\chi h_{\boldsymbol{j}}\right)\right] \tag{3.184}
\end{equation*}
$$

where

$$
\begin{align*}
& h_{P}^{\dagger}=\left(\prod_{\boldsymbol{u} \in C} b_{\boldsymbol{u}}^{2}\right)\left(h_{C}^{\dagger} h_{C}\right) h_{P}^{\dagger}  \tag{3.185}\\
& h_{P}^{\dagger}=b_{\boldsymbol{k}}^{-2} h_{C}^{\dagger}\left(h_{\boldsymbol{k}} \chi\right) \tag{3.186}
\end{align*}
$$

This gives

$$
\begin{align*}
& \left(\mathbf{A}_{G \backslash\{\boldsymbol{j}, \boldsymbol{k}\}}^{m}\right)_{\{\boldsymbol{j}\},\left(P \backslash\left\{\boldsymbol{j}^{*}\right\}\right)} \\
& =\left(d \prod_{\boldsymbol{u} \in C} b_{\boldsymbol{u}}^{2}\right)^{-1} \operatorname{tr}\left[h_{C}^{\dagger}\left(h_{\boldsymbol{k}} \chi\right) \operatorname{ad}_{H^{\prime}}^{m}\left(\chi h_{\boldsymbol{j}}\right)\right]  \tag{3.187}\\
& =(-1)^{m}\left(d \prod_{\boldsymbol{u} \in C} b_{\boldsymbol{u}}^{2}\right)^{-1} \operatorname{tr}\left\{\left(h_{\boldsymbol{j}} \chi\right) \operatorname{ad}_{H^{\prime}}^{m}\left[h_{C}^{\dagger}\left(\chi h_{\boldsymbol{k}}\right)\right]\right\} \tag{3.188}
\end{align*}
$$

where we have applied the identity

$$
\begin{equation*}
\operatorname{tr}\left(X \operatorname{ad}_{i H} Y\right)=-\operatorname{tr}\left(Y \operatorname{ad}_{i H} X\right) \tag{3.189}
\end{equation*}
$$

$m$ times in succession. We next sum over all deformations of $P$ to obtain

$$
\begin{align*}
& \sum_{P \in\langle P\rangle}\left(\prod_{\boldsymbol{u} \in C} b_{\boldsymbol{u}}^{2}\right)\left(\mathbf{A}^{m}\right)_{\left\{\boldsymbol{j}^{*}\right\}, P} \\
&=(-1)^{m} \operatorname{tr}\left\{\left(h_{\boldsymbol{j}} \chi\right) \operatorname{ad}_{H^{\prime}}^{m}\left[J_{G}[\langle C\rangle]\left(\chi h_{\boldsymbol{k}}\right)\right]\right\}  \tag{3.190}\\
&=(-1)^{m} \operatorname{tr}\left\{\left(h_{\boldsymbol{j}} \chi\right) J_{G}[\langle C\rangle] \operatorname{ad}_{H^{\prime}}^{m}\left[\left(\chi h_{\boldsymbol{k}}\right)\right]\right\}  \tag{3.191}\\
&=(-1)^{m} \sum_{P \in\langle P\rangle} \operatorname{tr}\left\{\left(h_{\boldsymbol{j}} \chi\right) h_{C^{\prime}}^{\dagger} \operatorname{ad}_{H^{\prime}}^{m}\left(\chi h_{\boldsymbol{k}}\right)\right\}  \tag{3.192}\\
&=(-1)^{m+|C|} \sum_{P \in\langle P\rangle}\left(\prod_{\boldsymbol{u} \in C} b_{\boldsymbol{u}}^{2}\right)\left(\mathbf{A}^{m}\right)_{\left\{\boldsymbol{j}^{*}\right\}, P^{*}} \tag{3.193}
\end{align*}
$$

Applying Lemma 3.15, we have that the matrix amplitude in the sum is a constant, so we have the result Eq. (3.182). By pairing corresponding walks to $P$ and $P^{*}$ with the same first $g-1$ steps in Eq. (3.181), we have the full result Eq. (3.179). Therefore, in case (b.iv), contributions from odd holes cancel, and contributions from even holes add. This therefore proves the theorem.

### 3.8 Numerical Example

We now apply our formalism to a two dimensional model that has previously not been discussed in the literature. The system is supported on a two-dimensional square lattice, with five qubits located on the links of the lattice, such that there is a spin at each of the positions $\left(j+\frac{\alpha}{6}, k\right)$ and $\left(j, k+\frac{\alpha}{6}\right)$ for $\alpha=\{1,2,3,4,5\}$. The frustration graph of the model is shown in Fig. 3.5. The frustration graph is not a line graph, thus admitting no obvious map to free fermions [22]; also, since the graph is twodimensional the model necessarily contains even holes, and thus falls beyond the scope of Ref. [126]. Nevertheless, the frustration graph is claw-free and contains a simplicial clique, thus admitting a free-fermion solution of the form Eq. (3.2). The model was constructed by first designing a twodimensional, claw-free, simplicial graph which is not a line graph and finding a qubitzation of the model, which we provide in Sect. 3.F. As we have shown, the free-fermion solution does not depend on this particular realization, so we do not write it explicitly here. We stress that, while the solution can be found by mapping the model to a line graph through a local unitary transformation, the model was not constructed to have this property.

For small system sizes it is possible to construct the full independence polynomial and generalized characteristic polynomial of the graph, from which the single particle energies and fermionic modes can be extracted. However, in the thermodynamic limit this is not practical. It is perhaps more informative


Figure 3.5: The frustration graph for the two-dimensional model analyzed below. The frustration graph is simplicial and claw-free. The model is neither a line graph nor (even-hole, claw)-free and so exists beyond the scope of Refs. [22, 126]
to use our knoledge of the existence of such a solution to construct a unitary (and therefore spectrumpreserving) transformation which maps the model from its present form to one whose frustration graph is a line graph.

The unit cell of the model contains sixteen Hamiltonian terms acting on ten qubits; however, there is an obvious symmetry between the horizontal and vertical links of the lattice. It is sufficient therefore to consider the transformation on a single arm of the graph containing eight vertices (Hamiltonian terms) applied to five qubits; we thus denote the Hamiltonian on each of the arms of the graph as

$$
H_{\mathrm{arm}}=h_{a}+h_{b}+h_{c}+h_{d}+h_{e}+h_{f}+h_{g}+h_{h}
$$

with each term associated to the Pauli realization given in Eq. (3.263) in the natural way.
The transformation is depicted graphically in Fig. 3.6a. In each step the Hamiltonian is conjugated by a unitary generated by the product of a pair of terms, choosing the generating angle to remove one of the terms. This will generally introduce new terms in the Hamiltonian with interaction strengths depending on the rotation angle of our previous steps. By choosing our rotations appropriately, we can iterate this procedure until the frustration graph is a line graph. While our result guarantees that such a unitary circuit exists, in general cases it may be difficult to find in practice.

We begin by applying a unitary rotation to contract the edge between the vertices $c$ and $d$. This rotation is generated by the product of the Hamiltonian terms $h_{c}$ and $h_{d}$ in each of the halved unit cells so that $U_{c d}=\prod_{j, k} e^{\theta h_{c} h_{d}}$ with $\theta=\frac{1}{2} \arctan \left(\frac{c}{d}\right)$ and chosen such that $U_{c d}\left(h_{c}+h_{d}\right) U_{c d}^{\dagger}=h_{\delta}$


Figure 3.6: A 2-dimensional simplicial claw-free frustration graph. (a) A graphical depiction of the unitary circuit to map the model as given to a model whose frustration graph is a line graph and so admits a Jordan-Wigner solution. In the last step, we show the generalized Jordan-Wigner solution applied to a single unit cell, though it is not always the case that such a solution extends globally. (b) The generalized Jordan-Wigner transformation on the entire model.
where

$$
\begin{equation*}
h_{\delta}:=\frac{1}{c} \sqrt{c^{2}+d^{2}} h_{d} . \tag{3.194}
\end{equation*}
$$

That is, the Hamiltonian term associated with the vertex $c$ is removed from the model. Note that vertices $a, b$ and $e$ each neighbor both $c$ and $d$, thus commuting with the unitary $U_{c d}$. However, vertex $f$ neighbors only $d$, so this rotation introduces an additional term to the Hamiltonian $h_{\kappa}$ with a coupling strength defined by $\kappa=f \sin (2 \theta)$ for each arm in the lattice via $U_{c d} h_{f} U_{c d}^{\dagger}=\cos (2 \theta) h_{f}+h_{\kappa}$. The frustration graph of the rotated model is shown in the top right of Fig. 3.6a. This graph is one of the forbidden subgraphs of a line graph and so another rotation needs to be applied in order to find the hopping graph. We now apply a rotation to contract the edge between vertices $e$ and $f$.

This rotation is given by the unitary $U_{e f}=\prod_{j, k} e^{\phi h_{e} h_{f}}$ with $\phi=-\frac{1}{2} \arctan \left(\frac{f \cos (2 \theta)}{e}\right)$ and chosen such that $U_{e f}\left(h_{e}+\cos (2 \theta) h_{f}\right) U_{e f}^{\dagger}=h_{\varphi}$. We now see that the frustration graph shown in the bottom left of Fig. 3.6a is a line graph. Finding the root graph, as shown in the bottom right of Fig. 3.6a,
gives the hopping graph of an arm of the lattice. Though it is not always the case that a local transformation will extend globally, in this case we have transformed the entire Hamiltonian into a line-graph free-fermion model with a local unitary circuit.

With the majorana hopping graph identified it is then possible to numerically construct and plot the dispersion relation for the model. The dispersion relation for the model is shown in Fig. 3.7. Note that when $h_{\kappa}$ term is turned off (that is when $f \sin \theta=0$ ), the dispersion relation model has a conical shape and is critical at $p=(0,0)$ with critical exponent $z_{c}=1$. Thus, when $\kappa=0$, the model is in the same phase as the Kitaev honeycomb model [12]. On the contrary, as $\kappa$ is increased, the gap opens and the other bands hybridize. Thus, we have constructed a gapped, two-dimensional phase which can be realized by a two-local Hamiltonian. Such a model could well prove useful for applications in error correction or general condensed matter physics.


Figure 3.7: Dispersion relation $\varepsilon(p)$ for the two-dimensional model studied here with with $\kappa$ turned off (left) and on (right). When $h_{\kappa}$ is turned off, the model reverts to the same phase as the Kitaev honeycomb model as can be seen from the Dirac cone shape [12]. When $h_{\kappa}$ is turned on, a gap opens up and the other bands hybridize as in the periodic model.

### 3.9 Discussion

Quantum circuits describing the evolution of time-dependent free-fermion systems under the JordanWigner transform are the focus of fermionic linear optics, where these are also known as matchgate circuits. These circuits were initially proposed by Valiant as an instance of a holographic algorithm [86], inspired by the Fisher-Kastelyn-Temperley algorithm [133-135] for counting weighted perfect matchings in a graph, and they illustrate the deep connection between fermions and combinatorial structures. While matchgate circuits can be efficiently simulated classically in a fixed basis, simple changes to this
setting will make them classically intractable or even universal for quantum computation [77-79,81,82]. It is interesting to see that efficient classical algorithms are reflected in the exact solvability of quantum models, much as with Valiant's original proposal for matchgates. This work can be viewed as an extension to this line of reasoning.

In recent work [22,41, 126] a relationship has been established between the frustration graph of a Hamiltonian and the free-fermion solvability of the model. Fig. 3.1 depicts how the results of Chapman and Flammia [22] and Elman et al. [126] overlap, but neither result contains completely the other. Here, we have developed a graph-theoretic framework for free-fermion solvability, which unifies the results of the previous work. Our results show that the absence of a claw and the presence of a simplicial clique in the frustration graph of a Hamiltonian are sufficient to prove that the model has a generic free-fermion solution. Our key insight in this proof is the identification of a family of mutually commuting Hamiltonian symmetries - the generalized cycle symmetries (see Sect. 3.5). The identification of these symmetries has also developed further the connection, previously established in Ref. [126], between the absence of a claw in the frustration graph of a quantum many-body model and the integrability of the model.

While the sufficient condition of an SCF frustration graph encompasses the previous work in this area, SCF Hamiltonians do not span the entirety of the free-fermionic Hamiltonian space. For one thing we know that there exist models which are free for specific coefficients; for another there are models whose spectrum is the union of an super linearly increasing number free-fermionic spectra. In Sect. 3.8, we have considered two models that are equivalent to a Jordan-Wigner solvable freefermion model under a constant-depth circuit. On the contrary the four-fermion model introduced by Fendley [23] is equivalent to a line-graph model under a quantum circuit which grows linearly with the size of the system. One could even imagine a class of models that can be mapped to a Jordan-Wigner solvable model via a circuit whose depth grows exponentially. Thus, it is clear that a characterization of free-fermion models could be developed based on the depth of the circuit needed to transform the models frustration graph into a line-graph. Such a characterization could theoretically help to categorize those models which do not have a gapless phase, and thus fall beyond the scope of the characterization by critical exponents and quantum field theories $[136,137]$.

Because the claw is a forbidden induced subgraph of both previous graph-theoretic characterizations, it seems to be a natural criterion for any free-fermion solution to apply. However, it is perhaps mysterious that we require the presence of a simplicial clique as well. Indeed, the graph families of both previous characterizations are guaranteed to also contain a simplicial clique. This was recently
shown in Ref. [56] for a family generalizing (even-hole, claw)-free graphs, as inspired by this precise question. Intuitively, we can view a simplicial clique as a kind of fermionic boundary mode, and its existence in a claw-free graph implies a recursive structure that forces the model to be fermionic in some sense. We capture this intuition by connecting these models to a polynomial divisibility result for the independence polynomial of a graph given by Godsil [129] and later generalized to the multivariate setting in Ref. [100]. While our characterization does not capture all free-fermion solutions to spin models (there are well-known examples of non-generic solutions), we expect that it will be difficult to remove the simplicial clique assumption in the generic case.

Regarding quantum circuits, there is also the question of whether the extended class of free-fermion models also extends the class of free-fermionic quantum gates. It is known that the matchgates [77$79,81,82$ ] represent a non-universal set of quantum gates. It is also known that a quantum circuit constructed entirely from matchgates results in Gaussian states which are ground states of a Jordan-Wigner-type Hamiltonians [82]. This then raises the question of whether there is an overlapping, but not universal, gate set which produces the SCF Hamiltonians developed here. Also related to quantum circuits is the notion of simulability. It has been suggested [138] that free-fermion states can be more efficiently prepared using quantum optimization algorithms than their interacting counterparts. It would be interesting to know whether the ground states (or thermal states) of SCF models are more efficiently preparable using quantum optimization algorithms. It is clear then, that while the current work extends the class of known free-fermion-solvable models, there are avenues for further work regarding both free-fermion solutions to many-body physics, and using the mathematical framework of graph theory to probe our understanding of physics.

Certainly, it appears as though free-fermion-solvable models are more abundant than was previously known, so an obvious question to ask would be: just how abundant are free-fermionic Hamiltonians? Even if the class of Hamiltonians was restricted to those currently known to have a generic solution it remains unknown what the likelihood is of a random Hamiltonian admitting an SCF freefermion solution. There are also unanswered questions pertaining to whether free-fermionic systems can be leveraged for purposes within the field of quantum information. A strong link between the Jordan-Wigner-type free-fermion models of Chapman and Flammia [22] and error correcting codes for quantum computing has been established and studied by Chapman and Flammia [124]. However it remains to be seen whether such a link can be extended to include the (even-hole, claw)-free models developed in Ref. [126] or the SCF models developed in the current work. The ability to leverage free-fermionic solutions might also appear useful in the development of more compact fermion-to-qubit
mappings [118], which could have a plethora of uses in the fields of quantum chemistry, condensed matter physics, and high-energy physics.

Another example of future work that could be probed within the mathematical framework of graph theory pertains to the question of qudit many-body models and free parafermions. In particular, it would be interesting to understand whether there exists a graph-theoretic characterization of free parafermions in the same way that we have developed for fermions. Some examples of free parafermionic models have been studied in isolation [59, 139, 140], while families of spin chains have also been constructed $[57,58,141,142]$. However, as of yet, there is no systematic identification mechanism akin to the simplicial, claw-free characterization of free fermions. We conjecture that such a characterization is possible.

## Appendix

## 3.A Proof of Lemmas 3.6, 3.7, 3.8

## 3.A. 1 Proof of Lemma 3.6

Suppose we have a vertex $\boldsymbol{d}^{(s)} \in \Gamma_{C^{\prime}}\left(\boldsymbol{a}_{s}\right) \backslash \Gamma_{C^{\prime}}\left(\boldsymbol{c}^{(s)}\right)$.
We first show (a) $s<\ell-1$, and so $\ell>1$. Suppose to the contrary that $s=\ell-1$, we first show that $\boldsymbol{a}_{s}=\boldsymbol{a}_{\ell-1} \notin C^{\prime}$. Suppose to the contrary that $\boldsymbol{a}_{\ell-1} \in C^{\prime}$, then because $\boldsymbol{c}^{(\ell-1)} \in \Gamma_{C^{\prime}}\left(\boldsymbol{a}_{\ell-1}\right), \boldsymbol{a}_{\ell-1}$ must have two neighbors in $C_{c}^{\prime}$, but this contradicts the assumption that $\boldsymbol{a}_{\ell-1}$ is the endpoint of $P^{(0)}$ (alternatively, if $\boldsymbol{a}_{\ell-1} \in C^{\prime}$, then it cannot have neighbors in both $C_{c}^{\prime}$ and $C_{d}^{\prime}$ ). Thus, $\boldsymbol{a}_{\ell-1} \notin C^{\prime}$. Because $\boldsymbol{a}_{\ell-1}$ has neighbors $\boldsymbol{c}^{(\ell-1)} \in C_{c}^{\prime}$ and $\boldsymbol{d}^{(\ell-1)} \in C_{d}^{\prime}$, which are themselves non-neighboring, $\boldsymbol{a}_{\ell-1}$ must neighbor $C^{\prime}$ as case (a.iii) such that $\Gamma_{C^{\prime}}\left(\boldsymbol{a}_{\ell-1}\right)$ induces two disconnected paths, each of length 1. However, this would again imply that $\boldsymbol{a}_{\ell-1}$ has two neighbors in $C_{c}^{\prime}$, contradicting the assumption that $\boldsymbol{a}_{\ell-1}$ is the endpoint of $P^{(0)}$. Thus, $s<\ell-1$ and $\ell>1$.

We now show (b), there exists an $s^{\prime}>s$ such that $\boldsymbol{d}^{(s)} \in \Gamma_{C^{\prime}}\left(\boldsymbol{c}^{\left(s^{\prime}\right)}\right) \backslash \Gamma_{C^{\prime}}\left(\boldsymbol{a}_{s}^{\prime}\right)$ We must have $\boldsymbol{c}^{(s+1)} \in \Gamma\left(\boldsymbol{d}^{(s)}\right)$ to avoid the claw $\left\{\boldsymbol{a}_{s}, \boldsymbol{c}^{(s)}, \boldsymbol{c}^{(s+1)}, \boldsymbol{d}^{(s)}\right\}$. If $\boldsymbol{a}_{s+1} \notin \Gamma\left(\boldsymbol{d}^{(s)}\right)$, then the statement holds for $s^{\prime}=s+1$, so assume $\boldsymbol{a}_{s+1} \in \Gamma\left(\boldsymbol{d}^{(s)}\right)$. Suppose $k>2$, then we must have $\boldsymbol{b}_{s+1} \in \Gamma\left(\boldsymbol{d}^{(s)}\right)$ by Lemma 3.4. If $\boldsymbol{d}^{(s)}$ has another neighbor in $C$, it must be $\boldsymbol{b}_{s+2} \boldsymbol{d}^{(s)}$ must have an additional neighbor $\boldsymbol{u} \in C_{c}^{\prime}$, since it does not neighbor $\boldsymbol{c}^{(s)}$. We cannot have $\boldsymbol{u} \in C$, since all possible neighbors $\boldsymbol{a}_{s^{-}} \boldsymbol{b}_{s+1^{-}}$ $\boldsymbol{a}_{s+1}-\boldsymbol{b}_{s+2}$ to $\boldsymbol{d}^{(s)}$ in $C$ have at least one neighbor in $C_{c}^{\prime}$. We must have that $\boldsymbol{u}$ neighbors at least one of $\left\{\boldsymbol{a}_{s}, \boldsymbol{a}_{s+1}\right\}$ to avoid $\left\{\boldsymbol{d}^{(s)}, \boldsymbol{a}_{s}, \boldsymbol{a}_{s+1}, \boldsymbol{u}\right\}$, but $\boldsymbol{a}_{s}$ has two neighbors $\boldsymbol{c}^{(s)}, \boldsymbol{c}^{(s+1)} \in C_{c}^{\prime}$ already. Thus, $\boldsymbol{u}=\boldsymbol{c}^{(s+2)} \in \Gamma_{C_{c}^{\prime}}\left(\boldsymbol{a}_{s+1}\right)$ and we have $\ell>2$. If $\boldsymbol{a}_{s+2} \notin \Gamma\left(\boldsymbol{d}^{(s)}\right)$, then the statement holds for $s^{\prime}=s+2$, so assume $\boldsymbol{a}_{s+2} \in \Gamma\left(\boldsymbol{d}^{(s)}\right)$, but then $\left\{\boldsymbol{d}^{(s)}, \boldsymbol{a}_{s}, \boldsymbol{a}_{s+1}, \boldsymbol{a}_{s+2}\right\}$ induces a claw. Thus, the statement holds for $k>2$. Assume $k=2$, which gives $\ell=2$, and assume $\Gamma_{C}\left(\boldsymbol{d}^{(s)}\right)=\boldsymbol{a}_{s+1}-\boldsymbol{b}_{s}-\boldsymbol{a}_{s}$ (the case not covered for $k>2$ ). $\boldsymbol{d}^{(s)}$ must have an additional neighbor $\boldsymbol{u} \in C_{c}^{\prime}$, since it does not neighbor $\boldsymbol{c}^{(s)}$. We cannot have $\boldsymbol{u} \in C$, since all vertices in $C$ have a neighbor in $C_{c}^{\prime}$. We must have that $\boldsymbol{u}$ neighbors at least one of $\left\{\boldsymbol{a}_{s}, \boldsymbol{a}_{s+1}\right\}$ to avoid $\left\{\boldsymbol{d}^{(s)}, \boldsymbol{a}_{s}, \boldsymbol{a}_{s+1}, \boldsymbol{u}\right\}$, but $\boldsymbol{a}_{s}$ has two neighbors $\boldsymbol{c}^{(s)}, \boldsymbol{c}^{(s+1)} \in C_{c}^{\prime}$ already. Thus, $\boldsymbol{u}=\boldsymbol{c}^{(s+2)} \in \Gamma_{C_{c}^{\prime}}\left(\boldsymbol{a}_{s+1}\right)$ and we have $\ell>2$, but this is a contradiction to the conclusion that $\ell=2$. This therefore proves Lemma 3.6.

## 3.A. 2 Proof of Lemma 3.7

Suppose there is a vertex in $\boldsymbol{d}^{(s)} \in C_{d}^{\prime}$ such that $\boldsymbol{d}^{(s)} \in \Gamma_{C^{\prime}}\left(\boldsymbol{c}^{(s)}\right) \backslash \Gamma_{C^{\prime}}\left(\boldsymbol{a}_{s}\right)$. Suppose $s=0$, then by lemma 4 applied to $\boldsymbol{c}_{0} \prec_{C} \boldsymbol{a}_{0}$, we have

$$
\Gamma_{\left(\left\{\boldsymbol{c}_{0}\right\} \cup C\right)}\left(\boldsymbol{d}^{(0)}\right)= \begin{cases}\boldsymbol{a}_{k-1}-\boldsymbol{b}_{0}-\boldsymbol{c}_{0} & \text { (i) }  \tag{3.195}\\ \boldsymbol{b}_{k-1}-\boldsymbol{a}_{k-1}-\boldsymbol{b}_{0}-\boldsymbol{c}_{0} & \text { (ii) } \\ \boldsymbol{c}_{0}-\boldsymbol{b}_{1}-\boldsymbol{a}_{1} & \text { (iii) } \\ \boldsymbol{c}_{0}-\boldsymbol{b}_{1}-\boldsymbol{a}_{1}-\boldsymbol{b}_{2} & \text { (iv) }\end{cases}
$$

Thus, it is not possible to have $\Delta_{C}\left(\boldsymbol{d}^{(0)}\right)=4$ in this case. In cases (i) and (ii), if $\boldsymbol{a}_{k-1} \in P^{(0)}$, then by our labeling, $\ell=k$. By Lemma 3.6(a), we must have $\boldsymbol{c}^{(k-1)} \in \Gamma\left(\boldsymbol{d}^{(0)}\right)$ as well. This gives

$$
\left\{\begin{array}{l}
\Gamma_{C}\left(\boldsymbol{d}^{(0)}\right)=\boldsymbol{a}_{k-1}-\boldsymbol{b}_{0}  \tag{3.196}\\
\Gamma_{C}\left(\boldsymbol{d}^{(0)}\right)=\boldsymbol{b}_{k-1}-\boldsymbol{a}_{k-1}-\boldsymbol{b}_{0} \begin{cases}\Gamma_{C^{(0)}}\left(\boldsymbol{d}^{(0)}\right)=\boldsymbol{a}_{k-1}-\boldsymbol{b}_{0}-\boldsymbol{c}_{0} & \boldsymbol{a}_{k-1} \notin P^{(0)} \\
\Gamma_{C^{(0)}}\left(\boldsymbol{d}^{(0)}\right)=\boldsymbol{c}^{(k-1)}-\boldsymbol{b}_{0}-\boldsymbol{c}_{0} & \boldsymbol{a}_{k-1} \in P^{(0)}\end{cases} \\
\Gamma_{C^{(0)}}\left(\boldsymbol{d}^{(0)}\right)=\boldsymbol{b}_{k-1}-\boldsymbol{a}_{k-1}-\boldsymbol{b}_{0}-\boldsymbol{c}_{0} \\
\boldsymbol{a}_{k-1} \notin P^{(0)} \\
\Gamma_{C^{(0)}}\left(\boldsymbol{d}^{(0)}\right)=\boldsymbol{b}_{k-1}-\boldsymbol{c}^{(k-1)}-\boldsymbol{b}_{0}-\boldsymbol{c}_{0} \\
\boldsymbol{a}_{k-1} \in P^{(0)}
\end{array}\right.
$$

So $\Delta_{C^{(0)}}\left(\boldsymbol{d}^{(0)}\right)=\Delta_{C}\left(\boldsymbol{d}^{(0)}\right)+1$, and

$$
\begin{cases}\boldsymbol{d}^{(s)} \prec_{C} \boldsymbol{a}_{k-1} \in C_{a} & \Delta_{C}\left(\boldsymbol{d}^{(s)}\right)=3  \tag{3.197}\\ \boldsymbol{d}^{(s)} \prec_{C^{(0)}} \boldsymbol{b}_{0} \in C_{b} & \Delta_{C^{(0)}}\left(\boldsymbol{d}^{(s)}\right)=3\end{cases}
$$

so the statement holds in cases (i) and (ii). In cases (iii) and (iv), if $\boldsymbol{a}_{1} \in P^{(0)}$, then if $\boldsymbol{c}^{(1)} \notin \Gamma\left(\boldsymbol{d}^{(0)}\right)$, we have $\ell>2$ by Lemma 3.6(a). We must have $\boldsymbol{c}^{(2)} \in \Gamma\left(\boldsymbol{d}^{(0)}\right)$ to avoid the claw $\left\{\boldsymbol{a}_{1}, \boldsymbol{c}^{(1)}, \boldsymbol{c}^{(2)}, \boldsymbol{d}^{(0)}\right\}$, but since $\boldsymbol{a}_{2} \notin \Gamma\left(\boldsymbol{d}^{(0)}\right)$, we must have $\boldsymbol{c}^{(1)}-\boldsymbol{b}_{2} \subset \Gamma\left(\boldsymbol{d}^{(0)}\right)$ by Lemma 3.4, together with the above. However, this clearly contradicts our assumption, so we have $\boldsymbol{c}^{(1)} \in \Gamma\left(\boldsymbol{d}^{(0)}\right)$. This gives

$$
\left\{\begin{array} { l } 
{ \Gamma _ { C } ( \boldsymbol { d } ^ { ( 0 ) } ) = \boldsymbol { b } _ { 1 } - \boldsymbol { a } _ { 1 } }
\end{array} \left\{\begin{array}{ll}
\Gamma_{C^{(0)}}\left(\boldsymbol{d}^{(0)}\right)=\boldsymbol{c}_{0}-\boldsymbol{b}_{1}-\boldsymbol{c}_{1} & \boldsymbol{a}_{k-1} \notin P^{(0)}  \tag{3.198}\\
\Gamma_{C^{(0)}}\left(\boldsymbol{d}^{(0)}\right)=\boldsymbol{c}_{0}-\boldsymbol{b}_{1}-\boldsymbol{c}^{(1)} & \boldsymbol{a}_{k-1} \in P^{(0)}
\end{array}\right.\right.
$$

So $\Delta_{C^{(0)}}\left(\boldsymbol{d}^{(0)}\right)=\Delta_{C}\left(\boldsymbol{d}^{(0)}\right)+1$, and

$$
\begin{cases}\boldsymbol{d}^{(s)} \prec_{C} \boldsymbol{a}_{1} \in C_{a} & \Delta_{C}\left(\boldsymbol{d}^{(s)}\right)=3  \tag{3.199}\\ \boldsymbol{d}^{(s)} \prec_{C^{(0)}} \boldsymbol{b}_{1} \in C_{b} & \Delta_{C^{(0)}}\left(\boldsymbol{d}^{(s)}\right)=3\end{cases}
$$

In cases (i) and (ii) as well.
Suppose $s>0$ and $k>3$. If $\boldsymbol{a}_{s-1} \notin \Gamma\left(\boldsymbol{d}^{(s)}\right)$, then $\left\{\boldsymbol{c}^{(s)}, \boldsymbol{d}^{(s)}, \boldsymbol{a}_{s-1}, \boldsymbol{a}_{s}\right\}$ induces a claw, so $\boldsymbol{a}_{s-1} \in \Gamma\left(\boldsymbol{d}^{(s)}\right)$. If $\boldsymbol{b}_{s} \notin \Gamma\left(\boldsymbol{d}^{(s)}\right)$, then considering Lemma 3.4 with respect to $\boldsymbol{c}^{(s)} \prec_{C^{(0, s-1)}} \boldsymbol{a}_{s}$ gives that we must have $\boldsymbol{c}^{(s)}-\boldsymbol{b}_{s+1}-\boldsymbol{a}_{s+1} \subset \Gamma\left(\boldsymbol{d}^{(s)}\right)$, but this also implies $\boldsymbol{b}_{s-1} \in \Gamma_{C}\left(\boldsymbol{d}^{(s)}\right)$ by Corollary 1 applied to $\boldsymbol{a}_{s-1} \in C$.

We then have that $\boldsymbol{b}_{s-1}-\boldsymbol{a}_{s-1}-\boldsymbol{c}^{(s)} \boldsymbol{b}_{s+1}-\boldsymbol{a}_{s+1} \subset \Gamma\left(\boldsymbol{d}^{(s)}\right)$, so $\left\{\boldsymbol{d}^{(s)}, \boldsymbol{b}_{s-1}, \boldsymbol{c}^{(s)}, \boldsymbol{a}_{s+1}\right\}$ induces a claw if $k>3$ (if $k=3$, then $\boldsymbol{b}_{s-1}$ is neighboring to $\boldsymbol{a}_{s+1}$ in $C$ ). Thus, $\boldsymbol{b}_{s} \in \Gamma\left(\boldsymbol{d}^{(s)}\right)$. By Lemma 3.4 with $\boldsymbol{c}^{(s)} \prec_{C^{(0, s-1)}} \boldsymbol{a}_{s}$, we must have $\boldsymbol{c}^{(s-1)} \in \Gamma\left(\boldsymbol{d}^{(s)}\right)$. If $\boldsymbol{d}^{(s)}$ has another neighbor in $C^{(0, s-1)}$, it must be $\boldsymbol{b}_{s-1}$ again by Lemma 3.4 with $\boldsymbol{c}^{(s)} \prec_{C^{(0, s-1)}} \boldsymbol{a}_{s}$. Because $\boldsymbol{b}_{s-1}-\boldsymbol{a}_{s-1}-\boldsymbol{b}_{s} \subset \Gamma_{C}\left(\boldsymbol{d}^{(s)}\right)$, then if $\boldsymbol{d}^{(s)}$ has another neighbor in $C$, it must be $\boldsymbol{a}_{s-2}$. If $\boldsymbol{a}_{s-2} \in \Gamma\left(\boldsymbol{c}^{(s-1)}\right)$, then $\left\{\boldsymbol{d}^{(s)}, \boldsymbol{c}^{(s-1)}, \boldsymbol{c}^{(s)}, \boldsymbol{a}_{s-2}\right\}$ induces a claw. Thus, we must have $\boldsymbol{a}_{s-2} \in P^{(0)}$, so $s \geq 2$ and $\ell \geq 3$. We cannot have that $\boldsymbol{d}^{(s)}$ has more than four neighbors in $C$ or more than two neighbors in $C^{\prime}$, so this gives

$$
\Gamma_{\left(C \cup C^{\prime}\right)}\left(\boldsymbol{d}^{(s)}\right)=\left\{\begin{array}{l}
\left\{\boldsymbol{c}^{(s-1)}, \boldsymbol{c}^{(s)}, \boldsymbol{a}_{s-1}, \boldsymbol{b}_{s}\right\}  \tag{3.200}\\
\left\{\boldsymbol{c}^{(s-1)}, \boldsymbol{c}^{(s)}, \boldsymbol{b}_{s-1}, \boldsymbol{a}_{s-1}, \boldsymbol{b}_{s}\right\} \\
\left\{\boldsymbol{c}^{(s-1)}, \boldsymbol{c}^{(s)}, \boldsymbol{a}_{s-2}, \boldsymbol{b}_{s-1}, \boldsymbol{a}_{s-1}, \boldsymbol{b}_{s}\right\} \quad(s \geq 2, \ell \geq 3)
\end{array}\right.
$$

theses cases are depcited in Fig. 3.8 and this gives

$$
\begin{cases}\Gamma_{C}\left(\boldsymbol{d}^{(s)}\right)=\boldsymbol{a}_{s-1}-\boldsymbol{b}_{s} & \Gamma_{C^{(0)}}\left(\boldsymbol{d}^{(s)}\right)=\boldsymbol{c}^{(s-1)}-\boldsymbol{b}_{s}-\boldsymbol{c}^{(s)}  \tag{3.201}\\ \Gamma_{C}\left(\boldsymbol{d}^{(s)}\right)=\boldsymbol{b}_{s-1}-\boldsymbol{a}_{s-1}-\boldsymbol{b}_{s} & \Gamma_{C^{(0)}}\left(\boldsymbol{d}^{(s)}\right)=\boldsymbol{b}_{s-1}-\boldsymbol{c}^{(s-1)}-\boldsymbol{b}_{s}-\boldsymbol{c}^{(s)} \\ \Gamma_{C}\left(\boldsymbol{d}^{(s)}\right)=\boldsymbol{a}_{s-2^{-}} \boldsymbol{b}_{s-1}-\boldsymbol{a}_{s-1}-\boldsymbol{b}_{s} & \Gamma_{C^{(0)}}\left(\boldsymbol{d}^{(s)}\right)=\boldsymbol{b}_{s-1}-\boldsymbol{c}^{(s-1)}-\boldsymbol{b}_{s}-\boldsymbol{c}^{(s)}\end{cases}
$$

So the statement holds in this case.
Suppose $\Delta_{C}\left(\boldsymbol{d}^{(s)}\right)=4$ Let $\boldsymbol{d}^{(s-1)}$ be the additional neighbor to $\boldsymbol{c}^{(s-1)}$ in $C_{d}^{\prime}$. We cannot have $\boldsymbol{d}^{(s-1)} \in C$, since all neighbors to $\boldsymbol{c}^{(s-1)}$ also neighbor $\boldsymbol{d}^{(s)}$ (we only need to show this for $\boldsymbol{b}_{s-1}$ and $\boldsymbol{b}_{s}$, because any vertices in $P^{(0)} \cap C_{a}$ must have a neighbor in $C_{d}^{\prime}$, so these vertices cannot be in $C_{d}^{\prime}$ ). If $\boldsymbol{d}^{(s-1)}$ does not neighbor $\boldsymbol{a}_{s-1}$, then we can apply Lemma 3.7 to $\boldsymbol{d}^{(s-1)} \in \Gamma_{C^{\prime}}\left(\boldsymbol{c}^{(s-1)}\right) \backslash$
$\Gamma_{C^{\prime}}\left(\boldsymbol{a}_{s-1}\right)$, so assume $\boldsymbol{d}^{(s-1)}$ does neighbor $\boldsymbol{a}_{s-1}$. We must have $\boldsymbol{b}_{s-1} \in \Gamma_{C}\left(\boldsymbol{d}^{(s-1)}\right)$ to avoid the claw $\left\{\boldsymbol{a}_{s-1}, \boldsymbol{d}^{(s-1)}, \boldsymbol{b}_{s-1}, \boldsymbol{c}^{(s)}\right\}$, since we cannot have $\boldsymbol{d}^{(s-1)}$ neighboring $\boldsymbol{c}^{(s)}$ or $k^{\prime}=2<\ell$.

By Lemma 3.4 applied to $\boldsymbol{d}^{(s)} \prec_{C^{(0, s-2)}} \boldsymbol{a}_{s-1}$, we must have $\boldsymbol{c}^{(s-2)} \in \Gamma\left(\boldsymbol{d}^{(s-1)}\right)$. If $\boldsymbol{d}^{(s-1)}$ does not neighbor $\boldsymbol{a}_{s-2}$, then we can apply Lemma 3.7 to $\boldsymbol{d}^{(s-1)} \in \Gamma_{C^{\prime}}\left(\boldsymbol{c}^{(s-2)}\right) \backslash \Gamma_{C^{\prime}}\left(\boldsymbol{a}_{s-2}\right)$, so assume $\boldsymbol{d}^{(s-1)}$ does neighbor $\boldsymbol{a}_{s-2}$. We must have $\boldsymbol{b}_{s-2} \in \Gamma\left(\boldsymbol{d}^{(s-1)}\right)$ to avoid the claw $\left\{\boldsymbol{a}_{s-2}, \boldsymbol{b}_{s-2}, \boldsymbol{d}^{(s-1)}, \boldsymbol{d}^{(s)}\right\}$. Let $\boldsymbol{d}^{(s-2)}$ be the additional neighbor to $\boldsymbol{c}^{(s-2)}$ in $C_{d}^{\prime}$. We cannot have $\boldsymbol{d}^{(s-2)}$ in $C$ because both $\boldsymbol{b}_{s-2}, \boldsymbol{b}_{s-1}$ have a neighbor in $C_{d}^{\prime}$. $\boldsymbol{d}^{(s-2)}$ cannot neighbor $\boldsymbol{a}_{s-2}$ because $\Gamma_{C^{\prime}}\left(\boldsymbol{a}_{s-2}\right)=\boldsymbol{c}^{(s-2)}-\boldsymbol{d}^{(s-1)}-\boldsymbol{c}^{(s-1)}-\boldsymbol{d}^{(s)}$, so we can apply the Lemma 3.7 to $\boldsymbol{d}^{(s-2)} \in \Gamma_{C^{\prime}}\left(\boldsymbol{c}^{(s-2)}\right) \backslash \Gamma_{C^{\prime}}\left(\boldsymbol{a}_{s-2}\right)$. Thus, there must be a vertex $\boldsymbol{d}^{\left(s^{\prime}\right)} \in \Gamma_{C^{\prime}}\left(\boldsymbol{c}^{\left(s^{\prime}\right)}\right) \backslash \Gamma_{C^{\prime}}\left(\boldsymbol{a}_{s^{\prime}}\right)$ such that $\Delta_{C}\left(\boldsymbol{d}^{\left(s^{\prime}\right)}\right)<4$, or we will always have an additional vertex neighboring a vertex in $P^{(0)} \cap C_{c}^{\prime}$ without neighboring its clone. In all cases, this vertex $\boldsymbol{d}^{\left(s^{\prime}\right)}$ lies in the same path component of $G\left[C_{b} \oplus C_{d}^{\prime}\right]$ as $\boldsymbol{d}^{(s)}$.

Suppose $s>0$ and $k=3$, and $\boldsymbol{b}_{s} \notin \Gamma\left(\boldsymbol{d}^{(s)}\right)$, so

$$
\begin{equation*}
\Gamma\left(\boldsymbol{d}^{(s)}\right)=\boldsymbol{b}_{s+1} \boldsymbol{a}_{s+1} \boldsymbol{b}_{s-1}-\boldsymbol{a}_{s-1} \tag{3.202}
\end{equation*}
$$

We must have $\boldsymbol{c}^{(s-1)} \in \Gamma\left(\boldsymbol{d}^{(s)}\right)$ to avoid the claw $\left\{\boldsymbol{a}_{s-1}, \boldsymbol{c}^{(s-1)}, \boldsymbol{d}^{(s)}, \boldsymbol{b}_{s}\right\}$. We must have $\boldsymbol{a}_{s+1} \in$ $\Gamma\left(\boldsymbol{c}^{(s-1)}\right)$ to avoid the claw $\left\{\boldsymbol{d}^{(s)}, \boldsymbol{c}^{(s-1)}, \boldsymbol{c}^{(s)}, \boldsymbol{a}_{s}\right\}$. Thus, $\ell=k=3$, but then $\left\{\boldsymbol{b}_{s+1}, \boldsymbol{d}^{(s)}, \boldsymbol{a}_{s}, \boldsymbol{c}^{(s+1)}\right\}$ induces a claw. Therefore, we must have $\boldsymbol{b}_{s} \in \Gamma\left(\boldsymbol{d}^{(s)}\right)$, and we recover the cases for $k>3$.

$$
\Gamma_{\left(C \cup C^{\prime}\right)}\left(\boldsymbol{d}^{(s)}\right)=\left\{\begin{array}{l}
\left\{\boldsymbol{c}^{(s-1)}, \boldsymbol{c}^{(s)}, \boldsymbol{a}_{s-1}, \boldsymbol{b}_{s}\right\}  \tag{3.203}\\
\left\{\boldsymbol{c}^{(s-1)}, \boldsymbol{c}^{(s)}, \boldsymbol{b}_{s-1}, \boldsymbol{a}_{s-1}, \boldsymbol{b}_{s}\right\} \\
\left\{\boldsymbol{c}^{(s-1)}, \boldsymbol{c}^{(s)}, \boldsymbol{a}_{s-2}, \boldsymbol{b}_{s-1}, \boldsymbol{a}_{s-1}, \boldsymbol{b}_{s}\right\} \quad(s=2, \ell=3)
\end{array}\right.
$$

and this gives

$$
\begin{cases}\Gamma_{C}\left(\boldsymbol{d}^{(s)}\right)=\boldsymbol{a}_{s-1}-\boldsymbol{b}_{s} & \Gamma_{C^{(0)}}\left(\boldsymbol{d}^{(s)}\right)=\boldsymbol{c}^{(s-1)}-\boldsymbol{b}_{s}-\boldsymbol{c}^{(s)}  \tag{3.204}\\ \Gamma_{C}\left(\boldsymbol{d}^{(s)}\right)=\boldsymbol{b}_{s-1}-\boldsymbol{a}_{s-1}-\boldsymbol{b}_{s} & \Gamma_{C^{(0)}}\left(\boldsymbol{d}^{(s)}\right)=\boldsymbol{b}_{s-1}-\boldsymbol{c}^{(s-1)}-\boldsymbol{b}_{s}-\boldsymbol{c}^{(s)} \\ \Gamma_{C}\left(\boldsymbol{d}^{(s)}\right)=\boldsymbol{a}_{s-2}-\boldsymbol{b}_{s-1}-\boldsymbol{a}_{s-1}-\boldsymbol{b}_{s} & \Gamma_{C^{(0)}}\left(\boldsymbol{d}^{(s)}\right)=\boldsymbol{b}_{s-1}-\boldsymbol{c}^{(s-1)}-\boldsymbol{b}_{s^{-}} \boldsymbol{c}^{(s)}\end{cases}
$$

and the remaining part of the statement holds as well.
Finally, suppose $s>0$ and $k=2$, so $\ell=2$ and $s=1$. We cannot have $\Delta_{C}\left(\boldsymbol{d}^{(1)}\right)=4$ since
$a_{1} \notin \Gamma\left(\boldsymbol{d}^{(1)}\right)$. If $\boldsymbol{b}_{1} \in \Gamma\left(\boldsymbol{d}^{(1)}\right)$, we have by Lemma 3.4

$$
\begin{cases}\boldsymbol{a}_{0}-\boldsymbol{b}_{1}=\Gamma_{C}\left(\boldsymbol{d}^{(1)}\right) & \boldsymbol{c}_{0}-\boldsymbol{b}_{1}-\boldsymbol{c}^{(1)}=\Gamma_{C^{(0)}}\left(\boldsymbol{d}^{(1)}\right)  \tag{3.205}\\ \boldsymbol{b}_{0}-\boldsymbol{a}_{0}-\boldsymbol{b}_{1}=\Gamma_{C}\left(\boldsymbol{d}^{(1)}\right) & \boldsymbol{b}_{0}-\boldsymbol{c}_{0}-\boldsymbol{b}_{1}-\boldsymbol{c}^{(1)}=\Gamma_{C^{(0)}}\left(\boldsymbol{d}^{(1)}\right)\end{cases}
$$

so the statement holds in this case.
If $\boldsymbol{b}_{1} \notin \Gamma\left(\boldsymbol{d}^{(1)}\right)$, then $\boldsymbol{b}_{0} \in \Gamma_{C}\left(\boldsymbol{d}^{(1)}\right)$ by Lemma 3.4, and

$$
\begin{equation*}
\boldsymbol{b}_{0}-\boldsymbol{a}_{0}=\Gamma_{C}\left(\boldsymbol{d}^{(1)}\right) \quad \text { and } \quad \boldsymbol{c}_{0}-\boldsymbol{b}_{0}-\boldsymbol{c}^{(1)}=\Gamma_{C^{(0)}}\left(\boldsymbol{d}^{(1)}\right) \tag{3.206}
\end{equation*}
$$

which proves the lemma for this case, and therefore Lemma 3.7 is proved.

## 3.A. 3 Proof of Lemma 3.8

Clearly, this is the case for $s>0$, or $\boldsymbol{d}^{(s)}$ will have three neighbors in $C_{c}^{\prime}$, giving a claw. Thus, the only possibility is for $s=s^{\prime}=0$, and there is an additional vertex neighboring to $\boldsymbol{d}^{(s)}$ in $C_{a}$ that is neighboring to neither $\boldsymbol{c}^{(0)}$ nor $\boldsymbol{j}^{(0)}$. This therefore gives a claw unless the statement holds.

## 3.A. 4 Proof of Lemma 3.9

If $\llbracket h_{P^{(j)}}, h_{P^{(k)}} \rrbracket=-1$ and $P^{(k)}$ precedes $P^{(j)}$ in $\mathcal{O}$ then there exists a vertex $\boldsymbol{v} \in P^{(j)}$ such that $h_{\boldsymbol{v}}$ anticommutes with $h_{P^{(k)}}$. If $\boldsymbol{v} \in C_{d}^{\prime}$, then $\boldsymbol{v}$ depends on $P^{(k)}$. If $\boldsymbol{v} \in C_{b}$, then $\boldsymbol{v}$ has a neighbor in $P^{(k)} \cap C_{a}$, otherwise, by Table 3.2, $\boldsymbol{v}$ neighbors $\boldsymbol{c}^{(0)} \notin C$, so $\left\{\boldsymbol{v}, \boldsymbol{a}_{k-1}, \boldsymbol{a}_{0}, \boldsymbol{c}^{(0)}\right\}$ induces a claw.

Let $\boldsymbol{b}^{(s)}:=\boldsymbol{v}$ with neighbor $\boldsymbol{a}_{s} \in P^{(k)}$. We have $\boldsymbol{c}^{(s)} \prec_{C^{(k, s-1)}} \boldsymbol{a}_{s}$, but $\boldsymbol{b}^{(s)} \in C^{(k, s-1)}$, so $\boldsymbol{b}^{(s)}$ neighbors $\boldsymbol{c}^{(s)}$. If $\boldsymbol{d}^{(s)}$ doesn't neighbor $\boldsymbol{c}^{(s)}$, then this contradicts $\boldsymbol{d}^{(s)} \prec_{C^{(j, s-1)}} \boldsymbol{b}^{(s)}$. If $\boldsymbol{b}^{(s)}$ has another neighbor, $\boldsymbol{a}_{s-1} \in P^{(k)}$, then it must neighbor $\boldsymbol{c}^{(s-1)} \prec_{C^{(k, s-2)}} \boldsymbol{a}_{s-1}$, but this contradicts $h_{\boldsymbol{b}^{(s)}}$ anticommuting with $h_{P^{(k)}}$. This rules out cases (b.iii) and (b.iv) from Table 3.2, therefore we have (b.i) $\ell>1$. Therefore $\left\{\boldsymbol{b}^{(s)}, \boldsymbol{a}_{s-1}, \boldsymbol{c}^{(s)}, \boldsymbol{c}^{(s+1)}\right\}$ gives a claw.

This shows that if $h_{P^{(j)}}$ and $h_{P^{(k)}}$ anticommute and $P^{(k)}$ precedes $P^{(j)}$ in $\mathcal{O}, P^{(j)}$ depends on $P^{(k)}$. Next, we show the other direction: if $P^{(j)}$ depends on $P^{(k)}$, then $h_{P^{(j)}}$ and $h_{P^{(k)}}$ anticommute. We show that there is precisely one vertex in $\boldsymbol{j} \in P^{(j)}$ that depends on $P^{(k)}$ with $\Delta_{C}(\boldsymbol{j})<4$, and so $h_{\boldsymbol{j}}$ is the only factor of $h_{P^{(j)}}$ that anticommutes with $h_{P^{(k)}}$. By our construction of $\mathcal{O}$, there is at least one such vertex, so suppose $\boldsymbol{j}$ is this vertex, and that, without loss of generality, $\boldsymbol{d}^{(s)}:=\boldsymbol{j} \in C_{d}^{\prime}$ with $P^{(k)} \in G\left[C_{a} \oplus C_{c}^{\prime}\right]$ and $\boldsymbol{d}^{(s)} \in \Gamma_{C^{\prime}}\left(\boldsymbol{c}^{(s)}\right) \backslash \Gamma_{C^{\prime}}\left(\boldsymbol{a}_{s}\right)$. If $\Delta_{C}\left(\boldsymbol{d}^{(s)}\right)>2$, then if there is another vertex $\boldsymbol{d}^{(s+1)} \in \Gamma_{C_{d}^{\prime}}\left(\boldsymbol{b}_{s}\right)$ in $P^{(j)}$, then it must also neighbor $\boldsymbol{c}^{(s)}$ by our assumption on $\mathcal{O}$ that $P^{(j)}$ is
untethered with respect to $C^{(k)}$. By our assumption on $\mathcal{O}$ in Eq. (3.103), there is no additional vertex in $P^{(j)}$ that depends on $P^{(k)}$ with degree in $C$ less than four in this case.

Thus, we show that if $\Delta_{C}\left(\boldsymbol{d}^{(s)}\right)=2$, then if there is another vertex $\boldsymbol{u} \in \Gamma_{C_{d}^{\prime}}\left(\boldsymbol{b}_{s}\right)$ in $P^{(j)}$, then it must also neighbor $\boldsymbol{c}^{(s)}$. Suppose to the contrary that $\boldsymbol{d}^{(s-1)}:=\boldsymbol{u}$ does not neighbor $\boldsymbol{c}^{(s)}$, then $\left|C^{\prime}\right|>4$, and by Lemma 3.4 applied to $\boldsymbol{d}^{(s)} \prec_{C^{(k)}} \boldsymbol{b}_{s}$, we must have

$$
\begin{equation*}
\boldsymbol{b}_{s-1} \boldsymbol{a}_{s-1}-\boldsymbol{b}_{s} \subseteq \Gamma_{C}\left(\boldsymbol{d}^{(s-1)}\right) \tag{3.207}
\end{equation*}
$$

If $\boldsymbol{a}_{s} \notin \Gamma\left(\boldsymbol{d}^{(s-1)}\right)$, then $\left\{\boldsymbol{b}_{s}, \boldsymbol{a}_{s}, \boldsymbol{d}^{(s)}, \boldsymbol{d}^{(s-1)}\right\}$ is a claw. Thus, $\boldsymbol{a}_{s} \in \Gamma\left(\boldsymbol{d}^{(s-1)}\right)$ and $|C|=4$ by Lemma 3.4 together with the assumption that $\boldsymbol{d}^{(s-1)} \notin \Gamma\left(\boldsymbol{c}^{(s)}\right)$. This gives

$$
\begin{equation*}
\boldsymbol{a}_{s-1}-\boldsymbol{b}_{s}-\boldsymbol{a}_{s^{-}} \boldsymbol{b}_{s-1}=\Gamma_{C}\left(\boldsymbol{d}^{(s-1)}\right) \tag{3.208}
\end{equation*}
$$

Now, $\boldsymbol{c}^{(s)}$ has another neighbor $\boldsymbol{u} \in C_{d}^{\prime}$, which cannot be in $C$ because every neighbor to $\boldsymbol{c}^{(s)}$ in $C$ has a neighbor in $C_{d}^{\prime}$. Thus, let $\boldsymbol{d}^{(s+1)}:=\boldsymbol{u}$. If $\boldsymbol{a}_{s} \notin \Gamma_{C}\left(\boldsymbol{d}^{(s+1)}\right)$, then $\left\{\boldsymbol{c}^{(s)}, \boldsymbol{d}^{(s)}, \boldsymbol{a}_{s}, \boldsymbol{d}^{(s+1)}\right\}$ is a claw. If $\boldsymbol{b}_{s-1} \notin \Gamma_{C}\left(\boldsymbol{d}^{(s+1)}\right)\left\{\boldsymbol{a}_{s}, \boldsymbol{d}^{(s-1)}, \boldsymbol{b}_{s-1}, \boldsymbol{d}^{(s+1)}\right\}$ is a claw. We thus have $\left\{\boldsymbol{d}^{(s-1)}, \boldsymbol{c}^{(s)}-\boldsymbol{d}^{(s+1)}\right\} \subset$ $\Gamma_{C^{\prime}}\left(\boldsymbol{a}_{s}\right),\left\{\boldsymbol{d}^{(s-1)}, \boldsymbol{c}^{(s)}-\boldsymbol{d}^{(s+1)}\right\} \subset \Gamma_{C^{\prime}}\left(\boldsymbol{b}_{s-1}\right)$, and $\left\{\boldsymbol{d}^{(s-1)}, \boldsymbol{d}^{(s)}-\boldsymbol{c}^{(s)}\right\} \subset \Gamma_{C^{\prime}}\left(\boldsymbol{b}_{s-1}\right)$, which allows us to infer $\Delta_{C^{\prime}}\left(\boldsymbol{a}_{s}\right)=\Delta_{C^{\prime}}\left(\boldsymbol{b}_{s-1}\right)=\Delta_{C^{\prime}}\left(\boldsymbol{b}_{s}\right)=4$ from Lemma 3.3. Thus, the only possibility for $h_{C}$ and $h_{C^{\prime}}$ to anticommute is for

$$
\begin{equation*}
\Gamma_{C^{\prime}}\left(\boldsymbol{a}_{s-1}\right)=\boldsymbol{d}^{(s-1)}-\boldsymbol{c}^{(s-1)}-\boldsymbol{d}^{(s)} \tag{3.209}
\end{equation*}
$$

(i.e. $\left.\boldsymbol{a}_{s-1} \prec_{C^{\prime}} \boldsymbol{c}^{(s-1)}\right)$. By Lemma 3.4, $\boldsymbol{b}_{s}$ neighbors $\boldsymbol{c}^{(s-1)}$. Now, $\boldsymbol{d}^{(s-1)}$ has another neighbor $\boldsymbol{u} \in C_{c}^{\prime}$, which again cannot be in $C$ since all of the neighbors to $\boldsymbol{d}^{(s-1)}$ in $C$ have a neighbor in $C_{c}^{\prime}$. If $\boldsymbol{u}$ does not neighbor $\boldsymbol{a}_{s}$, then $\left\{\boldsymbol{d}^{(s-1)}, \boldsymbol{u}, \boldsymbol{a}_{s-1}, \boldsymbol{a}_{s}\right\}$ gives a claw. Since $\boldsymbol{u} \notin \Gamma_{C^{\prime}}\left(\boldsymbol{c}^{(s)}\right)=\left\{\boldsymbol{d}^{(s)}, \boldsymbol{d}^{(s+1)}\right\}$, we have $\boldsymbol{b}_{s-1} \in \Gamma_{C}(\boldsymbol{u})$ by Lemma 3.4 applied to $\boldsymbol{c}^{(s)} \prec_{C^{(k, s-1)}} \boldsymbol{a}_{s}$ and the fact that the neighborhoods in $C^{\prime}$ to $\boldsymbol{b}_{s}$ and $\boldsymbol{a}_{s-1}$ are fixed. However, then $\left\{\boldsymbol{b}_{s-1}, \boldsymbol{a}_{s-1}, \boldsymbol{c}^{(s)}, \boldsymbol{u}\right\}$ gives a claw. Thus, if $\boldsymbol{b}_{s}$ has an additional neighbor $\boldsymbol{u} \in C_{d}^{\prime}$, it must also neighbor $\boldsymbol{c}^{(s)}$, so by the argument above, there can be no additional vertex in $P^{(j)}$ whose corresponding operator anticommutes with $h_{P(k)}$. Therefore, if $P^{(j)}$ depends on $P^{(k)}$, there is precisely one vertex $\boldsymbol{j} \in P^{(j)}$ for which $h_{\boldsymbol{j}}$ anticommutes with $h_{P^{(k)}}$, so $h_{P^{(j)}}$ and $h_{P^{(k)}}$ anticommute, and this proves the lemma.


Figure 3.8: Diagram of the possible cases given in Eq. (3.200).

## 3.B Proof of Lemma 3.10

Proof of Lemma 3.10. By definition,

$$
\begin{align*}
Z_{G}\left(-u^{2}\right) & =T_{G}(u) T_{G}(-u)  \tag{3.210}\\
& =\left(\sum_{s=0}^{\alpha(G)}(-u)^{s} Q_{G}^{(s)}\right)\left(\sum_{t=0}^{\alpha(G)} u^{t} Q_{G}^{(t)}\right)  \tag{3.211}\\
& =\sum_{s, t=0}^{\alpha(G)}(-1)^{s} u^{s+t} Q_{G}^{(s)} Q_{G}^{(t)} \tag{3.212}
\end{align*}
$$

If $s+t=1(\bmod 2)$, then, by Theorem 3.1,

$$
\begin{equation*}
(-1)^{s} Q_{G}^{(s)} Q_{G}^{(t)}+(-1)^{t} Q_{G}^{(t)} Q_{G}^{(s)}=(-1)^{s}\left[Q_{G}^{(s)}, Q_{G}^{(t)}\right]=0 \tag{3.213}
\end{equation*}
$$

Hence,

$$
\begin{align*}
Z_{G}\left(-u^{2}\right) & =\sum_{\substack{s, t=0 \\
s+t=0(\bmod 2)}}^{\alpha(G)}(-1)^{s} u^{s+t} Q_{G}^{(s)} Q_{G}^{(t)}  \tag{3.214}\\
& =\sum_{\substack{S, T \in \mathcal{S}_{G} \\
|S|+|T|=0 \\
(\bmod 2)}}(-1)^{|S|} u^{|S|+|T|} h_{S} h_{T}  \tag{3.215}\\
& =\sum_{\substack{S, T \in \mathcal{S}_{G} \\
|S|+|T|=0(\bmod 2)}}(-1)^{|S|} u^{|S|+|T|}\left(h_{S \cap T}\right)^{2} h_{S \backslash T} h_{T \backslash S} . \tag{3.216}
\end{align*}
$$

As in the proof of Eq. (3.80a), we use the fact that every factor $h_{\boldsymbol{j}}$ with $\boldsymbol{j} \in S \cap T$ commutes with every factor in $h_{S} h_{T}$. Commuting a given factor of $h_{\boldsymbol{j}}$ for $\boldsymbol{j} \in S \backslash T$ through $h_{T \backslash S}$ gives a factor of
$(-1)$ for every neighbor to $\boldsymbol{j}$ in $T \backslash S$. Using

$$
\begin{equation*}
S \oplus T=(S \backslash T) \cup(T \backslash S) \tag{3.217}
\end{equation*}
$$

gives

$$
\begin{equation*}
h_{S \backslash T} h_{T \backslash S}=(-1)^{|E[S \oplus T]|} h_{T \backslash S} h_{S \backslash T} \tag{3.218}
\end{equation*}
$$

since $G[S \oplus T]$ is bipartite by Lemma 3.2. Thus, if $|E[S \oplus T]|=1(\bmod 2)$, then $h_{S \backslash T} h_{T \backslash S}+$ $h_{T \backslash S} h_{S \backslash T}=0$. Hence,

$$
\begin{align*}
Z_{G}\left(-u^{2}\right)= & \sum_{\begin{array}{c}
S, T \in \mathcal{S}_{G} \\
|S|+|T|=0(\bmod 2) \\
|E[S \oplus T]|=0(\bmod 2)
\end{array}}(-1)^{|S|} u^{|S|+|T|}\left(h_{S \cap T}\right)^{2} h_{S \backslash T} h_{T \backslash S}  \tag{3.219}\\
= & \sum_{\substack{S, T \in \mathcal{S}_{G} \\
|S|+|T|=0(\bmod 2) \\
|E[S \oplus T]|=0(\bmod 2)}}(-1)^{|S|} u^{|S|+|T|} h_{S} h_{T} . \tag{3.220}
\end{align*}
$$

Again by Lemma 3.2, $G[S \oplus T]$ is a disjoint union of paths and even holes. Suppose $G[S \oplus T]$ contains a path component $P$. Since $P$ either has odd-many vertices or odd-many edges, it cannot be the only component of $G[S \oplus T]$. Define

$$
\begin{aligned}
& \widetilde{S}=S \oplus P \\
& \widetilde{T}=T \oplus P
\end{aligned}
$$

this gives distinct independent sets $\widetilde{S}$ and $\widetilde{T}$ for which $S \oplus T=\widetilde{S} \oplus \widetilde{T}$ and $|S|+|T|=|\widetilde{S}|+|\widetilde{T}|$. This gives

$$
\begin{align*}
(-1)^{|\widetilde{S}|} u^{|\widetilde{S}|+|\widetilde{T}|} h_{\widetilde{S}} h_{\widetilde{T}} & =(-1)^{|\widetilde{S}|} u^{|\widetilde{S}|+|\widetilde{T}|} h_{S \backslash P} h_{T \cap P} h_{S \cap P} h_{T \backslash P}  \tag{3.221}\\
& =(-1)^{|\widetilde{S}|+|E[P]|} u^{|\widetilde{S}|+|\widetilde{T}|} h_{S \backslash P} h_{S \cap P} h_{T \cap P} h_{T \backslash P}  \tag{3.222}\\
(-1)^{|\widetilde{S}|} u^{|\widetilde{S}|+|\widetilde{T}|} h_{\widetilde{S}} h_{\widetilde{T}} & =-(-1)^{|S|} u^{|S|+|T|} h_{S} h_{T} \tag{3.223}
\end{align*}
$$

Hence,

$$
\begin{equation*}
(-1)^{|S|} u^{|S|+|T|} h_{S} h_{T}+(-1)^{|\widetilde{S}|} u^{|\widetilde{S}|+|\widetilde{T}|} h_{\widetilde{S}} h_{\widetilde{T}}=0 \tag{3.224}
\end{equation*}
$$

where we have used the fact that, if $P$ has odd length, then $|\widetilde{S}|=|S|$, and if $P$ has even length, then $|\widetilde{S}|=|S| \pm 1$. Thus, $(-1)^{|\widetilde{S}|+|E[P]|}=-(-1)^{|S|}$. For a given collection of pairs $(S, T)$ such that $G[S \oplus T]$ is fixed, we can choose a fiducial path component by which to pair terms to cancel. Therefore, $G[S \oplus T]$ can contain no path components, so it must be a collection of disjoint and non-neighboring even holes. In this case $|S|=|T|$, and we have

$$
\begin{align*}
& Z_{G}\left(-u^{2}\right)= \sum_{\substack{S, T \in \mathcal{S}_{G} \\
S \oplus T=O \mathcal{X} \\
\mathcal{X} \in \mathscr{C}_{G}^{\text {even) }}}}\left(-u^{2}\right)^{|S|} h_{S} h_{T}  \tag{3.225}\\
& Z_{G}\left(-u^{2}\right)=\sum_{\mathcal{X} \in \mathscr{C}_{G}^{\text {(even) }}}\left(-u^{2}\right)^{|\partial \mathcal{X}| / 2} 2^{|\mathcal{X}|} I_{G \backslash \Gamma[\mathcal{X}]}\left(-u^{2}\right) \prod_{C \in \mathcal{X}} h_{C} \tag{3.226}
\end{align*}
$$

By Lemma 3.5, this gives

$$
\begin{equation*}
Z_{G}\left(-u^{2}\right)=\sum_{\langle\mathcal{X}\rangle \in\left\langle\mathscr{\mathscr { C } _ { G } ^ { ( \text { even } ) } \rangle}\right.}\left(-u^{2}\right)^{|\partial\langle\mathcal{X}\rangle| / 2} 2^{|\mathcal{X}|} I_{G \backslash \Gamma[\langle\mathcal{X}\rangle]}\left(-u^{2}\right) \prod_{\left\langle C_{0}\right\rangle \in\langle\mathcal{X}\rangle} J_{G}\left[\left\langle C_{0}\right\rangle\right] \tag{3.227}
\end{equation*}
$$

completing the proof.

## 3.C Proofs of Lemmas 3.1 and 3.11

Proof of Lemma 3.1. From Eq. (3.57), we have

$$
\begin{equation*}
Q_{G}^{(k)}=Q_{G \backslash K_{s}}^{(k)}+\sum_{\boldsymbol{j} \in K_{s}} Q_{G \backslash\left(K_{s} \cup K_{j}\right)}^{(k-1)} h_{\boldsymbol{j}} \tag{3.228}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{G \backslash K_{j}}^{(k-1)}=Q_{G \backslash\left(K_{s} \cup K_{j}\right)}^{(k-1)}+\sum_{k \in K_{s} \backslash\{j\}} Q_{G \backslash\left(K_{s} \cup K_{j} \cup K_{k}\right)}^{(k-2)} h_{\boldsymbol{k}}, \tag{3.229}
\end{equation*}
$$

where, again, $Q_{G}^{(k)}=0$ for $k<0$. This gives

$$
\begin{align*}
Q_{G}^{(k)} & =Q_{G \backslash K_{s}}^{(k)}+\sum_{\boldsymbol{j} \in K_{s}}\left(Q_{G \backslash K_{\boldsymbol{j}}}^{(k-1)}-\sum_{\boldsymbol{k} \in K_{s} \backslash\{\boldsymbol{j}\}} Q_{G \backslash\left(K_{s} \cup K_{j} \cup K_{\boldsymbol{k}}\right)}^{(k-2)} h_{\boldsymbol{k}}\right) h_{\boldsymbol{j}}  \tag{3.230}\\
& =Q_{G \backslash K_{s}}^{(k)}+\sum_{\boldsymbol{j} \in K_{s}} Q_{G \backslash K_{\boldsymbol{j}}}^{(k-1)} h_{\boldsymbol{j}}-\sum_{\boldsymbol{j}, \boldsymbol{k} \in K_{s},}, Q_{\boldsymbol{j} \neq \boldsymbol{k}}^{(k-2)} Q_{G \backslash\left(K_{s} \cup K_{\boldsymbol{j}} \cup K_{\boldsymbol{k}}\right)} h_{\boldsymbol{k}} h_{\boldsymbol{j}} . \tag{3.231}
\end{align*}
$$

The third term vanishes because $Q_{G \backslash\left(K_{s} \cup K_{\boldsymbol{j}} \cup K_{\boldsymbol{k}}\right)}^{(k-2)}$ is symmetric in $\boldsymbol{j}$ and $\boldsymbol{k}$, but $h_{\boldsymbol{j}}$ and $h_{\boldsymbol{k}}$ anticommute for $\boldsymbol{j}, \boldsymbol{k} \in K_{s}$ and $\boldsymbol{j} \neq \boldsymbol{k}$. Therefore

$$
\begin{equation*}
Q_{G}^{(k)}=Q_{G \backslash K_{s}}^{(k)}+\sum_{\boldsymbol{j} \in K_{s}} Q_{G \backslash K_{\boldsymbol{j}}}^{(k-1)} h_{\boldsymbol{j}} \tag{3.232}
\end{equation*}
$$

and proves the lemma.

Proof of Lemma 3.11. By Def. 3.7, it is sufficient to show that

$$
\begin{equation*}
\left(1+u \sum_{\boldsymbol{j} \in K_{s}} h_{\boldsymbol{j}}\right) \chi T_{G}(-u)=T_{G}(-u)\left(1-u \sum_{\boldsymbol{j} \in K_{s}} h_{\boldsymbol{j}}\right) \chi \tag{3.233}
\end{equation*}
$$

By equating coefficients of $u^{k}$, this is equivalent to showing that

$$
\begin{equation*}
\chi Q_{G}^{(k)}+\sum_{\boldsymbol{j} \in K_{s}} h_{\boldsymbol{j}} \chi Q_{G}^{(k-1)}=\left(Q_{G}^{(k)}-Q_{G}^{(k-1)} \sum_{\boldsymbol{j} \in K_{s}} h_{\boldsymbol{j}}\right) \chi \tag{3.234}
\end{equation*}
$$

We expand the left-hand side by applying Eq. (3.57) to the clique $K_{s}$ in the first term and the clique $K_{\boldsymbol{j}} \equiv \Gamma[G] \backslash\left(K_{s} \backslash\{\boldsymbol{j}\}\right)$ in the second term. This gives
$\chi Q_{G}^{(k)}+\sum_{\boldsymbol{j} \in K_{s}} h_{\boldsymbol{j}} \chi Q_{G}^{(k-1)}=\chi\left(Q_{G \backslash K_{s}}^{(k)}+\sum_{\boldsymbol{j}^{\prime} \in K_{s}} h_{\boldsymbol{j}^{\prime}} Q_{G \backslash\left(K_{s} \cup K_{\boldsymbol{j}^{\prime}}\right)}^{(k-1)}\right)+\sum_{\boldsymbol{j} \in K_{s}} h_{\boldsymbol{j}} \chi\left(Q_{G \backslash K_{\boldsymbol{j}}}^{(k-1)}+\sum_{\boldsymbol{j}^{\prime} \in K_{\boldsymbol{j}}} h_{\boldsymbol{j}^{\prime}}^{\left(Q_{G \backslash \Gamma\left[\boldsymbol{j}^{\prime}\right]}^{(k-2)}\right)}\right.$

For $\boldsymbol{j} \in K_{s}$, we see that $h_{\boldsymbol{j}} \chi$ only anticommutes with $h_{\boldsymbol{k}}$ if $\boldsymbol{k} \in K_{\boldsymbol{j}}$. Thus

$$
\begin{align*}
\chi Q_{G}^{(k)}+\sum_{\boldsymbol{j} \in K_{s}} h_{\boldsymbol{j}} \chi Q_{G}^{(k-1)} & =\left(Q_{G \backslash K_{s}}^{(k)}-\sum_{\boldsymbol{j}^{\prime} \in K_{s}} h_{\boldsymbol{j}^{\prime}} Q_{G \backslash\left(K_{s} \cup K_{\boldsymbol{j}^{\prime}}\right)}^{(k-1)}\right) \chi+\sum_{\boldsymbol{j} \in K_{s}}\left(Q_{G \backslash K_{\boldsymbol{j}}}^{(k-1)}-\sum_{\boldsymbol{j}^{\prime} \in K_{\boldsymbol{j}}} h_{\boldsymbol{j}^{\prime}} Q_{G \backslash \Gamma\left[\boldsymbol{j}^{\prime}\right]}^{(k-2)}\right) h_{\boldsymbol{j}} \chi \\
& =\left(Q_{G \backslash K_{s}}^{(k)}+\sum_{\boldsymbol{j} \in K_{s}} Q_{G \backslash K_{j}}^{(k-1)} h_{\boldsymbol{j}}\right) \chi-\sum_{\boldsymbol{j} \in K_{s}}\left(Q_{G \backslash\left(K_{s} \cup K_{j}\right)}^{(k-1)}+\sum_{\boldsymbol{j}^{\prime} \in K_{\boldsymbol{j}}} h_{\boldsymbol{j}^{\prime}} Q_{G \backslash \Gamma\left[\boldsymbol{j}^{\prime}\right]}^{(k-2)}\right) h_{\boldsymbol{j}} \chi  \tag{3.236}\\
& =Q_{G}^{(k)} \chi-\sum_{\boldsymbol{j} \in K_{s}}\left(Q_{G \backslash\left(K_{s} \cup K_{\boldsymbol{j}}\right)}^{(k-1)}+Q_{G}^{(k-1)}-Q_{G \backslash K_{\boldsymbol{j}}}^{(k-1)}\right) h_{\boldsymbol{j}} \chi \tag{3.238}
\end{align*}
$$

and

$$
\begin{equation*}
Q_{G \backslash\left(K_{s} \cup K_{j}\right)}^{(k-1)}-Q_{G \backslash K_{j}}^{(k-1)}=-\sum_{j^{\prime} \in K_{s} \backslash\{j\}} Q_{G \backslash\left(K_{s} \cup K_{j} \cup K_{j^{\prime}}\right)}^{(k-2)} h_{j^{\prime}} . \tag{3.239}
\end{equation*}
$$

This gives

$$
\begin{equation*}
\chi Q_{G}^{(k)}+\sum_{\boldsymbol{j} \in K_{s}} h_{\boldsymbol{j}} \chi Q_{G}^{(k-1)}=Q_{G}^{(k)} \chi-Q_{G}^{(k-1)} \sum_{\boldsymbol{j} \in K_{s}} h_{\boldsymbol{j}} \chi+\sum_{\boldsymbol{j}, \boldsymbol{j}^{\prime} \in K_{s},} Q_{\boldsymbol{j} \neq \boldsymbol{j}^{\prime}}^{(k-2)} Q_{G \backslash\left(K_{s} \cup K_{\boldsymbol{j}} \cup K_{\boldsymbol{j}^{\prime}}\right)} h_{\boldsymbol{j}^{\prime}} h_{\boldsymbol{j}} \chi \tag{3.240}
\end{equation*}
$$

In the last term, $Q_{G \backslash\left(K_{s} \cup K_{\boldsymbol{j}} \cup K_{\boldsymbol{j}^{\prime}}\right)}^{(k-2)}$ is symmetric in $\boldsymbol{j}$ and $\boldsymbol{j}^{\prime}$, but $h_{\boldsymbol{j}}$ anticommutes with $h_{\boldsymbol{j}^{\prime}}$ for $\boldsymbol{j}$, $\boldsymbol{j}^{\prime} \in K_{s}$ with $\boldsymbol{j} \neq \boldsymbol{j}^{\prime}$. Thus, this term vanishes, and we have

$$
\begin{equation*}
\chi Q_{G}^{(k)}+\sum_{\boldsymbol{j} \in K_{s}} h_{\boldsymbol{j}} \chi Q_{G}^{(k-1)}=\left(Q_{G}^{(k)}-Q_{G}^{(k-1)} \sum_{\boldsymbol{j} \in K_{s}} h_{\boldsymbol{j}}\right) \chi \tag{3.241}
\end{equation*}
$$

completing the proof.

## 3.D Proof of Lemma 3.13

Proof of Lemma 3.13. We have

$$
\begin{align*}
T_{G}(u) \psi_{\mathcal{J},+j} & T_{G}(-u)=\frac{1}{N_{\mathcal{J}, j}} T_{G}(u)\left[\Pi_{\mathcal{J}} T_{G}\left(-u_{\mathcal{J}, j}\right) \chi T_{G}\left(u_{\mathcal{J}, j}\right)\right] T_{G}(-u)  \tag{3.242}\\
& =\frac{1}{N_{\mathcal{J}, j}} \Pi_{\mathcal{J}} T_{G}\left(-u_{\mathcal{J}, j}\right)\left[T_{G}(u) \chi T_{G}(-u)\right] T_{G}\left(u_{\mathcal{J}, j}\right)  \tag{3.243}\\
& =\frac{1}{N_{\mathcal{J}, j}} \Pi_{\mathcal{J}} T_{G}\left(-u_{\mathcal{J}, j}\right)\left[Z_{G}\left(-u^{2}\right)\left(1-u \sum_{j \in K_{s}} h_{j}\right) \chi-T_{G}(u)\left(u \sum_{j \in K_{s}} h_{j}\right) \chi T_{G}(-u)\right] T_{G}\left(u_{\mathcal{J}, j}\right) \tag{3.244}
\end{align*}
$$

where we have applied Lemma 3.11 in the last line. From our proof of Lemma 3.12, we have

$$
\begin{align*}
T_{G}(u) \psi_{\mathcal{J},+j} T_{G}(-u) & =\frac{1}{N_{\mathcal{J}, j}} \Pi_{\mathcal{J}} T_{G}\left(-u_{\mathcal{J}, j}\right)\left\{Z_{G}\left(-u^{2}\right) \chi-\frac{u}{2} Z_{G}\left(-u^{2}\right)[H, \chi]-\frac{u}{2} T_{G}(u)[H, \chi] T_{G}(-u)\right\} T_{G}\left(u_{\mathcal{J}, j}\right)  \tag{3.245}\\
& =Z_{G}\left(-u^{2}\right) \psi_{\mathcal{J},+j}-\frac{u}{2} Z_{G}\left(-u^{2}\right)\left[H, \psi_{\mathcal{J},+j}\right]-\frac{u}{2} T(u)\left[H, \psi_{\mathcal{J},+j}\right] T_{G}(-u)  \tag{3.246}\\
& =Z_{G}\left(-u^{2}\right) \psi_{\mathcal{J},+j}-\frac{u}{u_{\mathcal{J}, j}} Z_{G}\left(-u^{2}\right) \psi_{\mathcal{J},+j}-\frac{u}{u_{\mathcal{J}, j}} T(u) \psi_{\mathcal{J},+j} T_{G}(-u)  \tag{3.247}\\
T_{G}(u) \psi_{\mathcal{J},+j} T_{G}(-u) & =\frac{1}{u_{\mathcal{J}, j}}\left[Z_{G}\left(-u^{2}\right)\left(u_{\mathcal{J}, j}-u\right) \psi_{\mathcal{J},+j}-u T_{G}(u) \psi_{\mathcal{J},+j} T_{G}(-u)\right] \tag{3.248}
\end{align*}
$$

where we applied Lemma 3.12 directly in Eq. (3.247). Now, by rearranging, we have

$$
\begin{equation*}
\left(u_{j}+u\right) T_{G}(u) \psi_{+j}=\left(u_{j}-u\right) \psi_{+j} T_{G}(u) \tag{3.249}
\end{equation*}
$$

where we have applied $Z_{G}^{-1}\left(-u^{2}\right) T_{G}(u)$ to the right on both sides. This requires choosing $u \neq \pm u_{\mathcal{J}, j}$ for any pair $(\mathcal{J}, j)$, as $Z_{G}\left(-u_{\mathcal{J}, j}\right)$ is not invertible. Applying this allows us to write

$$
\begin{equation*}
\left\{\psi_{\mathcal{J},+j}, T_{G}(u) \chi T_{G}(-u)\right\}=\frac{u_{\mathcal{J}, j}+u}{u_{\mathcal{J}, j}-u} T_{G}(u)\left\{\psi_{\mathcal{J},+j}, \chi\right\} T_{G}(-u) \tag{3.250}
\end{equation*}
$$

We compute the anticommutation relation $\left\{\psi_{\mathcal{J},+j}, \chi\right\}$ as

$$
\begin{equation*}
\left\{\psi_{\mathcal{J},+j}, \chi\right\}=\frac{4}{N_{\mathcal{J}, j}} \Pi_{\mathcal{J}} Z_{G \backslash K_{s}}\left(-u_{\mathcal{J}, j}^{2}\right) \tag{3.251}
\end{equation*}
$$

By setting

$$
\begin{equation*}
N_{\mathcal{J}, j}=4 u_{\mathcal{J}, j}\left(\left.Z_{G \backslash K_{s}}\left(-u_{\mathcal{J}, j}^{2}\right) \frac{\partial Z_{G}(x)}{\partial x}\right|_{x=-u_{\mathcal{J}, j}^{2}}\right)^{\frac{1}{2}} \tag{3.252}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left\{\psi_{\mathcal{J},+j}, \psi_{\mathcal{J}^{\prime},-k}\right\}=\delta_{\mathcal{J}, \mathcal{J}^{\prime}} \delta_{j k} \Pi_{\mathcal{J}} \tag{3.253}
\end{equation*}
$$

completing the proof.

## 3.E Proof of Lemma 3.14

Proof of Lemma 3.14. By following a similar analysis to the proof of Lemma 3.13, the commutator [ $\psi_{+j}, \psi_{-j}$ ] may be expressed as

$$
\begin{align*}
{\left[\psi_{+j}, \psi_{-j}\right] } & =\frac{1}{N_{j}} \lim _{u \rightarrow u_{j}}\left(\frac{u_{j}+u}{u_{j}-u} T(u)\left[\psi_{+j}, \chi\right] T(-u)\right)  \tag{3.254}\\
& =-\frac{2 u_{j}}{N_{j}}\left(\frac{\partial T_{G}\left(u_{j}\right)}{\partial u_{j}}\left[\psi_{+j}, \chi\right] T\left(-u_{j}\right)+T\left(u_{j}\right)\left[\psi_{+j}, \chi\right] \frac{\partial T_{G}\left(-u_{j}\right)}{\partial u_{j}}\right)  \tag{3.255}\\
& =-\frac{2 u_{j}}{N_{j}}\left(\frac{\partial T_{G}\left(u_{j}\right)}{\partial u_{j}} \psi_{+j} \chi T\left(-u_{j}\right)-T\left(u_{j}\right) \chi \psi_{+j} \frac{\partial T_{G}\left(-u_{j}\right)}{\partial u_{j}}\right) . \tag{3.256}
\end{align*}
$$

Now, by using the anticommutation relation from the proof of Lemma 3.13, we obtain

$$
\begin{align*}
{\left[\psi_{+j}, \psi_{-j}\right] } & =-\frac{8 u_{j}}{N_{j}^{2}}\left(T\left(-u_{j}\right) \frac{\partial T_{G}\left(u_{j}\right)}{\partial u_{j}}-T\left(u_{j}\right) \frac{\partial T_{G}\left(-u_{j}\right)}{\partial u_{j}}\right)  \tag{3.257}\\
& =-\frac{1}{2 u_{j}}\left(\left.\frac{\partial Z_{G}(x)}{\partial x}\right|_{x=-u_{j}^{2}}\right)^{-1}\left(T\left(-u_{j}\right) \frac{\partial T_{G}\left(u_{j}\right)}{\partial u_{j}}-T\left(u_{j}\right) \frac{\partial T_{G}\left(-u_{j}\right)}{\partial u_{j}}\right) . \tag{3.258}
\end{align*}
$$

Then,

$$
\begin{equation*}
\sum_{j=1}^{\alpha(G)} \varepsilon_{j}\left[\psi_{+j}, \psi_{-j}\right]=-\sum_{j=1}^{\alpha(G)} \frac{1}{2 u_{j}^{2}}\left(\left.\frac{\partial Z_{G}(x)}{\partial x}\right|_{x=-u_{j}^{2}}\right)^{-1}\left(T_{G}\left(-u_{j}\right) \frac{\partial T_{G}\left(u_{j}\right)}{\partial u_{j}}-T_{G}\left(u_{j}\right) \frac{\partial T_{G}\left(-u_{j}\right)}{\partial u_{j}}\right) . \tag{3.259}
\end{equation*}
$$

By using

$$
\begin{equation*}
\left.\frac{\partial Z_{G}(x)}{\partial x}\right|_{x=-u_{j}^{2}}=\frac{1}{u_{j}^{2}} \prod_{\substack{k=1 \\ k \neq j}}^{\alpha(G)}\left(\frac{u_{k}^{2}-u_{j}^{2}}{u_{k}^{2}}\right) \tag{3.260}
\end{equation*}
$$

we have

$$
\begin{equation*}
\sum_{j=1}^{\alpha(G)} \varepsilon_{j}\left[\psi_{+j}, \psi_{-j}\right]=-\frac{1}{2} \sum_{j=1}^{\alpha(G)}\left(T_{G}\left(-u_{j}\right) \frac{\partial T_{G}\left(u_{j}\right)}{\partial u_{j}}-T_{G}\left(u_{j}\right) \frac{\partial T_{G}\left(-u_{j}\right)}{\partial u_{j}}\right) \prod_{\substack{k=1 \\ k \neq j}}^{\alpha(G)}\left(\frac{-u_{k}^{2}}{u_{j}^{2}-u_{k}^{2}}\right) . \tag{3.261}
\end{equation*}
$$

Finally, by the Lagrange interpolation formula,

$$
\begin{equation*}
\sum_{j=1}^{\alpha(G)} \varepsilon_{j}\left[\psi_{+j}, \psi_{-j}\right]=\left.\left(T_{G}(u) \frac{\partial T_{G}(u)}{\partial u}\right)\right|_{u=0}=H \tag{3.262}
\end{equation*}
$$

completing the proof.

## 3.F Numerical model definition

In this appendix we give the full qubitization of the many-body model defined in Sect. 3.8. The model is defined on a two-dimensional square lattice, with five qubits residing on the links of the lattice such that there is a spin at each of the positions $\left(j+\frac{\alpha}{6}, k\right)$ and $\left(j, k+\frac{\alpha}{6}\right)$. The model is two-local, with each term bilinear in Pauli operators. Due to the obvious symmetry of the lattice we collect the terms along each link of the lattice in the Hamiltonian by their couplig strength and label each term as $h_{\mu}$
for $\mu \in\{a, b, c, d, e, f, g, h\}$. We then give the full Hamiltonian as

$$
\begin{align*}
H=\sum_{j, k} & \left(a\left(\sigma_{j+\frac{2}{6}, k}^{y} \sigma_{j+\frac{1}{6}, k}^{x}+\sigma_{j, k+\frac{2}{6}}^{y} \sigma_{j, k+\frac{1}{6}}^{x}\right)+b\left(\sigma_{j+\frac{2}{6}, k}^{x} \sigma_{j-\frac{1}{6}, k}^{y}+\sigma_{j, k+\frac{2}{6}}^{x} \sigma_{j+\frac{1}{6}, k}^{y}\right)\right. \\
& +c\left(\sigma_{j+\frac{2}{6}, \sigma^{z}}^{z} \sigma_{j+\frac{3}{6}, k}^{y}+\sigma_{j, k+\frac{2}{6}}^{z} \sigma_{j, k+\frac{3}{6}}^{y}\right)+d\left(\sigma_{j+\frac{2}{6}, k}^{z} \sigma_{j+\frac{3}{6}, k}^{z}+\sigma_{j, k+\frac{2}{6}}^{z} \sigma_{j, k+\frac{3}{6}}^{z}\right)  \tag{3.263}\\
& +e\left(\sigma_{j+\frac{3}{6}, k}^{x} \sigma_{j+\frac{4}{6}, k}^{z}+\sigma_{j, k+\frac{3}{6}}^{x} \sigma_{j, k+\frac{4}{6}}^{z}\right)+f\left(\sigma_{j+\frac{3}{6}, k}^{y} \sigma_{j+\frac{4}{6}, k}^{z}+\sigma_{j, k+\frac{3}{6}}^{y} \sigma_{j, k+\frac{4}{6}}^{z}\right) \\
& \left.+g\left(\sigma_{j+\frac{4}{6}, k}^{x} \sigma_{j+1, k+\frac{1}{6}}^{y}+\sigma_{j, k+\frac{4}{6}}^{x} \sigma_{j-\frac{1}{6}, k}^{y}\right)+h\left(\sigma_{j+\frac{4}{6}, k}^{y} \sigma_{j+\frac{5}{6}, k}^{x}+\sigma_{j, k+\frac{4}{6}}^{y} \sigma_{j, k+\frac{5}{6}}^{x}\right)\right) .
\end{align*}
$$

With this in mind we can now explicitly define the unitary rotations discussed in Sect. 3.8 in terms of their Paulis. Note that the unitaries are defined as products of local unitaries across all links, that is for all values of $j$ and $k$ within the lattice. Thus we can write

$$
\begin{align*}
U_{c d} & =\prod_{j, k} \exp \left\{-i \theta \sigma_{j+\frac{3}{6}, k}^{x}\right\} \exp \left\{-i \theta \sigma_{j, k+\frac{3}{6}}^{x}\right\}  \tag{3.264}\\
U_{e f} & =\prod_{j, k} \exp \left\{-i \phi \sigma_{j+\frac{3}{6}, k}^{z}\right\} \exp \left\{-i \phi \sigma_{j, k+\frac{3}{6}}^{z}\right\} \tag{3.265}
\end{align*}
$$

We can also give an explicit expression for the extraneous term, $h_{\kappa}$, which is introduced by the rotation of $h_{f}$ by $U_{c d}$ :

$$
h_{\kappa}:= \begin{cases}f \sin (2 \theta) \sigma_{j+\frac{3}{6}, k}^{z} \sigma_{j+\frac{4}{6}, k}^{z} & \text { on horizontal links }  \tag{3.266}\\ f \sin (2 \theta) \sigma_{j, k+\frac{3}{6}}^{z} \sigma_{j, k+\frac{4}{6}}^{z} & \text { on vertical links. }\end{cases}
$$

## Chapter 4

## Boundary topological entanglement

 entropy in two and three
## dimensions

The topological entanglement entropy is used to measure long-range quantum correlations in the ground space of topological phases. Here we obtain closed form expressions for the topological entropy of $(2+1)$ - and $(3+1)$-dimensional loop gas models, both in the bulk and at their boundaries, in terms of the data of their input fusion categories and algebra objects. Central to the formulation of our results are generalized $\mathcal{S}$-matrices. We conjecture a general property of these $\mathcal{S}$-matrices, with proofs provided in many special cases. This includes constructive proofs for categories up to rank 5 .

### 4.1 Introduction

The classification of topological phases is fundamental to the study of modern condensed matter physics [16, 143-145]. Moreover, they have properties that may be valuable for the robust storage and manipulation of quantum information $[146,147]$. Their characteristics include a stable gap at zero temperature and quasiparticle excitations with non-trivial braid statistics [148, 149].

An important class of topological phases are represented by topological loop-gas models [13, 25]. These models can be defined in terms of an input unitary fusion category, and their ground states by superpositions of string diagrams labeled by objects from the category. The categorical framework
provides a collection of local relations that ensure topological invariance of the ground states. In $(2+1)$-dimensions, these models are called Levin-Wen models [13]. Levin-Wen models have point-like excitations, commonly called anyons, with non-trivial fusion rules and braid statistics. In (3+1)dimensions, the input category must be equipped with a premodular braiding, leading to a WalkerWang model [25]. Generically, Walker-Wang models support point-like and loop-like excitations. In contrast to Levin-Wen models, the excitations in the bulk of a Walker-Wang model may be trivial, specifically if the input category is modular.

Loop-gas models can be defined on manifolds with boundaries by modifying the local relations governing the strings in the vicinity of the boundary. One way to define a boundary to a topological loop-gas is to allow some strings to terminate on the boundary. This is captured in the current work using particular objects called algebras [150,151]. Despite their trivial bulk excitations, Walker-Wang models may have highly non-trivial boundary excitations.

Intimately connected to the topological properties of these phases is the long-range entanglement present in the ground state of the Hamiltonians describing these phases [152, 153]. The long-range quantum correlations found in the ground states of topological phases can be measured using the topological entanglement entropy [154-156]. We typically expect that the entanglement entropy shared between two subsystems of the ground state of a gapped many body system to respect an area law [157]. However, supposing a sensible choice of bipartition, the entanglement entropy of the ground state of topological phases has a constant universal correction [154]. In (2+1)-dimensions, it is known that this correction relates to the total quantum dimension of the quasiparticle excitations supported by the phase $[155,156]$. We can also evaluate the quantum dimensions of individual excitations [158] and defects $[159,160]$ of a phase using topological entanglement entropy. Other work has shown we can use the topological entanglement entropy to calculate the fusion rules [161] and braid statistics [162] of $(2+1)$-dimensional phases.

Generalizations of topological entanglement entropy diagnostics have been found [163, 164] for $(3+1)$-dimensional phases with bulk topological order. These diagnostics were first demonstrated using the (3+1)-dimensional toric code model [165] as an example. This phase gives rise to one species of bosonic excitation that braids non-trivially with a loop-like excitation in the bulk of the system. In contrast, particular classes of Walker-Wang models [25] have been shown to behave differently using the same diagnostics. Modular examples of these models demonstrate zero bulk topological entanglement entropy [55,166], even though, at their boundary, they realize quasiparticle excitations with non-trivial braid statistics [55].

In Ref. [167], two new diagnostics were found to interrogate the long-range entanglement at the boundary of a (3+1)-dimensional-dimensional topological phase. The behavior of the diagnostics was determined by making quite generic considerations of the support of creation operators for topological excitations, without assuming any knowledge of the underlying particle theory of the phase. It was shown that the diagnostics will show a null outcome only if all the particles that can be created at the boundary have trivial braid statistics. Conversely, boundary topological order must necessarily show positive topological entanglement entropy if quasi-particles that demonstrate non-trivial braid statistics can be created. In that work, the diagnostics were tested at the different boundaries of the $(3+1)$-dimensional-dimensional toric code where null outcomes were obtained at boundaries where the appropriate types of particles condense. However, a limitation of the diagnostics presented in that paper is that the meaning of a positive outcome is not well understood.

From the input fusion category perspective, the topological entanglement entropies can be understood as arising from constraints on the 'string flux' passing through a surface. In (3+1)-dimensions, there are also additional corrections due to braiding. Allowing strings to terminate in the vicinity of a physical boundary alters the flux (and braiding) constraints in the vicinity, thereby altering the topological entropy.

In this work, we obtain closed form expressions for bulk and boundary topological entanglement entropy diagnostics for topological loop-gas models. We obtain our results by evaluating the entanglement entropy of various regions of ground states of Levin-Wen and Walker-Wang models. This requires careful analysis of various string diagrams, such as generalized $\mathcal{S}$-matrices which encode the braiding properties of the input category. Additionally, we examine how the inclusion of boundaries, via algebra objects, alter these diagrams, and so the topological entropy. In all cases, we find that the entropy can be expressed in terms of the quantum dimension of the input category and the quantum dimension of the algebra object. In the bulk of (3+1)-dimensional models, we conjecture, and prove in many cases, that the entropy is the logaritheorem of the total quantum dimension of the particle content of the theory, extending the results of Ref. [166].

## Overview

Following a brief summary of our results, the remainder of this chapter is structured as follows. In Sect. 4.2, we introduce some notation and minor results that are required for the remainder of the chapter. In Sect. 4.3, we briefly review the models of interest, and discuss the class of boundaries we consider. In Sect. 4.4, we explain the origin and meaning of topological entanglement entropy, and
define the diagnostics used to detect boundary topological entanglement entropy. In Sect. 4.5, we compute the entropy of bulk regions for Levin-Wen models. These computations are required for the Walker-Wang models, and provide a good warm-up. We then discuss the additional considerations for Walker-Wang models, and extend the computations to these. In Sect. 4.6, we compute the boundary entropy diagnostics for Levin-Wen models with boundary, followed by some classes of Walker-Wang models with boundary. We summarize in Sect. 4.7.

We include two appendices. In Sect. 4.A, we provide proofs of some results concerning generalized $\mathcal{S}$-matrices. In Sect. 4.B, we provide proofs of some results concerning loop-gas models, and their entropies.

## Summary of results

In Table 4.1, we summarize our main results. The models we discuss will be introduced in the following sections, followed by the proofs of these results. We note that many of these results were previously known, for example the bulk Levin-Wen appears in Refs. [155, 156]. When the Levin-Wen model is defined by the fusion category $\operatorname{Vec}(G)$, the boundary Levin-Wen results appear in Ref. [168]. The bulk results for symmetric and modular Walker-Wang models appear in Ref. [166]. We extend this to include all pointed inputs (all quantum dimensions equal to 1 ), as well as all input categories up to rank 5. This allows us to conjecture a general result. To the best of our knowledge, there are no results concerning boundary entropies of Walker-Wang models beyond the ( $3+1$ )-dimensional toric code [167].

### 4.2 Preliminaries

In this work, each of the (3+1)-dimensional models we are interested in are described by a unitary premodular category. Boundaries of these models can be specified using algebra objects in the input category. For definitions of the various algebraic objects, we refer to Ref. [169], or for the physically minded reader Refs. [12,170,171]. Here, we briefly review the notation we use to describe these objects.

Let $\mathcal{C}$ be a fusion category (Ref. [169], Def. 4.1.1). Without loss of generality, we assume $\mathcal{C}$ is skeletal (isomorphic objects are equal), and the unit is strict. The number of simple objects is called the rank of $\mathcal{C}$, denoted $\operatorname{rk}(\mathcal{C})$. In all cases, we denote the unit object of $\mathcal{C}$ by 1 , and the dual of an object $x$ by $\bar{x}$.

The category $\mathcal{C}$ is equipped with a bilinear functor $\otimes: \mathcal{C} \times \mathcal{C} \rightarrow \mathcal{C}$. Once we fix a basis for the

| Model | Bulk strings | Boundary Q-system | Topological entropy |
| :---: | :---: | :---: | :---: |
| Levin-Wen | $\mathcal{C}$ fusion | A | $\begin{gathered} \overline{\gamma=\log \mathcal{D}_{\mathcal{Z}(\mathcal{C})}^{2}} \\ \Gamma=\log \mathcal{D}^{2} \end{gathered}$ |
| Walker-Wang | $\mathcal{C}$ premodular | $\begin{gathered} A \\ A=1 \end{gathered}$ | $\begin{gathered} \delta=\log \mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})^{a}}^{2} \\ \Delta_{\bullet}=?^{\mathrm{b}} \\ \Delta_{\circ}=\log d_{A}^{2}-\log \mathcal{D}^{2}+\Delta_{\bullet} \\ \Delta_{\bullet}=\log \mathcal{D}^{2} \\ \Delta_{\circ}=0 \end{gathered}$ |
| Walker-Wang | $\mathcal{C}$ symmetric | A | $\begin{gathered} \delta=\log \mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}^{2} \\ \Delta_{\bullet}=\log \mathcal{D}^{2}-\log d_{A} \\ \Delta_{\circ}=\log d_{A} \end{gathered}$ |
| Walker-Wang | $\mathcal{C}$ pointed | $A$ such that $A \cap \mathcal{Z}_{2}(\mathcal{C})=\{1\}^{\mathrm{C}}$ <br> $A$ such that $A \cap \mathcal{Z}_{2}(\mathcal{C})=A$ | $\begin{gathered} \delta=\log \mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}^{2} \\ \Delta_{\bullet}=\log \mathcal{D}^{2}-2 \log d_{A} \\ \Delta_{\circ}=0 \\ \Delta_{\bullet}=\log \mathcal{D}^{2}-\log d_{A} \\ \Delta_{\circ}=\log d_{A} \end{gathered}$ |

${ }^{\text {a }}$ Conjectured, proven in many cases as indicated in Theorem 3.
${ }^{\mathrm{b}}$ We do not have a general form at present.
${ }^{\mathrm{c}}$ Includes the case $\mathcal{C}$ modular.
Table 4.1: Summary of results, technical terms defined in Sect. 4.2. The bulk strings are labeled by a unitary fusion category $\mathcal{C}$, possibly with extra structure. The number $\mathcal{D}$ denotes the total quantum dimension of $\mathcal{C}, A$ is a Q -system (with extra structure, see Sect. 4.2) of dimension $d_{A}, \mathcal{Z}(\mathcal{C})$ and $\mathcal{Z}_{2}(\mathcal{C})$ are the Drinfeld and Müger centers of $\mathcal{C}$ respectively. Topological entanglement entropies for Levin-Wen models are denoted $\gamma$ and $\Gamma$ for the bulk and near the boundary respectively. These quantities are defined in Eq. (4.10), Eq. (4.11) and Fig. 4.2. The corresponding quantities in (3+1)-dimensions are denoted $\delta$ for the bulk entropy (Eq. (4.12) and Fig. 4.3), and $\Delta_{\bullet}\left(\Delta_{\circ}\right)$ for the boundary entropy detecting point-like (loop-like) excitations as defined in Eq. (4.13) and Fig. 4.4 (Eq. (4.14) and Fig. 4.5).
fusion space $\mathcal{C}(a \otimes b, c)$, we denote a basis vector $\mu$ using a trivalent vertex ${ }^{1}$


The (vector space) dimension of $\mathcal{C}(a \otimes b, c)$ is denoted $N_{a, b}^{c}$. We call these tensors the fusion rules of $\mathcal{C}$. If all $N_{a, b}^{c} \in\{0,1\}$, we call the category multiplicity free. We normalize these bases following Ref. [170].

The natural isomorphism $(-\otimes-) \otimes-\cong-\otimes(-\otimes-)$ is realized as the $F$-matrices [12] of $\mathcal{C}$, and we refer to such a re-association as an $F$-move. If these are unitary, we say that $\mathcal{C}$ is a unitary fusion category. Henceforth, we restrict to the unitary setting. We assume that $\mathcal{C}$ is equipped with the unique unitary spherical structure [172], meaning that all diagrams can be treated as though they are drawn on the surface of a sphere.

The dimension of a simple object $a$ is denoted $d_{a}$, while the total dimension of $\mathcal{C}$ is denoted $\mathcal{D}_{\mathcal{C}}^{2}:=\sum_{a} d_{a}^{2}$, where the sum is over all simple objects. When it is clear from context, we omit the subscript. In string diagrams, a loop labeled by $a$ is assigned $d_{a}$. We refer to insertion or removal of a loop, and the associated division or multiplication by the dimension, as a loop move. If $\mathcal{D}^{2}=\operatorname{rk}(\mathcal{C})$, we say that $\mathcal{C}$ is pointed. This property is also commonly called Abelian in the physics literature.

Braided unitary fusion categories (Ref. [169], Def. 8.1.2) can be uniquely equipped with a unitary premodular structure [173]. For the results in this manuscript, it is important to understand which strings can be 'uncrossed'. This is captured by the Müger center (Ref. [174], Def. 2.9), denoted $\mathcal{Z}_{2}(\mathcal{C})$. A premodular category is symmetric if $\mathcal{Z}_{2}(\mathcal{C})=\mathcal{C}$, and modular if $\mathcal{Z}_{2}(\mathcal{C})=$ Vec. We will refer to premodular categories which are neither symmetric nor modular as properly premodular.

We will make extensive use of an operator we call the connected $\mathcal{S}$-matrix $\mathcal{S}_{c}$, with matrix elements


The usual $\mathcal{S}$-matrix (Ref. [174], Def. 2.2) occurs as a special case, namely $\mathcal{S}_{a, b}=\left[\mathcal{S}_{1}\right]_{a, b}$. The connected $\mathcal{S}$-matrix appears in Theorem 3.1.17 of Ref. [175], and is closely related to the punctured $\mathcal{S}$-matrix of

[^1]Ref. [176]. We will need the following result concerning the connected $\mathcal{S}$-matrix.

Lemma 4.1. Let $\mathcal{C}$ be a unitary premodular category, then

$$
\begin{equation*}
\sum_{c \in \mathcal{C}} \operatorname{Tr} \mathcal{S}_{c}^{\dagger} \mathcal{S}_{c}=\mathcal{D}^{2} \tag{4.3}
\end{equation*}
$$

where $\mathcal{S}_{c}$ is the connected $\mathcal{S}$-matrix and $\mathcal{D}$ is the total dimension of $\mathcal{C}$.

## Proof. Provided in Appendix 4.A.

We now briefly review the notation we use to describe algebra objects in $\mathcal{C}$. Let $(A, m, \eta)$ be a Q-system, also called a unitary Frobenius algebra, in $\mathcal{C}$ (Ref. [177], Def. 5.4). Since $\mathcal{C}$ is semi-simple, we can decompose the object $A=1 \oplus a_{1} \oplus a_{2} \oplus \ldots$. In this work, we restrict to the multiplicity free case, so each $a_{i}$ appears at most once. We represent the multiplication morphism $m$ as

$$
\begin{equation*}
m=\widehat{\widehat{A A}}=\sum_{a, b, c \in A} m_{a, b}^{c} \widehat{a} b_{c}^{c} \tag{4.4}
\end{equation*}
$$

To simplify the notation, we define $m_{x, y}^{z}=0$ whenever any of the labels do not occur in the decomposition of $A$. This allows us to always sum over simple objects in $\mathcal{C}$. Additionally, we suppress the $A$ label. Any unlabeled lines carry an implicit $A$. We can always normalize the unit morphism $\eta=1$, and the multiplication morphism

$$
\begin{equation*}
\sum_{a, b \in A}\left|m_{a, b}^{c}\right|^{2} \sqrt{d_{a} d_{b}}=\delta_{c \in A} \sqrt{d_{c}} d_{A} \tag{4.5}
\end{equation*}
$$

where $d_{A}=\sum_{a \in A} d_{a}$. When it does not cause confusion, we will indicate a Q-system by its object, for example $A=1$, the 'unit algebra'.

If the underlying category $\mathcal{C}$ is braided, we say the algebra is commutative if it commutes in the category (Ref. [169], Def. 8.8.1).

### 4.2.1 Examples

We use the following examples throughout our work to illustrate our results. The unitary fusion category $\operatorname{Vec}^{\omega}\left(\mathbb{Z}_{2}\right)$ is the category of finite dimensional $\mathbb{Z}_{2}$-graded vector spaces. The simple objects of this pointed category are group elements $\mathbb{Z}_{2}:=\left\{1, x \mid x^{2}=1\right\}$. We neglect to draw the unit object,

1. As such, the only nonzero trivalent vertex is

$$
\begin{equation*}
\wedge \tag{4.6}
\end{equation*}
$$

There are exactly two inequivalent associators compatible with the fusion rule, namely

with $\omega= \pm 1$. With the associator fixed, there are two compatible braidings

with $\varphi^{2}=\omega$. We denote by $\operatorname{Vec}^{\omega, \varphi}\left(\mathbb{Z}_{2}\right)$ the braided category, with associator $\omega$ and braiding $\varphi$. The categories $\operatorname{Vec}^{-1, \pm i}\left(\mathbb{Z}_{2}\right)$ are modular, while $\operatorname{Vec}^{1, \pm 1}\left(\mathbb{Z}_{2}\right)$ are symmetric.

For these examples, there are two possible Q -systems, namely $A_{0}:=1$, with trivial $m$ morphism, and $A_{1}:=1 \oplus x$. The unit algebra, $A_{0}$, is compatible as a commutative Q-system. For $A_{1}$, compatibility as a Q -system reduces to $m_{x, x}^{1} \omega=m_{x, x}^{1}$, so is only a valid algebra object when $\omega=1$. In that case, $A_{1}$ is commutative when $m_{x, x}^{1} \varphi=m_{x, x}^{1}$, which required $\varphi=1$.

### 4.3 Loop-gas models in ( $3+1$ ) dimensions

Walker-Wang [25,52-54] models are three-dimensional Hamiltonian models that give rise to topological loop-gas states as their ground states. Hamiltonians for these models are given in Ref. [25]. Our results do not depend on the particular form of the Hamiltonian, rather on universal properties of the ground states in the associated topological phase.

Quasiparticle excitations in these models are defects in the ground state, corresponding to a local change in the rules. Far from the excitations, the excited state remains invariant under the original moves but, for example, a string may be allowed to terminate at the location of the excitation.

### 4.3.1 Bulk

We now briefly introduce the categorical description of the models of interest far from any physical boundary.

Given a unitary fusion category $\mathcal{C}$, and a given lattice embedded on a three-dimensional manifold,


Figure 4.1: An algebra specifies a boundary for a Levin-Wen model on a 'comb lattice'. Dashed lines indicate the lattice continues. The top, thick blue lines are labeled by an algebra $A$ that defines a physical boundary to the lattice.
the ground states of Walker-Wang models are super-positions of closed diagrams from the category. Strings lie along the edges of the lattice, and closed means they cannot terminate. To produce a lattice model, $\mathcal{D}$-dimensional vector spaces are assigned to each edge. These vector spaces are equipped with an orthogonal basis consisting of the objects of $\mathcal{C}$. If the category is multiplicity free, vector spaces corresponding to the fusion spaces are assigned to the vertices. An abstract string configuration is realized by the vector consisting of the appropriate basis vector on each edge. At the vertices, the fusion rules of the category dictate which strings can fuse. If a given configuration occurs in a particular ground state, then any other configuration that is obtainable by local moves (i.e. F- or loop-moves) also occurs in that ground state. The relative coefficients are dictated by the $F$-symbols, and consistency is ensured by the pentagon equation. Since the allowed moves are all local, there may be multiple ground states on manifolds with nontrivial genus. For example, a loop enclosing a cycle of the torus cannot be removed with the local loop move.

In (3+1)-dimensions, for Walker-Wang models, the diagrams can also include crossings. This required additional data to be added to the category, in particular a braiding. If we picture these diagrams embedded in 3 dimensional space, there is an ambiguity involved in these crossing. For example, if we look at a crossing from 'the side', there is no crossing. This ambiguity can be resolved by widening the strings into ribbons. This is implemented by insisting that the braided category is premodular.

In addition to the $F$ - and loop- moves, $R$ - moves and insertion of links (or knots), such as the $\mathcal{S}$-matrix are allowed. Again, given any closed string configuration, any other configuration that can be reached via these rules is included in the ground state superposition.

### 4.3.2 Boundaries

To include a physical boundary in a loop-gas model, the rules must be modified. For the topological loop-gas models, these rules are again defined by local moves in the vicinity of the boundary. These must be compatible with the bulk moves, and ensure topological/retriangulation invariance at the boundary. We restrict our attention to gapped boundaries.

## Levin-Wen models

There are various equivalent classifications for the gapped boundaries of Levin-Wen models [150, 151, 178-181]. In this work, we use an internal classification. In this framework, gapped boundary conditions for Levin-Wen models are labeled by indecomposable $Q$-systems in $\mathcal{C}$ up to Morita equivalence $[150,151]$. We restrict to multiplicity free algebras for simplicity. These algebra objects are (not necessarily simple) objects in $\mathcal{C}$, and their simple subjects are roughly the string types that are allowed to terminate on the boundary.

On the comb lattice (Fig. 4.1), for example, the dangling edges only take values in the chosen algebra. Far from the boundary, the ground states look just like those with no boundary. Near the boundary, loops are no longer required to be closed, rather they can terminate on the boundary if their label occurs within the algebra. We refer to Refs. [150,151] for more details, including an explicit Hamiltonian.

## Walker-Wang models

Just as in the bulk, when me move to (3+1)-dimensions, the braiding must be taken into account. A general classification of gapped boundaries for Walker-Wang models has not been established, so we proceed for a class of boundaries generalizing those for Levin-Wen introduced above. As before, a boundary is labeled by an algebra object. Since the bulk is braided, an additional compatibility condition is required, namely that the algebra is commutative (Ref. [169], Def. 8.8.1). Finally, in this work, an indecomposable, commutative, $Q$-systems labels a gapped boundary condition of a WalkerWang model ${ }^{2}$.

### 4.3.3 Examples

Recall the examples from Sect. 4.2.1. In (2+1)-dimensions, $\operatorname{Vec}^{1, \pm 1}\left(\mathbb{Z}_{2}\right)$ lead to the same loop-gas model, since the Levin-Wen construction doesn't make use of the braiding. This model is the equally

[^2]weighted superposition of all loop diagrams (with no branching due to the fusion rules). This is the ground state of the toric code model [146].

Likewise, $\mathbf{V e c}^{ \pm i}(-1)$ correspond to the same loop-gas model. Due to the nontrivial FrobeniusSchur indicator [12], it is convenient to associate -1 to a loop rather than +1 (otherwise we can take extra care when bending lines). The ground state is therefore a superposition of loops, but weighted by $(-1)^{\text {number of loops }}$. This is commonly called the double-semion model.

There are two possible (gapped) boundaries for the toric code, the 'smooth' boundary, corresponding to the algebra $A_{0}$, and the 'rough' boundary, corresponding to $A_{1}$. We refer to Ref. [182] for more details. The double-semion model only allows for one kind of (gapped) boundary, labeled by $A_{0}$.

In (3+1)-dimensions, each of these models labels a distinct Walker-Wang model. The models $\operatorname{Vec}^{1,1}\left(\mathbb{Z}_{2}\right)$, $\operatorname{Vec}^{1,-1}\left(\mathbb{Z}_{2}\right)$ are commonly called the bosonic- and fermionic- toric code models respectively $[165,183]$. Since these categories both have $\mathcal{Z}_{2}(\mathcal{C})=\{1, x\}$, they both have a single particle excitation, in addition to the trivial excitation, whose self-statistics lead to the names of the models. The two models $\operatorname{Vec}^{ \pm i}(-1)$ are both referred to as semion models.

In (3+1)-dimensions, the bosonic toric code still has two kinds of boundaries, but the remaining models are only compatible with the trivial boundary labeled by $A_{0}$.

### 4.4 Entropy diagnostics

In what follows we describe the universal correction to the area law that we expect for topological phases. We then define two diagnostics that can be used to probe the properties of the excitations at the boundary of $(3+1)$-dimensional topological phases.

### 4.4.1 The universal correction to the area law

The ground states of topological phases of matter demonstrate robust long-range entanglement that is not present in trivial phases [154-156]. Typically, we expect the entanglement entropy shared between a subsystem of a ground state of a gapped phase with the rest of the system to respect an area law, i.e., the entanglement will scale with the size of the surface area of the subsystem. The long-range entanglement manifests as a universal correction to the area law. More precisely, we expect that if we partition the ground state of a system into two subsystems, $R$ and its complement $R^{c}$, the entanglement entropy, $S_{R}$, will satisfy

$$
\begin{equation*}
S_{R}=\alpha|\partial R|-b_{R} \gamma \tag{4.9}
\end{equation*}
$$


b)

| $P$ | $B$ | $C$ | $B$ | $P$ |
| :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |

Figure 4.2: Example of subsystems that can be used to find topological entropies in (2+1)-dimensions. The region $A$ is the complement of $B C D$. The regions a) are used to find the bulk entropy $\gamma$, and the regions b) are used for the boundary entropy $\Gamma$.

Here $\alpha$ is a non-universal coefficient that depends on the microscopic details of the system, $|\partial R|$ is the surface area of the interface between the partitioned regions, $b_{R}$ is the number of disjoint components of the interface between $R$ and $R^{c}$, and $\gamma$ is a universal constant commonly known as the topological entanglement entropy. We have assumed that $R$ is large compared to the correlation length of the system, and its shape has no irregular features.

### 4.4.2 (2+1)-dimensional models

Intimately connected to the long-range entanglement of a topological phase are the properties of its low-energy excitations. A large class of topological models in (2+1)-dimensions are the Levin-Wen string-net models [13]. These models support topological point-like excitations that can be braided to change the state of the system.

Throughout this work we will be interested in the boundaries of topological phases. Importantly, topological particles can behave differently in the vicinity of the boundary of a phase. For instance, topological particles found in the bulk may become trivial particles close to certain boundaries. This is because topological particles can condense at the boundary such that non-trivial charges can be created locally.

As the physics of the quasi-particles of a topological phase can change close to its boundary, so to do we expect that the nature of its long-range entanglement to change. In Ref. [167], several topological entanglement entropy diagnostics were found to probe long-range entanglement of a model, both in the bulk and near to a boundary. The first is the bulk topological entanglement entropy

$$
\begin{equation*}
\gamma:=S_{B C}+S_{C D}-S_{B}-S_{D} \tag{4.10}
\end{equation*}
$$

where the regions are depicted in Fig. 4.2a, and $X Y:=X \cup Y$. If $\gamma=0$, all point-like excitations can be created on the distinct parts of $P$ with a creation operator that has no support on $A C D$, where $A$ is the region that is complement to those shown in the figure. In this case, we declare them trivial. Conversely, if there are non-trivial topological excitations, for example created with string-like operators, $\gamma$ is necessarily non-zero.

In the presence of a gapped boundary, the excitations may differ. If a bulk topological excitation can be discarded or 'condensed' on the boundary, it is possible to locally create such an excitation near the boundary. This is detected using the diagnostic

$$
\begin{equation*}
\Gamma:=S_{B C}+S_{C D}-S_{B}-S_{D} \tag{4.11}
\end{equation*}
$$

where the regions are depicted in Fig. 4.2b. If $\Gamma=0$, all point-like excitations on $P$ can be created with an operator that has no support on $A C D$, while non-trivial excitations require non-zero $\Gamma$.

### 4.4.3 (3+1)-dimensional models

Walker-Wang models give rise to both point- and line-like topological particles in the bulk, in addition to boundary excitations. Unlike Levin-Wen models, in some instances topological particles are only found at the boundary.

Since there are two kinds of topological excitations in (3+1)-dimensions, we might expect that there are two bulk diagnostics generalizing $\gamma$. However, as it has been shown [164,166], these coincide. We define the bulk topological entanglement entropy

$$
\begin{equation*}
\delta:=S_{B C}+S_{C D}-S_{B}-S_{D} \tag{4.12}
\end{equation*}
$$

where the regions are depicted in Fig. 4.3. We obtained this choice of region following intuition given in Ref. [167] where we consider the creating point excitations at the distinct parts of region $P$ using a string operator supported on $A C D$. We find $\delta$ is zero only if all the excitations can be created using an operator with local support. The boundary diagnostics that we describe next are obtained by bisecting the regions shown in Fig. 4.3 along different planes where the boundary lies.

In Ref. [167] two topological entanglement entropy diagnostics were found to probe long-range entanglement of a model near to a boundary. The first boundary diagnostic is an indicator that point-like topological particles can be created at the boundary of the system, and the second indicates that the boundary supports extended one-dimensional 'loop-like' topological particles. Unlike in the


Figure 4.3: Partitioning of the lattice for detecting excitations in the bulk. $B$ encircles $C D$, and $A$ is the complement of $B C D$. If $\delta$ is small, excitations on $P$ can be created by only acting on $P D$ and so have trivial statistics.


Figure 4.4: Partitioning of the lattice for detecting point-like excitations on the boundary. The top (blue) surface is on the physical boundary of the lattice. If $\Delta \boldsymbol{\bullet}$ is small, excitations on $P$ can be created by only acting on $P D$ and so have trivial statistics.
bulk, these diagnostics do not necessarily coincide. The first

$$
\begin{equation*}
\Delta_{\bullet}:=S_{B C}+S_{C D}-S_{B}-S_{D} \tag{4.13}
\end{equation*}
$$

defined using the regions in Fig. 4.4, is non-zero if non-trivial point-like excitations can be created near the boundary. If $\Delta_{\bullet}=0$, all point-like excitations on $P$ can be created with a local operator, so they are necessarily trivial. Conversely, if there are non-trivial point-like particles near the boundary, $\Delta .>0$.

The final diagnostic is designed to detect nontrivial loop-like excitations. Using the regions depicted in Fig. 4.5, this diagnostic is

$$
\begin{equation*}
\Delta_{\circ}:=S_{B C}+S_{C D}-S_{B}-S_{D} \tag{4.14}
\end{equation*}
$$

Similarly to the other diagnostics, if $\Delta_{\circ}$ is zero, then line-like excitations must be trivial. Conversely, $\Delta$ 。must be nonzero if non-trivial loop excitations can be created at the boundary.

The diagnostics presented in Ref. [167] were found using generic arguments about the support of deformable operators that are used to create excitations. As such, it was shown rigorously that the null outcome is obtained only if a boundary does not give rise to topological particles. Conversely, a boundary that gives rise to topological excitations must give a positive reading for these diagnostics.

However, due to spurious contributions [184-187], the generic arguments cannot guarantee that the diagnostics do not give false positives and, moreover, the work gives no interpretation for the magnitude of a positive reading. In our work, we restrict to loop-gas models. In that setting, for a large class of models, we obtain expressions for the topological entanglement entropy near the boundary.

### 4.5 Bulk entropy of topological loop-gasses

We now show how the entanglement entropy of ground states of Levin-Wen models is computed far from any boundary, before moving on to Walker-Wang models. To make the calculation we take the Schmidt decomposition of the ground state

$$
\begin{equation*}
|\psi\rangle=\sum_{\lambda=1}^{r} \Phi_{\lambda}\left|\psi_{R}^{\lambda}\right\rangle\left|\psi_{R^{c}}^{\lambda}\right\rangle, \tag{4.15}
\end{equation*}
$$

for regions $R$, where the sets $\left\{\left|\psi_{R}^{\lambda}\right\rangle\right\}$ and $\left\{\left|\psi_{R^{c}}^{\lambda}\right\rangle\right\}$ are orthonormal, and $r$ is the Schmidt rank of the state $|\psi\rangle$. This allows us to compute the reduced state $\rho_{R}$ on $R$. Diagonalizing this matrix yields the entanglement entropy.

In what follows, we will need to parameterize the states $\left|\psi_{R}^{\lambda}\right\rangle$ and $\left|\psi_{R^{c}}^{\lambda}\right\rangle$. Recall from Sect. 4.3 that ground states of the loop-gas models can be understood as classes of diagrams which are related by local moves. It is convenient to parameterize $\left|\psi_{R}^{\lambda}\right\rangle$ in a similar way. Far from the interface (since the correlation length is 0 , far means one site), the state behaves exactly like the ground state. Unlike in the bulk, the interface defines a fixed boundary condition for the diagram in $R$. States $\left|\psi_{R}^{\lambda}\right\rangle$ will therefore be represented by some fiducial diagram $T$, and are understood to consist of a superposition of all diagrams that can be obtained from $T$ by local moves restricted to $R$ as indicated in Fig. 4.6. Particular lattices may provide geometric complications, but the topological invariance of the ground state will mean these are of no consequence. In all cases, we will choose a particular class of fusion trees as fiducial diagrams. For the following, we will therefore need several results concerning fusion


Figure 4.5: Partitioning of the lattice for detecting line-like excitations on the boundary. The top (blue) surface is on the boundary of the lattice. If $\Delta_{\circ}$ is small, excitations on $B$ can be created without acting on $C$ and so have trivial statistics.


b)


Figure 4.6: To compute the Schmidt decomposition, we need to parameterize states contained on one sub-region. Given a generic configuration on the lattice (a), we can utilize the 'moves' outlined in Sect. 4.2, restricted to either side of the interface, to deform into a tree (b). The lattice sites on the boundary provide boundary conditions for the states in $R$ and $R^{c}$. We utilize constraints on the total fusion outcome in each region to parameterize the allowed trees.
trees. Consider fusing $n$ strings labeled $\vec{x}:=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ to a fixed object $a$. Using $F$-moves, we can bring the fusion tree for this process into the canonical form

where $1 \leq \mu \leq N_{a, b}^{c}$ parameterizes the distinct fusion channels $a \otimes b \rightarrow c$. In the following, sums over $x_{i}, y_{i}$ are over all simple objects in $\mathcal{C}$. First, we need two results concerning summing over trees.

Lemma 4.2. Let $\mathcal{C}$ a unitary fusion category, then for a fixed simple fusion outcome $a$,

$$
\begin{equation*}
\sum_{\vec{x}, \vec{y}} N_{x_{1} x_{2}}^{y_{1}} N_{y_{1} x_{3}}^{y_{2}} \ldots N_{y_{n-2} x_{n}}^{a} \prod_{j \leq n} d_{x_{j}}=d_{a} \mathcal{D}^{2(n-1)} \tag{4.17}
\end{equation*}
$$

where $\mathcal{D}=\sqrt{\sum_{i} d_{i}^{2}}$ is the total quantum dimension of $\mathcal{C}$.

Proof. Provided in Appendix 4.B.

Lemma 4.3. Let $\mathcal{C}$ a unitary fusion category, then for a fixed simple fusion outcome $a$,

$$
\begin{equation*}
\sum_{\vec{x}, \vec{y}} N_{x_{1} x_{2}}^{y_{1}} N_{y_{1} x_{3}}^{y_{2}} \ldots N_{y_{n-2} x_{n}}^{a} \frac{\prod_{j \leq n} d_{x_{j}}}{\mathcal{D}^{2(n-1)}} \log \prod_{k \leq n} d_{x_{k}}=n d_{a} \sum_{x} \frac{d_{x}^{2} \log d_{x}}{\mathcal{D}^{2}} \tag{4.18}
\end{equation*}
$$

Proof. Provided in Appendix 4.B.

Finally, we need the probability of a given fusion tree in a topological loop-gas model.

Lemma 4.4 (Probability of trees). Let $\mathcal{C}$ a unitary fusion category. Given a fusion outcome $a$ on $n$ edges, the probability of the tree in Eq. (4.16) is

$$
\begin{equation*}
\operatorname{Pr}[\vec{x}, \vec{y}, \vec{\mu} \mid a]=\frac{\prod_{j \leq n} d_{x_{j}}}{d_{a} \mathcal{D}^{2(n-1)}} \tag{4.19}
\end{equation*}
$$

Proof. Provided in Appendix 4.B.

Throughout the remainder of this section, we use the following condensed notation

$$
\begin{align*}
\sum_{\vec{x}, \vec{y}, \vec{\mu}} & :=\sum_{x_{1}, \ldots, x_{n}} \sum_{y_{1}, \ldots, y_{n-2}} \sum_{\mu_{1}, \ldots, \mu_{n-2}}  \tag{4.20}\\
& =\sum_{x_{1}, \ldots, x_{n}} \sum_{y_{1}, \ldots, y_{n-2}} N_{x_{1} x_{2}}^{y_{1}} N_{y_{1} x_{3}}^{y_{2}} \ldots N_{y_{n-2} x_{n}}^{a}, \tag{4.21}
\end{align*}
$$

where we frequently leave the fusion outcome $a$ implicit.

### 4.5.1 Levin-Wen models

Theorem 4.1 (Topological entropy of (2+1)-dimensional Levin-Wen models in the bulk [155, 156, 188]).

Consider the regions shown in Fig. 4.2a, then the Levin-Wen model defined by a unitary spherical fusion category $\mathcal{C}$, with total dimension $\mathcal{D}$, has topological entropy

$$
\begin{equation*}
\gamma=2 \log \mathcal{D}^{2}=\log \mathcal{D}_{\mathcal{Z}(\mathcal{C})}^{2} \tag{4.22}
\end{equation*}
$$

where $\mathcal{Z}(\mathcal{C})$ is the modular category called the Drinfeld center [169] of $\mathcal{C}$ which describes the anyons of the theory.

Examples. Recall the examples from Sect. 2.5. As discussed in Sect. 4.3.3, these label two distinct loop-gas models in (2+1)-dimensions, the toric code and double semion models. Since all the input categories for these examples have $\mathcal{D}^{2}=2$, the topological entanglement entropy is $\gamma=2 \log 2$ for both.

Lemma 4.5 (Entropy of (union of) simply connected bulk regions $[156,166,188]$ ). On a region $R$ in
the bulk consisting of the disjoint union of simply connected sub-regions, the entropy is

$$
\begin{equation*}
S_{R}=n S[\mathcal{C}]-b_{0} \log \mathcal{D}^{2} \tag{4.23}
\end{equation*}
$$

where $b_{0}$ is the number of disjoint interface components of $R, n$ is the number of links crossing the entanglement interface, and

$$
\begin{equation*}
S[\mathcal{C}]:=\log \mathcal{D}^{2}-\sum_{x} \frac{d_{x}^{2} \log d_{x}}{\mathcal{D}^{2}} \tag{4.24}
\end{equation*}
$$

Proof of Lemma 4.5. Consider a ball $R$ with $n$ sites along the interface, in the configuration $\vec{x}=$ $x_{1}, x_{2}, \ldots, x_{n}$. Since any configuration must be created by inserting closed loops into the empty state, the total 'charge' crossing the interface must be 1 . For a fixed $\vec{x}$, there are now many ways for this to happen, parameterized by trees depicted in Eq. (4.16) with fusion outcome $a=1$.

Trees with distinct labelings (in $\vec{x}, \vec{y}$ or $\vec{\mu}$ ) are orthogonal. This means that if the tree Eq. (4.16) occurs adjacent to the interface within $R$, it must also occur on the other side of the interface


If the trees on either side of the cut had different branching structures, we could use local moves on either side of the cut to bring them to this standard form.

We take the Schmidt decomposition of the ground state as follows

$$
\begin{equation*}
|\psi\rangle=\sum_{\vec{x}, \vec{y}, \vec{\mu}} \Phi_{\vec{x}, \vec{y}, \vec{\mu}}\left|\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}}\right\rangle\left|\psi_{R^{c}}^{\vec{x}, \vec{y}, \vec{\mu}}\right\rangle, \tag{4.26}
\end{equation*}
$$

where the notation $\vec{x}, \vec{y}, \vec{\mu}$ indicates the labeling of a valid tree as in Eq. (4.16). The state $\left|\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}}\right\rangle$
includes any state that can be reached from Eq. (4.16) (with $a=1$ ) by acting only on $R$. The reduced state on $R$ is

$$
\begin{align*}
\rho_{R} & =\sum_{\vec{x}, \vec{y}, \vec{\mu}}\left|\Phi_{\overrightarrow{\vec{x}}, \vec{y}, \vec{\mu}}\right|^{2}\left|\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}}\right\rangle\left\langle\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}}\right|  \tag{4.27}\\
& =\sum_{\vec{x}, \vec{y}, \vec{\mu}} \operatorname{Pr}[\vec{x}, \vec{y}, \vec{\mu} \mid 1]\left|\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}}\right\rangle\left\langle\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}}\right|, \tag{4.28}
\end{align*}
$$

where $\operatorname{Pr}[\vec{x}, \vec{y}, \vec{\mu} \mid 1]$ is the probability of the labeled tree, given that $\vec{x}$ fuses to 1 . From Lemma 4.4 , the reduced state is

$$
\begin{equation*}
\rho_{R}=\sum_{\vec{x}, \vec{y}, \vec{\mu}} \frac{\prod_{j \leq n} d_{x_{j}}}{\mathcal{D}^{2(n-1)}}\left|\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}}\right\rangle\left\langle\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}}\right| . \tag{4.29}
\end{equation*}
$$

The von Neumann entropy of $\rho_{R}$ is therefore

$$
\begin{align*}
S_{R} & :=-\operatorname{tr} \rho_{R} \log \rho_{R}  \tag{4.30}\\
& =-\sum_{\vec{x}, \vec{y}, \vec{\mu}} \frac{\prod_{j \leq n} d_{x_{j}}}{\mathcal{D}^{2(n-1)}} \log \frac{\prod_{k \leq n} d_{x_{k}}}{\mathcal{D}^{2(n-1)}}  \tag{4.31}\\
& =\frac{\log \mathcal{D}^{2(n-1)}}{\mathcal{D}^{2(n-1)}} \sum_{\vec{x}, \vec{y}, \vec{\mu}} \prod_{j \leq n} d_{x_{j}}-\sum_{\vec{x}, \vec{y}, \vec{\mu}} \frac{\prod_{j \leq n} d_{x_{j}}}{\mathcal{D}^{2(n-1)}} \log \prod_{k \leq n} d_{x_{k}}  \tag{4.32}\\
& =n\left(\log \mathcal{D}^{2}-\sum_{x} \frac{d_{x}^{2} \log d_{x}}{\mathcal{D}^{2}}\right)-\log \mathcal{D}^{2}  \tag{4.33}\\
& =n S[C]-\log \mathcal{D}^{2} \tag{4.34}
\end{align*}
$$

where Lemmas 4.2 and 4.3 are applied to the left and right terms of line (4.32), respectively, and

$$
\begin{equation*}
S[C]:=\log \mathcal{D}^{2}-\sum_{x} \frac{d_{x}^{2} \log d_{x}}{\mathcal{D}^{2}} \tag{4.35}
\end{equation*}
$$

It is straightforward to check that this holds on each sub-region of $R$.
Applying Lemma 4.5 to the regions in Fig. 4.2a completes the proof of Thm. 4.1.

### 4.5.2 Walker-Wang models

In this section, we prove the following result for the bulk diagnostic for Walker-Wang models. The essential arguments in this section were made in Ref. [166], however we use slightly different language that allows the result to be applied more generally.

Theorem 4.2. For a Walker-Wang model defined by a unitary premodular category $\mathcal{C}$, the topological entanglement entropy (defined using the regions in Fig. 4.3) in the bulk is given by

$$
\begin{equation*}
\delta=\sum_{c, \lambda_{c}} \frac{\lambda_{c}}{\mathcal{D}^{2}} \log \frac{\lambda_{c}}{d_{c}} \tag{4.36}
\end{equation*}
$$

where $\left\{\lambda_{c}\right\}$ are the eigenvalues of $\mathcal{S}_{c}^{\dagger} \mathcal{S}_{c}$, and $\mathcal{S}_{c}$ is the connected $\mathcal{S}$-matrix (Eq. (4.2)).

Proof. In simply connected regions, the arguments from Lemma 4.5 still hold. The other type of region in Fig. 4.2a is a torus. In this case, we cannot simply decompose the ground state as in Eq. (4.26), with the sum over configurations on the interface. Recall that the reason we could do this for a simple region was ground states are created by inserting closed loops, and all closed loops except those crossing the interface can be added entirely within either $R$ or $R^{c}$. This is not the case for a toroidal region. Consider, for example, the configuration depicted in Fig. 4.7. The closed string inside $R$ (red, dashed) cannot be altered by acting entirely within $R$, so contributes additional entanglement to the ground state, which is not witnessed by the interface configuration. Additionally, the two loops may be connected by a string, such that the global charge is trivial. Therefore, unlike for simply connected regions, the net charge crossing the boundary is not necessarily trivial. With these considerations, we can decompose the ground state as

$$
\begin{equation*}
|\psi\rangle=\sum_{\substack{\vec{x}, \vec{y}, \vec{u} \\ c, a, \alpha, b, \beta}} \Phi_{\vec{x}, \vec{y}, \vec{\mu}, c} \frac{\left[\mathcal{S}_{c}\right]_{(b, \beta)(a, \alpha)}}{\mathcal{D}}\left|\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, c, a, \alpha}\right\rangle\left|\psi_{R^{c}, \vec{x}, \vec{y}, \vec{\mu}, c, b, \beta}\right\rangle \tag{4.37}
\end{equation*}
$$

where $\mathcal{S}_{c}$ is the connected $\mathcal{S}$-matrix defined in Eq. (4.2). The indices $\vec{x}, \vec{y}, \vec{\mu}$ are as in Eq. (4.26), $b$ labels the loop encircling $R$, while $a$ is the loop within $R$, and $c$ is the total charge crossing the boundary (the top label in Eq. (4.16)). The reduced state on $R$ is

$$
\begin{align*}
\rho_{R} & =\sum_{\substack{\vec{x}, \vec{y}, \vec{\mu} \\
a_{1}, \alpha_{1}, a_{2}, \alpha_{2}, c}} \frac{\operatorname{Pr}[\vec{x}, \vec{y}, \vec{\mu} \mid c]}{\mathcal{D}^{2}}\left[\mathcal{S}_{c}^{\dagger} \mathcal{S}_{c}\right]_{\left(a_{2}, \alpha_{2}\right)\left(a_{1}, \alpha_{1}\right)}\left|\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, a_{1}, \alpha_{1}, c}\right\rangle\left\langle\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, a_{2}, \alpha_{2}, c}\right|  \tag{4.38}\\
& =\sum_{\substack{\vec{x}, \vec{y}, \vec{\mu} \\
a_{1}, \alpha_{1}, a_{2}, \alpha_{2}, c}} \frac{\prod_{j \leq n} d_{x_{j}}}{d_{c} \mathcal{D}^{2 n}}\left[\mathcal{S}_{c}^{\dagger} \mathcal{S}_{c}\right]_{\left(a_{2}, \alpha_{2}\right)\left(a_{1}, \alpha_{1}\right)}\left|\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, a_{1}, \alpha_{1}, c}\right\rangle\left\langle\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, a_{2}, \alpha_{2}, c}\right| . \tag{4.39}
\end{align*}
$$

To compute the entropy of this state, it is convenient to diagonalize it. Denote the eigenvalues of $\mathcal{S}_{c}^{\dagger} \mathcal{S}_{c}$


Figure 4.7: When the region $R$ is not simply connected, the computation of entropy is more subtle. There is additional entanglement in the system due to intersecting loops that cannot be created in $R$ or $R^{c}$ separately. This is not witnessed by the configuration of strings on the interface.
by $\left\{\lambda_{c}\right\}$. By a unitary change of basis, we have

$$
\begin{equation*}
U \rho_{R} U^{\dagger}=\sum_{\substack{\vec{x}, \vec{y}, \vec{\mu}, c, \lambda_{c}}} \frac{\prod_{j \leq n} d_{x_{j}}}{d_{c} \mathcal{D}^{2 n}} \lambda_{c}\left|\varphi_{\lambda_{c}}^{\vec{x}, \vec{y}, \vec{\mu}, c}\right\rangle\left\langle\varphi_{\lambda_{c}}^{\vec{x}, \vec{y}, \vec{\mu}, c}\right|, \tag{4.40}
\end{equation*}
$$

with von Neumann entropy

$$
\begin{equation*}
S_{R}=n S[\mathcal{C}]-\sum_{c, \lambda_{c}} \frac{\lambda_{c}}{\mathcal{D}^{2}} \log \frac{\lambda_{c}}{d_{c}} \tag{4.41}
\end{equation*}
$$

where Lemmas 4.1 to 4.3 are used. Combining with Lemma 4.5 completes the proof.

Conjecture 4.1. Let $\mathcal{C}$ be a unitary premodular category $\mathcal{C}$, and define the connected $\mathcal{S}$-matrix via its matrix elements


The connected $\mathcal{S}$-matrix obeys

$$
\begin{equation*}
\sum_{c, \lambda_{c}} \frac{\lambda_{c}}{\mathcal{D}^{2}} \log \frac{\lambda_{c}}{d_{c}}=\log \mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}^{2} \tag{4.43}
\end{equation*}
$$

where $\left\{\lambda_{c}\right\}$ are the eigenvalues of $\mathcal{S}_{c}^{\dagger} \mathcal{S}_{c}$, and $\mathcal{Z}_{2}(\mathcal{C})$ is the Müger center of $\mathcal{C}$.

We conjecture that Eq. (4.43) holds in general, however we are currently unable to compute the spectrum of $\mathcal{S}_{c}$ beyond the families outlined in Thm. 4.3.

Theorem 4.3. For a Walker-Wang model defined by a unitary premodular category of one of the following types:

- $\mathcal{C}=\mathcal{A} \boxtimes \mathcal{B}$, where $\mathcal{A}$ is symmetric and $\mathcal{B}$ is modular [166],
- $\mathcal{C}$ pointed,
- $\operatorname{rk}(\mathcal{C})<6$ and multiplicity free,
- $\operatorname{rk}(\mathcal{C})=\operatorname{rk}\left(\mathcal{Z}_{2}(\mathcal{C})\right)+1$ and $d_{x}=\mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}$, where $x$ is the additional object (as a special case, $\mathcal{C}$ is a Tambara-Yamagami category $[189,190]$ ),
then Eq. (4.43) holds. As a consequence, the topological entanglement entropy (defined using the regions in Fig. 4.3) in the bulk is given by

$$
\begin{equation*}
\delta=\log \mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}^{2} \tag{4.44}
\end{equation*}
$$

where $\mathcal{Z}_{2}(\mathcal{C})$ is the Müger center of $\mathcal{C}$. As special cases, this includes

$$
\begin{align*}
\delta_{\text {modular }} & =0  \tag{4.45}\\
\delta_{\text {symmetric }} & =\log \mathcal{D}^{2} \tag{4.46}
\end{align*}
$$

We conjecture that Eq. (4.44) holds in generality. Physically, this is seen by noting that the particle content of the bulk Walker-Wang model is given by the Müger center $\mathcal{Z}_{2}(\cdot)$ [191].

Proof. Provided in Appendix 4.B.

Examples. Recall the examples from Sect. 2.5. As discussed in Sect. 4.3.3, these label four distinct loop-gas models in (3+1)-dimensions, the bosonic and fermionic toric code models, and two semion models. All four input categories are pointed, so we can apply Thm. 4.3 to obtain the topological entanglement entropy. The first two models are symmetric, so $\delta=\log 2$ for both. The inputs to the semion models are modular, so the bulk is trivial [55]. In this case $\delta=0$.

### 4.6 Boundary entropy of topological loop-gasses

We now turn to the computation of the boundary diagnostics from Sect. 4.4. As before, we begin with Levin-Wen models.

### 4.6.1 Levin-Wen models

Theorem 4.4 (Topological entropy of (2+1)-dimensional Levin-Wen models at a boundary). Consider the regions shown in Fig. 4.2b. The Levin-Wen model defined by unitary spherical fusion category $\mathcal{C}$, with boundary specified by an indecomposable Q -system $A \in \mathcal{C}$ has boundary entropy

$$
\begin{equation*}
\Gamma=\log \mathcal{D}^{2} \tag{4.47}
\end{equation*}
$$

where $\mathcal{D}$ is the total quantum dimension of $\mathcal{C}$.

Examples. Recall the examples from Sect. 2.5. As discussed in Sect. 4.3.3, these label two distinct loop-gas models in $(2+1)$-dimensions, the toric code, and the double semion. The toric code has two possible boundary conditions, while the double semion only allows for the trivial boundary. All boundaries have $\Gamma=\log 2$.

Recall that a boundary for a Levin-Wen model defined by $\mathcal{C}$ is specified by an algebra object $A \in \mathcal{C}$. The algebra encodes the strings that can terminate on the boundary. This interpretation leads us to the following lemma.

Lemma 4.6 (Entropy of (union of) simply connected regions, with boundary). On a region $R$ consisting of the disjoint union of simply connected sub-regions, the entropy is

$$
\begin{equation*}
S_{R}=n S[\mathcal{C}]+\frac{b_{1}}{2} \log d_{A}-b_{0} \log \mathcal{D}^{2} \tag{4.48}
\end{equation*}
$$

where $b_{0}$ is the number of disjoint interface components of $R, b_{1}$ is the number of points where the entanglement surface intersects the physical boundary, and $n$ is the number of links crossing the entanglement interface.

Proof. Consider a ball $R$ with $n$ sites along the interface, which is in contact with the boundary. Recall that in the bulk, the fusion of the strings crossing the boundary was required to be 1 . In the presence of the boundary, this conservation rule is modified, since loops can terminate. All that is
now required is that the fusion is in $A$


The ground state can be decomposed as

$$
\begin{equation*}
|\psi\rangle=\sum_{\substack{\vec{x}, \vec{y}, \vec{\mu} \\ a \in A}} \Phi_{\vec{x}, \vec{y}, \vec{\mu}, a}\left|\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, a}\right\rangle\left|\psi_{R c}^{\vec{x}, \vec{y}, \vec{\mu}, a}\right\rangle \tag{4.50}
\end{equation*}
$$

As before, the state $\left|\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, a}\right\rangle$ includes any state that can be reached from Eq. (4.49) by acting only on $R$. The reduced state on $R$ is

$$
\begin{align*}
\rho_{R} & =\sum_{\substack{\vec{x}, \vec{y}, \vec{\mu} \\
a \in A}}\left|\Phi_{\vec{x}, \vec{y}, \vec{\mu}, a}\right|^{2}\left|\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, a}\right\rangle\left\langle\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, a}\right|  \tag{4.51}\\
& =\sum_{\substack{\vec{x}, \vec{y}, \vec{\mu} \\
a \in A}} \operatorname{Pr}[\vec{x}, \vec{y}, \vec{\mu} \mid a] \operatorname{Pr}[a]\left|\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, a}\right\rangle\left\langle\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, a}\right| \tag{4.52}
\end{align*}
$$

where $\operatorname{Pr}[\vec{x}, \vec{y}, \vec{\mu} \mid a]$ is the probability of the labeled tree, given that $\vec{x}$ fuses to $a$, and $\operatorname{Pr}[a \in A]=d_{a} / d_{A}$. Therefore,

$$
\begin{equation*}
\rho_{R}=\sum_{\substack{\vec{x}, \vec{y}, \vec{\mu} \\ a \in A}} \frac{\prod_{j \leq n} d_{x_{j}}}{\mathcal{D}^{2(n-1)} d_{A}}\left|\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, a}\right\rangle\left\langle\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, a}\right| \tag{4.53}
\end{equation*}
$$

Applying Lemmas 4.2 and 4.3 completes the proof for this region. It is straightforward to check that this holds on each sub-region of $R$, where Lemma 4.5 is used for any bulk sub-region.

Applying Lemma 4.6 to the regions in Fig. 4.2b completes the proof of Thm. 4.4.
We can make sense of this halving of the entropy by considering folding the plane. Suppose we fold the model in Fig. 4.2a so that it resembles Fig. 4.2b. This turns the bulk of a model defined by $\mathcal{C}$ to a boundary of a model labeled by $\mathcal{C} \boxtimes \mathcal{C}{ }^{\text {op }}$. The quantum dimension of the folded theory is $\mathcal{D}_{\mathcal{C} \boxtimes \mathcal{C}^{\mathrm{op}}}=\mathcal{D}_{\mathcal{C}}^{2}$, so the bulk diagnostic for $\mathcal{C}$ matches the boundary diagnostic computed for this folded


Figure 4.8: When the region $R$ is in non-simple contact with a boundary on which strings can terminate, the computation of entropy is more subtle. There is additional entanglement in the system due to intersecting loops that cannot be created in $R$ (red, dashed) or $R^{c}$ (blue, dotted) separately. The red (internal) strings can terminate on the boundary. Also, the blue loop can emit a string which can terminate on the boundary.
theory.

### 4.6.2 Walker-Wang models

In (3+1)-dimensions, just like in (2+1)-dimensions, strings can terminate at the boundary. In addition, loops can interlock as discussed in Sect. 4.5.2. In the vicinity of the boundary, these two effects can occur simultaneously as depicted in Fig. 4.8.

For simply connected regions in contact with a boundary, we can apply Lemma 4.6 , replacing $b_{1} / 2$ with the number of lines where the region contacts the physical boundary. By applying the results so far, it is straightforward to check that the two diagnostics Eq. (4.13) and Eq. (4.14) are related by

$$
\begin{equation*}
\Delta_{\circ}=\Delta_{\bullet}+\log d_{A}^{2}-\log \mathcal{D}^{2} \tag{4.54}
\end{equation*}
$$

so we only need to consider $\Delta$. We are currently unable to compute this in general, however in this section we prove the following results:

Theorem 4.5. For a Walker-Wang model defined by a unitary premodular category $\mathcal{C}$, the entropy diagnostic $\Delta$ • for a boundary labeled by an indecomposable, commutative Q-system $A$ is given by

$$
\Delta \bullet= \begin{cases}\log \mathcal{D}^{2} & A=1,  \tag{4.55}\\ \log \mathcal{D}^{2}-\log d_{A} & \mathcal{C} \text { symmetric } \\ \log \mathcal{D}^{2}-2 \log d_{A} & \mathcal{C} \text { pointed and } \mathcal{Z}_{2}(\mathcal{C}) \cap A=\{1\} . \text { In particular } \mathcal{C} \text { modular. } \\ \log \mathcal{D}^{2}-\log d_{A} & \mathcal{C} \text { pointed and } \mathcal{Z}_{2}(\mathcal{C}) \cap A=A .\end{cases}
$$

Examples. Recall the examples from Sect. 2.5. As discussed in Sect. 4.3.3, these label four distinct
loop-gas models in (3+1)-dimensions, the bosonic and fermionic toric code models, and two semion models. All four input categories are pointed, so we can apply Thm. 4.5 to obtain the boundary topological entanglement entropy.

The bosonic toric code is compatible with two distinct gapped boundary conditions, labeled by $A_{0}$ and $A_{1}$ (see Sect. 2.5), with $d_{A_{0}}=d_{1}=1$, and $d_{A_{1}}=d_{1}+d_{x}=2$. Since the input category is symmetric, $\mathcal{Z}_{2}(\mathcal{C}) \cap A_{i}=A_{i}$, so the entropy diagnostics are $\Delta .\left(A_{0}\right)=\log 2-\log 1=\log 2$ and $\Delta .\left(A_{1}\right)=\log 2-\log 2=0$.

For the remaining examples, only the boundary labeled by $A_{0}$ is compatible, and $\Delta_{\bullet}=\log 2$ in all cases.

Proof. To capture configurations like the one in Fig. 4.8, we need new boundary $\mathcal{S}$-matrices resembling

where the dots indicate where a string meets the boundary. We use boundary retriangulation invariance, as defined in Refs. $[150,151]$ to evaluate this diagram on the ground space. Using this, we define the new $\mathcal{S}$-matrix elements as

$$
\begin{equation*}
\left[\mathcal{S}_{c, d}\right]_{\left(b_{0}, b_{1}\right),\left(a_{0}, a_{1}\right)}:=\frac{m_{a_{1}, a_{0}}^{\overline{\bar{a}}}}{\left(d_{a_{0}} d_{a_{1}} d_{d}\right)^{1 / 4} d_{A} \mathcal{D}} \tag{4.57}
\end{equation*}
$$


where $a_{0}, a_{1}, d \in A$ and $b_{0}, b_{1}, c \in \mathcal{C}$. With this, the ground state can be written

$$
\begin{equation*}
|\psi\rangle=\sum_{\substack{\vec{x}, \vec{y}, \vec{\mu} \\ c, \mathcal{c} \\ d, a_{0}, b_{1} \in a_{1} \in A}} \Phi_{\vec{x}, \vec{y}, \vec{\mu}, c} \frac{\left[\mathcal{S}_{c, d}\right]_{\left(b_{0}, b_{1}\right),\left(a_{0}, a_{1}\right)}}{N_{A}}\left|\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, c, a_{0}, a_{1}}\right\rangle\left|\psi_{R c}^{\vec{x}, \vec{y}, \vec{\mu}, c, b_{0}, b_{1}, d}\right\rangle \tag{4.58}
\end{equation*}
$$

where $N_{A}$ is a normalizing factor. The reduced state on $R$ is

$$
\begin{equation*}
\rho_{R}=\sum_{\substack{\vec{x}, \vec{y}, \vec{\mu} \\ c \in \mathcal{C} \\ d, a_{0}, a_{1}, a_{2}, a_{3} \in A}} \frac{\prod_{j \leq n} d_{x_{j}}\left[\mathcal{S}_{c, d}^{\dagger} \mathcal{S}_{c, d}\right]_{\left(a_{2}, a_{3}\right),\left(a_{0}, a_{1}\right)}}{d_{c} \mathcal{D}^{2(n-1)} N_{A}}\left|\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, c, a_{0}, a_{1}}\right\rangle\left\langle\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, c, a_{2}, a_{3}}\right| \tag{4.59}
\end{equation*}
$$

$A=1$
When the algebra is trivial, no strings can terminate. In that case, $\mathcal{S}_{1,1}^{\dagger} \mathcal{S}_{1,1}=1$, so the reduced state is

$$
\begin{equation*}
\rho_{R}=\sum_{\vec{x}, \vec{y}, \vec{\mu}} \frac{\prod_{j \leq n} d_{x_{j}}}{\mathcal{D}^{2(n-1)}}\left|\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}}\right\rangle\left\langle\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}}\right|, \tag{4.60}
\end{equation*}
$$

which is diagonal and has entropy

$$
\begin{equation*}
S_{R}=n S[C]-\log \mathcal{D}^{2} \tag{4.61}
\end{equation*}
$$

## $\mathcal{C}$ symmetric

When $\mathcal{C}$ is symmetric, the rings in Eq. (4.57) separate, so

$$
\begin{align*}
{\left[\mathcal{S}_{c, d}\right]_{\left(b_{0}, b_{1}\right),\left(a_{0}, a_{1}\right)} } & =\delta_{c=d} \sqrt{d_{b_{0}} d_{b_{1}}} \frac{\left(d_{a_{0}} d_{a_{1}}\right)^{1 / 4} m_{a_{1}, a_{0}}^{\bar{d}}}{d_{d}^{1 / 4} d_{A}^{2} \mathcal{D}},  \tag{4.62}\\
{\left[\mathcal{S}_{c, d}^{\dagger} \mathcal{S}_{c, d}\right]_{\left(a_{2}, a_{3}\right),\left(a_{0}, a_{1}\right)} } & =\delta_{c=d} \sum_{b_{0}, b_{1}} N_{b_{0} b_{1}}^{d} \frac{d_{b_{0}} d_{b_{1}}}{\sqrt{d_{d}}}\left(d_{a_{0}} d_{a_{1}} d_{a_{2}} d_{a_{3}}\right)^{1 / 4} \frac{m_{a_{1}, a_{0}}^{\bar{d}}\left(m_{a_{3}, a_{2}}^{\bar{d}}\right)^{*}}{d_{A}^{4} \mathcal{D}^{2}}  \tag{4.63}\\
& =\delta_{c=d}\left(d_{a_{0}} d_{a_{1}} d_{a_{2}} d_{a_{3}}\right)^{1 / 4} \sqrt{d_{d}} \frac{m_{a_{1}, a_{0}}^{\bar{d}}\left(m_{a_{3}, a_{2}}^{\bar{d}}\right)^{*}}{d_{A}^{2}} . \tag{4.64}
\end{align*}
$$

It can readily be verified that this matrix is rank 1. The eigenvalue can be found using Eq. (4.5), giving $\lambda=d_{d} / d_{A}$. We can therefore write the state on $R$ as

$$
\begin{align*}
\rho_{R} & =\sum_{\substack{\vec{x}, \vec{y}, \vec{\mu} \\
c \in \mathcal{C} \\
d \in A}} \delta_{c=d} \frac{\prod_{j \leq n} d_{x_{j}}}{\mathcal{D}^{2(n-1)} d_{A}}\left|\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, c}\right\rangle\left\langle\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, c}\right|  \tag{4.65}\\
& =\sum_{\substack{\vec{x}, \vec{y}, \vec{\mu} \\
c \in A}} \frac{\prod_{j \leq n} d_{x_{j}}}{\mathcal{D}^{2(n-1)} d_{A}}\left|\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, c}\right\rangle\left\langle\psi_{R}^{\vec{x}, \vec{y}, \vec{\mu}, c}\right| . \tag{4.66}
\end{align*}
$$

Using Lemmas 4.2 and 4.3, we find that the entropy of this state is

$$
\begin{equation*}
\mathcal{S}_{R}=n S[\mathcal{C}]-\log \mathcal{D}^{2}+\log d_{A} . \tag{4.67}
\end{equation*}
$$

## $\mathcal{C}$ pointed

When all quantum dimensions are equal to 1 , the boundary $\mathcal{S}$-matrix is

$$
\begin{equation*}
\left[\mathcal{S}_{c, d}\right]_{\left(b_{0}, b_{1}\right),\left(a_{0}, a_{1}\right)}=\delta_{c=d} \frac{m_{a_{1}, a_{0}}^{\bar{d}}}{d_{A}}\left[\mathcal{S}_{1}\right]_{b_{0}, \bar{a}_{1}}, \tag{4.68}
\end{equation*}
$$

where $\left[\mathcal{S}_{1}\right]_{b_{0}, a_{1}}$ is the $\mathcal{S}$-matrix from Eq. (4.2). This gives

$$
\begin{equation*}
\left[\mathcal{S}_{c, d}^{\dagger} \mathcal{S}_{c, d}\right]_{\left(a_{2}, a_{3}\right),\left(a_{0}, a_{1}\right)}=\delta_{c=d} \frac{m_{a_{1}, a_{0}}^{\bar{d}}\left(m_{a_{3}, a_{2}}^{\bar{d}}\right)^{*}}{d_{A}^{2}} \sum_{b_{0}}\left[\mathcal{S}_{1}\right]_{b_{0}, \bar{a}_{3}}^{*}\left[\mathcal{S}_{1}\right]_{b_{0}, \bar{a}_{1}} \tag{4.69}
\end{equation*}
$$

Using Lemmas 2.4 and 2.13 of Ref. [174], this can be simplified to

$$
\begin{equation*}
\left[\mathcal{S}_{c, d}^{\dagger} \mathcal{S}_{c, d}\right]_{\left(a_{2}, a_{3}\right),\left(a_{0}, a_{1}\right)}=\delta_{c=d} \frac{m_{a_{1}, a_{0}}^{\overline{\bar{d}}}\left(m_{a_{3}, a_{2}}^{\bar{d}}\right)^{*}}{d_{A}^{2}} \delta_{a_{3} \otimes \bar{a}_{1} \in \mathcal{Z}_{2}(\mathcal{C})} \tag{4.70}
\end{equation*}
$$

Pointed braided categories have fusion rules given by an Abelian group $G$ [169,192], and algebras are twisted group algebras $[193,194]$ of subgroups of $G$. Moreover, $\mathcal{Z}_{2}(\mathcal{C})$ also has fusion rules given by a subgroup.

Since $a_{3} \otimes \bar{a}_{1} \in A$ and $a_{3} \otimes \bar{a}_{1} \in \mathcal{Z}_{2}(\mathcal{C})$, there must be some $h \in \mathcal{Z}_{2}(\mathcal{C}) \cap A$ so that $a_{3}=a_{1} h$. We can then write

$$
\begin{equation*}
\rho_{R}=\sum_{\substack{\vec{x} \\ d, a \in A \\ h \in \mathcal{Z}_{2}(\mathcal{C}) \cap A}} \frac{m_{a,(a d)^{-1}}^{d^{-1}}\left(m_{\left.a h,(a h d)^{-1}\right)^{*}}^{d^{-1}}\right.}{d_{A}^{2} \mathcal{D}^{2(n-1)} N_{A}}\left|\psi_{R}^{\vec{x}, d, a}\right\rangle\left\langle\psi_{R}^{\vec{x}, d, a h}\right| \tag{4.71}
\end{equation*}
$$

In the case that $\mathcal{Z}_{2}(\mathcal{C}) \cap A=A$, this reduces to the symmetric case, since summing over $h \in A$ is the same as summing over $A \ni h^{\prime}=a h$.

When $\mathcal{Z}_{2}(\mathcal{C}) \cap A=\{1\}$, the unit, the reduced state on $R$ simplifies to

This reduced state is diagonal, and has entropy

$$
\begin{align*}
S_{R} & =-\sum_{\substack{\vec{x} \\
d, a \in A}} \frac{\left|m_{a,(a d)^{-1}}^{d^{-1}}\right|^{2}}{\mathcal{D}^{2(n-1)} d_{A}^{2}} \log \left(\frac{\left|m_{a,(a d)^{-1}}^{d^{-1}}\right|^{2}}{\mathcal{D}^{2(n-1)} d_{A}^{2}}\right)  \tag{4.73}\\
& =-\sum_{\substack{\vec{x} \\
d, a \in A}} \frac{\mid m_{a,\left.\left.(a d)^{-1}\right|^{d^{-1}}\right|^{2}}^{\mathcal{D}^{2(n-1)} d_{A}^{2}} \log \left(\left|m_{a,(a d)^{-1}}^{d^{-1}}\right|^{2}\right)+\log \left(\mathcal{D}^{2(n-1)} d_{A}^{2}\right)}{} . \tag{4.74}
\end{align*}
$$

where we have made use of Eq. (4.5). Since $A$ is a twisted group algebra, we may assume $\left|m_{a b}^{c}\right| \in\{0,1\}$. Finally, this gives

$$
\begin{align*}
S_{R} & =\log \left(\mathcal{D}^{2(n-1)} d_{A}^{2}\right)  \tag{4.75}\\
& =S[\mathcal{C}]-\log \mathcal{D}^{2}+2 \log d_{A} \tag{4.76}
\end{align*}
$$

completing the proof.

### 4.7 Remarks

To summarize, we have evaluated the long-range entanglement in the bulk, and at the boundary, of $(2+1)$ - and $(3+1)$-dimensional topological phases. In $(2+1)$-dimensions, we found the entropy diagnostic $\Gamma=\log \mathcal{D}^{2}$ regardless of the choice of boundary algebra $A$. This is in contrast to the results for (3+1)-dimensions, where a signature of the boundary, namely its dimension as an algebra, can be seen in the diagnostics $\Delta_{\bullet}$ and $\Delta_{\circ}$.

The most natural boundary for these models is defined by the algebra $A=1$, which (uniquely) always exists. At this boundary, we found that the point-like diagnostic $\Delta_{\bullet}$ recovers the total dimension of the input category. In particular, when $\mathcal{C}$ is a $(2+1)$-dimensional anyon model, this is consent with a boundary that supports the anyons. Conversely, the loop-like diagnostic $\Delta_{\circ}$ is zero at these boundaries, ruling out loop-like excitations in the vicinity.

We have conjectured a general property of the connected $\mathcal{S}$-matrix which, if proven in general, allows computation of bulk Walker-Wang topological entropy. Such a proof may also be interesting for the classification of premodular categories in general. To the best of our knowledge, there is no complete classification of boundaries for Walker-Wang models. Such a classification is complicated by requiring, as a sub-classification, a complete understanding of $(2+1)$-dimensional theories. This goes beyond the scope of the current work, and we have therefore specialized to boundaries described by

Q-systems and to particular families of input fusion category. Extending these results may provide a more complete understanding of the possible boundary excitations and their properties.

## Appendix

## 4.A Properties of the connected $\mathcal{S}$-matrix

Proposition 4.A. 1 (Premodular trap). Let $\mathcal{C}$ be a unitary premodular category, then

Proof. This is a slight generalization of Prop. 3.1 of Ref. [195], following from Lemmas 2.4 and 2.13 of Ref. [174].

Lemma (4.1). Let $\mathcal{C}$ be a unitary premodular category, then

$$
\begin{equation*}
\sum_{c \in \mathcal{C}} \operatorname{Tr} \mathcal{S}_{c}^{\dagger} \mathcal{S}_{c}=\mathcal{D}^{2} \tag{4.78}
\end{equation*}
$$

where $\mathcal{S}_{c}$ is the connected $\mathcal{S}$-matrix and $\mathcal{D}$ is the total dimension of $\mathcal{C}$.

Proof. The operator $\mathcal{S}_{c}$ acts on the fusion spaces as [12]

$$
\begin{equation*}
\left.\mathcal{S}_{c}\right|_{\beta} ^{b}=\frac{\sqrt{d_{c}}}{\mathcal{D}} \sum_{x} d_{x} \overbrace{\beta}^{\bar{x}} \stackrel{\underbrace{x}_{\beta}}{\bar{b}} \tag{4.79}
\end{equation*}
$$

Using Eq. (4.79), we have

$$
\begin{equation*}
\sum_{c} \operatorname{Tr} \mathcal{S}_{c}^{\dagger} \mathcal{S}_{c}=\sum_{a, \alpha, c}\left[\mathcal{S}_{c}^{\dagger} \mathcal{S}_{c}\right]_{(a, \alpha),(a, \alpha)} \tag{4.80}
\end{equation*}
$$


using the properties of the trace. Applying the premodular trap (Proposition 4.A.1), this gives

$$
\begin{align*}
\sum_{c} \operatorname{Tr} \mathcal{S}_{c}^{\dagger} \mathcal{S}_{c} & =\sum_{\substack{a, \alpha, c, z \in \mathcal{Z}_{2}(\mathcal{C}), \mu}} \sqrt{\frac{d_{c} d_{z}}{d_{a}^{2}}}  \tag{4.83}\\
& =\sum_{a, z \in \mathcal{Z}_{2}(\mathcal{C}), \mu} \sqrt{d_{z}}  \tag{4.84}\\
& =\sum_{a, z \in \mathcal{\mathcal { Z } _ { 2 } ( \mathcal { C } ) , \mu}}\left|\varkappa_{a}\right|^{2} \delta_{z=1} d_{a}^{2}  \tag{4.85}\\
& =\mathcal{D}^{2}, \tag{4.86}
\end{align*}
$$

where $\varkappa_{a}$ is the Frobenius-Schur indicator [12].

## 4.B Loop-gas results

In this section, given a fusion category $\mathcal{C}$, an $n$-tuple of simple objects $\vec{x}_{n}:=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, and a fixed simple object $a$, we use the notation

$$
\begin{equation*}
N_{a}\left(\vec{x}_{n}\right):=\sum_{\vec{y}_{n-2}} N_{x_{1}, x_{2}}^{y_{1}} N_{y_{1}, x_{3}}^{y_{2}} \ldots N_{y_{n-2}, x_{n}}^{a}, \tag{4.87}
\end{equation*}
$$

where $\vec{y}_{n-2}:=\left(y_{1}, y_{2}, \ldots, y_{n-2}\right)$, and the sum is over all tuples of simple objects in $\mathcal{C} . N_{a}\left(\vec{x}_{n}\right)$ counts the number of ways $\vec{x}_{n}$ can fuse to $a$. When it can easily be inferred, we omit the subscript on the tuple $\vec{x}$.

Lemma (4.2). Let $\mathcal{C}$ be a unitary fusion category, then

$$
\begin{equation*}
\sum_{\vec{x}_{n}} N_{a}\left(\vec{x}_{n}\right) \prod_{j \leq n} d_{x_{j}}=d_{a} \mathcal{D}^{2(n-1)} \tag{4.88}
\end{equation*}
$$

where $\mathcal{D}=\sqrt{\sum_{a} d_{a}^{2}}$ is the total quantum dimension of $\mathcal{C}$.

Proof. We proceed inductively.
When $n=1, N_{a}(x)=\delta_{x=a}=N_{1, x}^{a}$, and Eq. (4.88) reduces to $d_{a}=d_{a}$.
Assume Eq. (4.88) holds for the fusion of $n$ objects. Recall that or any fusion category, we have

$$
\begin{equation*}
d_{a} d_{b}=\sum_{c} N_{b c}^{a} d_{c}, \tag{4.89}
\end{equation*}
$$

and this holds for any cyclic permutation of the indices on $N_{b c}^{a}$. We now obtain

$$
\begin{align*}
\sum_{\vec{x}_{n+1}} N_{a}\left(\vec{x}_{n+1}\right) \prod_{j \leq n+1} d_{x_{j}} & =\sum_{\vec{x}_{n}, y_{n-1}} N_{y_{n-1}}\left(\vec{x}_{n}\right) \prod_{j \leq n} d_{x_{j}} \sum_{x_{n+1}} N_{y_{n-1}, x_{n+1}}^{a} d_{x_{n+1}}  \tag{4.90}\\
& =\mathcal{D}^{2(n-1)} \sum_{x_{n+1}, y_{n-1}} N_{y_{n-1}, x_{n+1}}^{a} d_{y_{n-1}} d_{x_{n+1}}  \tag{4.91}\\
& =\mathcal{D}^{2(n-1)} d_{a} \sum_{y_{n-1}} d_{y_{n-1}}^{2}  \tag{4.92}\\
& =d_{a} \mathcal{D}^{2 n} \tag{4.93}
\end{align*}
$$

where in the second line we used the induction assumption (Eq. (4.88)), and in the third line we used Eq. (4.89).

Lemma (4.3). Let $\mathcal{C}$ a unitary fusion category. For the fusion of $n$ objects $\vec{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, with $n>1$, we have

$$
\begin{equation*}
\sum_{\vec{x}_{n}} N_{a}\left(\vec{x}_{n}\right) \frac{\prod_{j \leq n} d_{x_{j}}}{\mathcal{D}^{2(n-1)}} \log \prod_{k \leq n} d_{x_{k}}=n d_{a} \sum_{x} \frac{d_{x}^{2} \log d_{x}}{\mathcal{D}^{2}} \tag{4.94}
\end{equation*}
$$

Proof. We prove the claim inductively. The base case is when $n=2$.

$$
\begin{align*}
\sum_{x_{1}, x_{2}} N_{x_{1}, x_{2}}^{a} \frac{d_{x_{1}} d_{x_{2}}}{\mathcal{D}^{2}}\left(\log d_{x_{1}}+\log d_{x_{2}}\right) & =\sum_{x_{1}, x_{2}} N_{x_{1}, x_{2}}^{a} \frac{d_{x_{1}} d_{x_{2}}}{\mathcal{D}^{2}} \log d_{x_{1}}+\sum_{x_{1}, x_{2}} N_{x_{1}, x_{2}}^{a} \frac{d_{x_{1}} d_{x_{2}}}{\mathcal{D}^{2}} \log d_{x_{2}}  \tag{4.95}\\
& =d_{a} \sum_{x_{1}} \frac{d_{x_{1}}^{2}}{\mathcal{D}^{2}} \log d_{x_{1}}+d_{a} \sum_{x_{2}} \frac{d_{x_{2}}^{2}}{\mathcal{D}^{2}} \log d_{x_{2}}  \tag{4.96}\\
& =2 d_{a} \sum_{x} \frac{d_{x}^{2} \log d_{x}}{\mathcal{D}^{2}} \tag{4.97}
\end{align*}
$$

Assume Eq. (4.94) holds for $n$-tuples, then

$$
\begin{align*}
& \sum_{\vec{x}_{n}, x_{n+1}} N_{a}\left(\vec{x}_{n+1}\right) \frac{\prod_{j \leq n+1} d_{x_{j}}}{\mathcal{D}^{2 n}} \log \prod_{k \leq n+1} d_{x_{k}}=\sum_{\substack{\vec{x}_{n} \\
y_{n-1}, x_{n+1}}} N_{y_{n-1}}\left(\vec{x}_{n}\right) N_{y_{n-1}, x_{n+1}}^{a} \frac{\prod_{j \leq n} d_{x_{j}}}{\mathcal{D}^{2 n}} d_{x_{n+1}} \log \left(\prod_{k \leq n} d_{x_{k}} d_{n+1}\right)  \tag{4.98}\\
& \quad=\sum_{\substack{\vec{x}_{n} \\
y_{n-1}, x_{n+1}}} N_{y_{n-1}}\left(\vec{x}_{n}\right) \frac{\prod_{j \leq n} d_{x_{j}}}{\mathcal{D}^{2 n}} N_{y_{n-1}, x_{n+1}}^{a} d_{x_{n+1}}\left(\log \prod_{k \leq n} d_{x_{k}}+\log d_{x_{n+1}}\right)  \tag{4.99}\\
& \quad=n \sum_{x} \frac{d_{x}^{2} \log d_{x}}{\mathcal{D}^{2}} \sum_{y_{n-1}, x_{n+1}} \frac{N_{y_{n-1}, x_{n+1}}^{a} d_{y_{n-1}} d_{x_{n+1}}}{\mathcal{D}^{2}}+\sum_{y_{n-1}, x_{n+1}} N_{y_{n-1}, x_{n+1}}^{a} \frac{d_{y_{n-1} 1} d_{x_{n+1}} \log d_{x_{n+1}}}{\mathcal{D}^{2}}  \tag{4.100}\\
& \quad=n d_{a} \sum_{x} \frac{d_{x}^{2} \log d_{x}}{\mathcal{D}^{2}} \sum_{x_{n+1}} \frac{d_{x_{n+1}}^{2}}{\mathcal{D}^{2}}+d_{a} \sum_{x_{n+1}} \frac{d_{x_{n+1}}^{2} \log d_{x_{n+1}}}{\mathcal{D}^{2}}  \tag{4.101}\\
& \quad=(n+1) d_{a} \sum_{x} \frac{d_{x}^{2} \log d_{x}}{\mathcal{D}^{2}} . \tag{4.102}
\end{align*}
$$

Lemma (4.B). Let $\mathcal{C}$ a unitary fusion category. Given a fixed fusion outcome $a$ on $n$ simple objects,
the probability of the tree

in the ground state of a topological loop-gas (Levin-Wen or Walker-Wang) model is

$$
\begin{align*}
\operatorname{Pr}[\vec{x}, \vec{y}, \vec{\mu} \mid a] & =\frac{\prod_{j \leq n} \operatorname{Pr}\left[x_{j}\right]}{\operatorname{Pr}[a] \prod_{k \leq n} d_{x_{k}}} d_{a}  \tag{4.104}\\
& =\frac{\prod_{j \leq n} d_{x_{j}}}{d_{a} \mathcal{D}^{2(n-1)}} . \tag{4.105}
\end{align*}
$$

Proof. Given a pair of objects $a, b$, the probability that they fuse to $c$ is given by $[166,196]$

$$
\begin{equation*}
\operatorname{Pr}[a \otimes b \rightarrow c]=\frac{N_{a b}^{c} d_{c}}{d_{a} d_{b}} \tag{4.106}
\end{equation*}
$$

so the probability that $x_{1} \otimes x_{2} \otimes \ldots \otimes x_{n} \rightarrow a$ is

$$
\begin{align*}
\operatorname{Pr}\left[x_{1} \otimes x_{2} \otimes x_{3} \otimes \ldots \otimes x_{n} \rightarrow a\right] & =\sum_{\vec{y}} \operatorname{Pr}\left[x_{1} \otimes x_{2} \rightarrow y_{1}\right] \operatorname{Pr}\left[y_{1} \otimes x_{3} \rightarrow y_{2}\right] \cdots \operatorname{Pr}\left[y_{n-2} \otimes x_{n} \rightarrow a\right]  \tag{4.107}\\
& =\frac{N_{a}(\vec{x})}{\prod_{j \leq n} d_{x_{j}}} d_{a}, \tag{4.108}
\end{align*}
$$

where

$$
\begin{align*}
N_{a}(\vec{x}) & :=\sum_{\vec{y}} N_{x_{1} x_{2}}^{y_{1}} N_{y_{1} x_{3}}^{y_{2}} \ldots N_{y_{n-2} x_{n}}^{a}  \tag{4.109}\\
& =\sum_{\vec{y}} N_{a}(\vec{x}, \vec{y}) . \tag{4.110}
\end{align*}
$$

The probability of a configuration is

$$
\begin{align*}
\operatorname{Pr}[\vec{x}, \vec{y} \mid a] & =\operatorname{Pr}\left[x_{1} \otimes x_{2} \otimes x_{3} \otimes \ldots \otimes x_{n} \rightarrow a\right] \frac{\prod_{j \leq n} \operatorname{Pr}\left[x_{j}\right]}{\operatorname{Pr}[a]}  \tag{4.111}\\
& =\frac{N_{a}(\vec{x}, \vec{y}) d_{a}}{\prod_{k \leq n} d_{x_{k}}} \frac{\prod_{j \leq n} \operatorname{Pr}\left[x_{j}\right]}{\operatorname{Pr}[a]}, \tag{4.112}
\end{align*}
$$

where $\operatorname{Pr}\left[x_{i}\right]=d_{x_{i}}^{2} / \mathcal{D}^{2}$. For a fixed $\vec{x}$ and $\vec{y}$, all (allowed) $\vec{\mu}$ are equally likely, and there are $N_{a}(\vec{x}, \vec{y})$ such configurations, so

$$
\begin{align*}
\operatorname{Pr}[\vec{x}, \vec{y}, \vec{\mu} \mid a] & =\frac{\prod_{j \leq n} \operatorname{Pr}\left[x_{j}\right]}{\operatorname{Pr}[a] \prod_{k \leq n} d_{x_{k}}} d_{a}  \tag{4.113}\\
& =\frac{\prod_{j \leq n} d_{x_{j}}}{d_{a} \mathcal{D}^{2(n-1)}} . \tag{4.114}
\end{align*}
$$

Lemma 4.2 can be used to show these are properly normalized.

Theorem (4.3). For a Walker-Wang model defined by a unitary premodular category of one of the following types:

1. $\mathcal{C}=\mathcal{A} \boxtimes \mathcal{B}$, where $\mathcal{A}$ is symmetric and $\mathcal{B}$ is modular [166],
2. $\mathcal{C}$ pointed,
3. $\operatorname{rk}(\mathcal{C})<6$ and multiplicity free,
4. $\operatorname{rk}(\mathcal{C})=\operatorname{rk}\left(\mathcal{Z}_{2}(\mathcal{C})\right)+1$ and $d_{x}=\mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}$, where $x$ is the additional object,
then Eq. (4.43) holds. As a consequence, the topological entanglement entropy (defined using the regions in Fig. 4.3) in the bulk is given by

$$
\begin{equation*}
\delta=\log \mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}^{2} \tag{4.115}
\end{equation*}
$$

As special cases, this includes

$$
\begin{align*}
\delta_{\text {modular }} & =0  \tag{4.116}\\
\delta_{\text {symmetric }} & =\log \mathcal{D}^{2} \tag{4.117}
\end{align*}
$$

Proof.

## 4.B. 1 Case 1

Using the premodular trap (Proposition 4.A.1), we have the matrix elements of $\mathcal{S}_{c}^{\dagger} \mathcal{S}_{c}$

$$
\begin{equation*}
\left[\mathcal{S}_{c}^{\dagger} \mathcal{S}_{c}\right]_{(a, \alpha),(b, \beta)}=\sqrt{\frac{d_{c}}{d_{a} d_{b}}} \sum_{x \in \mathcal{Z}_{2}(\mathcal{C}), \mu} \sqrt{d_{x}} \tag{4.118}
\end{equation*}
$$

If $\mathcal{C}$ is symmetric, $\mathcal{Z}_{2}(\mathcal{C})=\mathcal{C}$, and

$$
\begin{equation*}
\left[\mathcal{S}_{c}^{\dagger} \mathcal{S}_{c}\right]_{(a, \alpha),(b, \beta)}=\delta_{c=1} d_{a} d_{b} . \tag{4.119}
\end{equation*}
$$

This matrix is rank 1 , with eigenvalue $\mathcal{D}^{2}$. If $\mathcal{C}$ is modular, $\mathcal{Z}_{2}(\mathcal{C})=$ Vec, and

$$
\begin{equation*}
\left[\mathcal{S}_{c}^{\dagger} \mathcal{S}_{c}\right]_{(a, \alpha),(b, \beta)}=\delta_{a=b} \delta_{\alpha=\beta} \delta_{\bar{a} \otimes a=c} d_{c} \tag{4.120}
\end{equation*}
$$

For fixed $c$, this matrix is $\operatorname{rank} \sum_{c} N_{\bar{a}, a}^{c}$, with all eigenvalues equal to $d_{c}$.

## 4.B. 2 Case 2

If $\mathcal{C}$ is pointed (every simple object has dimension 1 ), then $\mathcal{S}_{c}=0$ unless $c=1$. In this case, the fusion rules are given by a finite Abelian group $A[169,192]$, and $\mathcal{Z}_{2}(\mathcal{C})=A^{\prime}$ has fusion rules given by a subgroup. From Lemmas 2.4 and 2.13 of Ref. [174], along with symmetries of the $\mathcal{S}_{1}$ matrix proven in Ref. [12] we know that

$$
\begin{equation*}
\left[\mathcal{S}_{1}^{\dagger} \mathcal{S}_{1}\right]_{a b}=\sum_{c \in \mathcal{Z}_{2}(\mathcal{C})} N_{a b}^{c} d_{c}, \tag{4.121}
\end{equation*}
$$

so

$$
\begin{equation*}
\left[\mathcal{S}_{1}^{\dagger} \mathcal{S}_{1}\right]_{a b}=1 \Longleftrightarrow a \in b A^{\prime} . \tag{4.122}
\end{equation*}
$$

Therefore, $\left[\mathcal{S}_{1}^{\dagger} \mathcal{S}_{1}\right]$ is a block matrix, with $\left[A: A^{\prime}\right]=|A| /\left|A^{\prime}\right|$ blocks, labeled by the cosets of $A^{\prime}$, each full of ones. Therefore, there are $\left[A: A^{\prime}\right]$ eigenvalues, identically $\mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}^{2}$. The entropy is given by

$$
\begin{equation*}
\delta=\log \mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}^{2} \tag{4.123}
\end{equation*}
$$

## 4.B. 3 Case 3

Case 3 is proven explicitly in the Mathematica file provided with the chapter Ref. [197]. Classification of the fusion rings for ranks 2-5 can be found in Ref. [195,198-201], along with Ref. [202]. Additionally, all multiplicity free fusion rings for ranks 1-6 can be found at Ref. [203]. From this, explicit $F$ and $R$ data can be found. The list of categories, along with their properties, is included beginning on Page 165.

## 4.B. 4 Case 4

It is straightforward to check that if $a$ or $b$ are in $\mathcal{Z}_{2}(\mathcal{C})$, then

$$
\begin{equation*}
\left[\mathcal{S}_{c}^{\dagger} \mathcal{S}_{c}\right]_{(a, \alpha),(b, \beta)}=\delta_{c=1} d_{a} d_{b} \delta_{a \in \mathcal{Z}_{2}(\mathcal{C})} \delta_{b \in \mathcal{Z}_{2}(\mathcal{C})} \tag{4.124}
\end{equation*}
$$

so $\mathcal{S}_{c}^{\dagger} \mathcal{S}_{c}$ has the form

$$
\left[\mathcal{S}_{c}^{\dagger} \mathcal{S}_{c}\right]=\mathcal{Z}_{2}(\mathcal{C})\left[\begin{array}{cc}
\mathcal{Z}_{2}(\mathcal{C})  \tag{4.125}\\
d_{a} d_{b} \delta_{c=1} & 0 \\
0 & X_{c}
\end{array}\right]=U^{\mathcal{Z}_{2}(\mathcal{C})}\left[\begin{array}{cccc}
\mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}^{2} \delta_{c=1} & 0 & \cdots & \\
0 & 0 & \cdots & 0 \\
\vdots & & \vdots & \ddots \\
& 0 & & \\
& & \tilde{X}_{c}
\end{array}\right] U^{\dagger} .
$$

From the top left block, we have an eigenvector of $\mathcal{S}_{1}^{\dagger} \mathcal{S}_{1}$ with entries $v_{a}=\delta_{a \in \mathcal{Z}_{2}(\mathcal{C})} d_{a}$ with eigenvalue $\mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}^{2}$. From Lemmas 2.4 and 2.13 of Ref. [174], along with symmetries of the $\mathcal{S}_{1}$ matrix proven in Ref. [12] we know that

$$
\begin{equation*}
\left[\mathcal{S}_{1}^{\dagger} \mathcal{S}_{1}\right]_{a b}=\sum_{c \in \mathcal{Z}_{2}(\mathcal{C})} N_{a b}^{c} d_{c} \tag{4.126}
\end{equation*}
$$

The vector with entries $w_{a}=d_{a}$ is also an eigenvector with the same eigenvalue:

$$
\begin{align*}
\sum_{b \in \mathcal{C}} \sum_{c \in \mathcal{Z}_{2}(\mathcal{C})} N_{a b}^{c} d_{c} d_{b} & =\sum_{c \in \mathcal{Z}_{2}(\mathcal{C})} d_{a} d_{c}^{2}  \tag{4.127}\\
& =\mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}^{2} d_{a} \tag{4.128}
\end{align*}
$$

so we have an orthogonal vector $w-v$ with eigenvalue $\mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}^{2}$.
If $\operatorname{rk}(\mathcal{C})=\operatorname{rk}\left(\mathcal{Z}_{2}(\mathcal{C})\right)+1$ and the additional object has $d_{x}=\mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}$, then all other eigenvalues must be 0 since $\operatorname{Tr} \mathcal{S}_{1}^{\dagger} S_{1}=2 \mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}^{2}$ and $\mathcal{D}^{2}=\mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}^{2}+d_{x}^{2}$. The entropy of the Walker-Wang model in the bulk is

$$
\begin{equation*}
\delta=\log \mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}^{2} . \tag{4.129}
\end{equation*}
$$

## 4.B. 5 Small category data

Data for small categories. "Valid" indicates that the pentagon, hexagon, and ribbon equations, along with unitarity, are true. "TY" indicates that the category has the property defined in Case 4 of Thm. 4.3.

Full data, including explicit $F$ and $R$ symbols is provided in the attached Mathematica files, also available at Ref. [197]. Note that these may take a very long time to check. This is due to the complicated algebraic integers occurring, and Mathematica needing to simplify using the functions "Simplify" and "RootReduce".

Categories are named $\mathrm{FR}_{c ; x}^{a, b}$ according to their fusion ring $\mathrm{FR}_{c}^{a, b}$ from Ref. [203], along with their categorification ID $x$. Highlighted categories do not fall within any of the other cases in Thm. 4.3.

| Cat. ID | Rank | $\mathcal{D}^{2}$ | Valid | $\underline{\operatorname{rk}\left(\mathcal{Z}_{2}(\mathcal{C})\right)}$ | Premodular? | Pointed? | TY? | TEE | $\log \mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}^{2}$ | Conjecture true? |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{FR}_{1 ; 0}^{2,0}$ | 2 | 2 | $\checkmark$ | 2 | Symm. | $\checkmark$ |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 1}^{2,0}$ | 2 | 2 | $\checkmark$ | 1 | Mod. | $\checkmark$ | $\checkmark$ | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1 ; 2}^{2,0}$ | 2 | 2 | $\checkmark$ | 2 | Symm. | $\checkmark$ |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 3}^{2,0}$ | 2 | 2 | $\checkmark$ | 1 | Mod. | $\checkmark$ | $\checkmark$ | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{2 ; 0}^{2,0}$ | 2 | $\frac{1}{2}(\sqrt{5}+5)$ | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{2 ; 1}^{2,0}$ | 2 | $\frac{1}{2}(\sqrt{5}+5)$ | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1 ; 0}^{3,0}$ | 3 | 4 | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1 ; 1}^{3,0}$ | 3 | 4 | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1 ; 2}^{3,0}$ | 3 | 4 | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1 ; 3}^{3,0}$ | 3 | 4 | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1 ; 4}^{3,0}$ | 3 | 4 | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1}^{3,5}$ | 3 | 4 | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1}^{31,6}$ | 3 | 4 | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1 ; 7}^{3,0}$ | 3 | 4 | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{2 ; 0}^{3,0}$ | 3 | 6 | $\checkmark$ | 3 | Symm. |  |  | $\log 6$ | $\log 6$ | $\checkmark$ |
| $\mathrm{FR}_{2}^{3,1}$ | 3 | 6 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{2 ; 2}^{3,0}$ | 3 | 6 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{3}^{3 ; 0}$ | 3 | $\sim 9.30$ | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{3}^{3,1}$ | 3 | $\sim 9.30$ | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1,0}^{3,2}$ | 3 | 3 | $\checkmark$ | 3 | Symm. | $\checkmark$ |  | $\log 3$ | $\log 3$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 1}^{3,2}$ | 3 | 3 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1 ; 2}^{3,2}$ | 3 | 3 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |


| Cat. ID | Rank | $\mathcal{D}^{2}$ | Valid | $\operatorname{rk}\left(\mathcal{Z}_{2}(\mathcal{C})\right)$ | Premodular? | Pointed? | TY? | TEE | $\log \mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}^{2}$ | Conjecture true? |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{FR}_{1 ; 0}^{4,0}$ | 4 | 4 | $\checkmark$ | 4 | Symm. | $\checkmark$ |  | $\log 4$ | $\log 4$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 1}^{4,0}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{12}^{4,0}$ | 4 | 4 | $\checkmark$ | 4 | Symm. | $\checkmark$ |  | $\log 4$ | $\log 4$ | $\checkmark$ |
| $\mathrm{FR}_{1}^{4,3}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1,4}^{4,0}$ | 4 | 4 | $\checkmark$ | 2 | $\checkmark$ | $\checkmark$ |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 5}^{4,0}$ | 4 | 4 | $\checkmark$ | 2 | $\checkmark$ | $\checkmark$ |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 6}^{4,0}$ | 4 | 4 | $\checkmark$ | 2 | $\checkmark$ | $\checkmark$ |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 7}^{4,0}$ | 4 | 4 | $\checkmark$ | 2 | $\checkmark$ | $\checkmark$ |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 8}^{4,0}$ | 4 | 4 | $\checkmark$ | 4 | Symm. | $\checkmark$ |  | $\log 4$ | $\log 4$ | $\checkmark$ |
| $\mathrm{FR}_{1,9}^{4,0}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1 ; 10}^{4,0}$ | 4 | 4 | $\checkmark$ | 4 | Symm. | $\checkmark$ |  | $\log 4$ | $\log 4$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 11}^{4,0}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1 ; 12}^{4,0}$ | 4 | 4 | $\checkmark$ | 2 | $\checkmark$ | $\checkmark$ |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1}^{4,13}$ | 4 | 4 | $\checkmark$ | 2 | $\checkmark$ | $\checkmark$ |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1}^{4,14}$ | 4 | 4 | $\checkmark$ | 2 | $\checkmark$ | $\checkmark$ |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1}^{4,1,15}$ | 4 | 4 | $\checkmark$ | 2 | $\checkmark$ | $\checkmark$ |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 16}^{4,0}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1}^{4,17}{ }^{4,0}$ | 4 | 4 | $\checkmark$ | 2 | $\checkmark$ | $\checkmark$ |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1+18}^{4,0}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1}^{4,19}$ | 4 | 4 | $\checkmark$ | 2 | $\checkmark$ | $\checkmark$ |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{12}^{4,20}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{12,21}^{4,0}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{12,22}^{4,0}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1,23}^{4,0}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{12}^{4,24}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1,25}^{4,2}$ | 4 | 4 | $\checkmark$ | 2 | $\checkmark$ | $\checkmark$ |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{12,26}^{4,0}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1}^{4,2}{ }^{4,2}$ | 4 | 4 | $\checkmark$ | 2 | $\checkmark$ | $\checkmark$ |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1}^{4,28}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1}^{4,29}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1}^{4,30}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1}^{4,31}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{2 ; 0}^{4,0}$ | 4 | $\sqrt{5}+5$ | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{2 ; 1}^{4,0}$ | 4 | $\sqrt{5}+5$ | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{2 ; 2}^{4,0}$ | 4 | $\sqrt{5}+5$ | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{2 ; 3}^{4,0}$ | 4 | $\sqrt{5}+5$ | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{2 ; 4}^{4,0}$ | 4 | $\sqrt{5}+5$ | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{2 ; 5}^{4,0}$ | 4 | $\sqrt{5}+5$ | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{2 ; 6}^{4,0}$ | 4 | $\sqrt{5}+5$ | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{2 ; 7}^{4,0}$ | 4 | $\sqrt{5}+5$ | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{3 ; 0}^{4,0}$ | 4 | 10 | $\checkmark$ | 4 | Symm. |  |  | $\log 10$ | $\log 10$ | $\checkmark$ |
| $\mathrm{FR}_{3 ; 1}^{4,0}$ | 4 | 10 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{3 ; 2}^{4,0}$ | 4 | 10 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{3 ; 3}^{4,0}$ | 4 | 10 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{3 ; 4}^{4,0}$ | 4 | 10 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{4 ; 0}^{4,0}$ | 4 | $4 \sqrt{2}+8$ | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{4 ; 1}^{4,0}$ | 4 | $4 \sqrt{2}+8$ | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{5 ; 0}^{4,0}$ | 4 | $\frac{1}{2}(5 \sqrt{5}+15)$ | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{5 ; 1}^{4,0}$ | 4 | $\frac{1}{2}(5 \sqrt{5}+15)$ | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{5 ; 2}^{4,0}$ | 4 | $\frac{1}{2}(5 \sqrt{5}+15)$ | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{5 ; 3}^{4,0}$ | 4 | $\frac{1}{2}(5 \sqrt{5}+15)$ | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{6 ; 0}^{4,0}$ | 4 | $\sim 19.24$ | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{6 ; 1}^{4,0}$ | 4 | $\sim 19.24$ | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1 ; 0}^{4,2}$ | 4 | 4 | $\checkmark$ | 4 | Symm. | $\checkmark$ |  | $\log 4$ | $\log 4$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 1}^{4,2}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1 ; 2}^{4,2}$ | 4 | 4 | $\checkmark$ | 2 | $\checkmark$ | $\checkmark$ |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 3}^{4,2}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1 ; 4}^{4,2}$ | 4 | 4 | $\checkmark$ | 4 | Symm. | $\checkmark$ |  | $\log 4$ | $\log 4$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 5}^{4,2}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1 ; 6}^{4,2}$ | 4 | 4 | $\checkmark$ | 2 | $\checkmark$ | $\checkmark$ |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 7}^{4,2}$ | 4 | 4 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |


| Cat. ID | Rank | $\mathcal{D}^{2}$ | Valid | $\underline{\mathrm{rk}\left(\mathcal{Z}_{2}(\mathcal{C})\right.}$ ) | Premodular? | Pointed? | TY? | TEE | ${ }^{\log \mathcal{D}_{\mathcal{Z}_{2}(\mathcal{C})}^{2}}$ | Conjecture true? |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{FR}_{1 ; 0}^{3,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | ${ }^{\log 2}$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 1}^{51,0}$ | 5 | 8 | $\checkmark$ | 5 | Symm. |  |  | $\log 8$ | $\log 8$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 2}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 3}^{5,0}$ | 5 | 8 | $\checkmark$ | 5 | Symm. |  |  | $\log 8$ | $\log 8$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 4}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 5}^{5,0}$ | 5 | 8 | $\checkmark$ | 4 | $\checkmark$ |  | $\checkmark$ | $\log 4$ | $\log 4$ | $\checkmark$ |
| $\mathrm{FR}_{1: 6}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 7}^{5,0}$ | 5 | 8 | $\checkmark$ | 4 | $\checkmark$ |  | $\checkmark$ | $\log 4$ | $\log 4$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 8}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1,9}^{5,0}$ | 5 | 8 | $\checkmark$ | 4 | $\checkmark$ |  | $\checkmark$ | $\log 4$ | $\log 4$ | $\checkmark$ |
| $\mathrm{FR}_{1,10}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{10}^{5,11}$ | 5 | 8 | $\checkmark$ | 4 | $\checkmark$ |  | $\checkmark$ | $\log 4$ | $\log 4$ | $\checkmark$ |
| $\mathrm{FF}_{1 / 12}^{\text {5, }}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 13}^{5,0}$ | 5 | 8 | $\checkmark$ | 5 | Symm. |  |  | $\log 8$ | $\log 8$ | $\checkmark$ |
| $\mathrm{FR}_{1 / 14}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 15}^{5,0}$ | 5 | 8 | $\checkmark$ | 5 | Symm. |  |  | $\log 8$ | $\log 8$ | $\checkmark$ |
| $\mathrm{FR}_{1,16}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 17}^{5,0}$ | 5 | 8 | $\checkmark$ | 5 | Symm. |  |  | $\log 8$ | $\log 8$ | $\checkmark$ |
| $\mathrm{FR}_{1,18}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FF}_{1 / 19}^{51,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 20}^{5,0}$ | 5 | 8 | $\checkmark$ | 4 | $\checkmark$ |  | $\checkmark$ | $\log 4$ | $\log 4$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 21}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 22}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{12,23}^{5.0}$ | 5 | 8 | $\checkmark$ | 4 | $\checkmark$ |  | $\checkmark$ | $\log 4$ | $\log 4$ | $\checkmark$ |
|  | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 / 25}^{5,0}{ }^{5}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 / 26}^{5,0}$ | 5 | 8 | $\checkmark$ | 5 | Symm. |  |  | $\log 8$ | $\log 8$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 27}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| FR ${ }_{1}^{5128}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| FR ${ }_{1}^{51 ; 29}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1+30}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 31}^{5.0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 / 32}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 / 33}^{\text {jo, }}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{Fr}_{1,34}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{12,35}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 / 36}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
|  | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
|  | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| FR $\mathrm{FR}_{1 ; 9}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 50}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 41}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{12 ; 4}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 \times ; 4}^{5 j, 0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 \times ; 4}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 / 45}^{51,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1: 46}^{\text {jofo }}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 / 47}^{5 j, 0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| FR ${ }_{1}^{51 ; 48}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{12 ; 99}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1,50}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{15}^{5,5}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{15}^{5,5^{5}}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{15}^{5,0}{ }^{5,0}$ | 5 | 8 | $\checkmark$ | 5 | Symm. |  |  | $\log 8$ | $\log 8$ | $\checkmark$ |
| $\mathrm{FR}_{1,54}^{5,0}$ | 5 | 8 | $\checkmark$ | 4 | $\checkmark$ |  | $\checkmark$ | $\log 4$ | $\log 4$ | $\checkmark$ |
| $\mathrm{FR}_{1,55}^{5,0}$ | 5 | 8 | $\checkmark$ | 4 | $\checkmark$ |  | $\checkmark$ | $\log 4$ | $\log 4$ | $\checkmark$ |
| FR ${ }_{1}^{5156}$ | 5 | 8 | $\checkmark$ | 5 | Symm. |  |  | $\log 8$ | $\log 8$ | $\checkmark$ |
| $\mathrm{FR}_{15}^{51,07}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 / 55}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1}^{5159} 5$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{12 ; 60}^{51,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 \times 61}^{51,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1 ; 62}^{5150}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{1,63}^{5,0}$ | 5 | 8 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{3}^{5,0}$ | 5 | 12 | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| FR $\mathrm{FR}_{3,1}^{5,0}$ | 5 | 12 | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
|  | 5 | 12 | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{3,3}^{5,0}$ | 5 | 12 | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| FR ${ }^{5} 5$ | 5 | 12 | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{3,5}^{5,5}$ | 5 | 12 | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{3: 6}^{5,5}$ | 5 | 12 | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{3 ; 7}^{5.0}$ | 5 | 12 | $\checkmark$ | 1 | Mod. |  |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{4,0}^{5,0}$ | 5 | 14 | $\checkmark$ | 5 | Symm. |  |  | $\log 14$ | $\log 14$ | $\checkmark$ |
| $\mathrm{FR}_{4,1}^{5,0}$ | 5 | 14 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{4 ; 2}^{5,0}$ | 5 | 14 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{4,3}^{5,0}$ | 5 | 14 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{4 ; 4}^{5,0}$ | 5 | 14 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{4 ; 5}^{5,5}$ | 5 | 14 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{5}^{5,0}$ | 5 | 14 | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{60}^{5,0}$ | 5 | 24 | $\checkmark$ | 5 | Symm. |  |  | $\log 24$ | $\log 24$ | $\checkmark$ |
| $\mathrm{FR}_{6,1}^{5,0}$ | 5 | 24 | $\checkmark$ | 3 | $\checkmark$ |  |  | $\log 6$ | $\log 6$ | $\checkmark$ |
| $\mathrm{FR}_{6,2}^{5,0}$ | 5 | 24 | $\checkmark$ | 5 | Symm. |  |  | $\log 24$ | $\log 24$ | $\checkmark$ |
| $\mathrm{FR}_{6 ; 3}^{5,0}$ | 5 | 24 | $\checkmark$ | 3 | $\checkmark$ |  |  | $\log 6$ | $\log 6$ | $\checkmark$ |
| $\mathrm{FR}_{7 \text {; }}^{5}$ | 5 | $5 \sqrt{5}+15$ | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{7{ }^{5}, 1}^{5,0}$ | 5 | $5 \sqrt{5}+15$ | $\checkmark$ | 2 | $\checkmark$ |  |  | $\log 2$ | $\log 2$ | $\checkmark$ |
| $\mathrm{FR}_{10,0}^{50.0}$ | 5 | $\sim 34.65$ | $\checkmark$ | 1 | Mod. |  |  | 0 | , | $\checkmark$ |
| $\mathrm{FR}_{10,1}^{5,0}$ | 5 | $\sim 34.65$ | $\checkmark$ |  | Mod. |  |  | 0 | \% | $\checkmark$ |
|  | 5 | 5 | $\checkmark$ | 5 | Symm. | $\checkmark$ |  | $\log 5$ | $\log 5$ | $\checkmark$ |
| $\mathrm{FR}_{151}^{5,4}$ | 5 | 5 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1 ; 2}^{5,4}$ | 5 | 5 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1 ; 3}^{5,4}$ | 5 | 5 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |
| $\mathrm{FR}_{1 ; 4}^{5,4}$ | 5 | 5 | $\checkmark$ | 1 | Mod. | $\checkmark$ |  | 0 | 0 | $\checkmark$ |

## Chapter 5

## Outlook

Over the next century, two of the greatest challenges that humanity will face are climate change and the antibiotics crisis [204]. Studying many-body quantum systems has the potential to alleviate and even solve both of these problems. For example, understanding mechanisms which allow for super conductivity at low temperatures could help with with engineering new materials that operate at higher temperatures. The ability to design and fabricate high temperature superconductors could drastically change the energy consumption and production around the world [5]. Similarly, understanding the subatomic physical interactions that take place when drugs interact with living cells could also allow for more precise drug design [205, 206]. Beyond these two major challenges, many-body physics is important for a myriad of fundamental research areas [16].

A vast majority of quantum many-body models are currently insoluble. The Hilbert space dimension of these models grows exponentially with system size, leaving the calculations necessary to solve them intractable. There are, however, classes of models for which a tractable method of extracting a solution is known. These models are called exactly soluble models. Exactly soluble many-body models are important precisely because they are soluble. Furthermore, such models remain of interest even when their exact solubility comes at the expense of the accuracy of the model's description of a known physical system [16]. The underlying message of this thesis is exactly this: the insight gained from exactly soluble models reaches far beyond the scope of the specific physical system that those models purport to describe. Through these simplistic and tractable models we are able to gain a physical intuition that informs our understanding of universal phenomena and provide a scope with which we can probe new physics.

This thesis considers two distinct classes of exactly soluble, quantum many-body systems to differ-
ent ends. In the first part of this thesis, we uncover a class of models which were previously unknown to be exactly soluble and provide a solution method as well as a criteria for the recognition of this class. In the second part of the thesis, we study the entanglement structure of another class of models, such a calculation is made possible due to the fact that this class of model is exactly soluble.

New solution methods are of great interest within the field of quantum many-body physics. Arguably, the novelty of a solution method can be just as important as the existence of the solution itself. Often, new methods are discovered through their application to a specific model. In many cases, the newly developed solution method can then be modified and applied more broadly, to a larger class of system. As such, a new solution method can expand the class of models which are known to be exactly solvable. To this day, the discovery of the free-fermion solution for the one-dimensional Ising model [24,28] is lauded as a wonderful piece of ingenuity and informs our understanding of free-fermion models at large.

The standard approach to finding a free-fermion solution to a many-body spin model is the blind application of Jordan-Wigner, followed by the identification of symmetries such that the Hamiltonian terms are reduced to quadratic order. The success of such an approach has largely been down to luck and intuition. The introduction of a recognition scheme [22] for many-body spin models that admit a generalized Jordan-Wigner type free-fermion solution was therefore significant because such a characterization reduces the guesswork for solving free-fermion models. However, not all models that admit a free-fermion solution do so via a generator-to-generator mapping. Examples of such models are few and far between in the literature, however, in Ref. [23], Paul Fendley solved a onedimensional many-body spin model that was previously considered to be interacting, by identifying the free-fermion modes and single particle energies. The solution method is elegant and simple; the modes are defined by sets of Hamiltonian terms which mutually commute and single-particle energies are given by reciprocals of roots of a polynomial. The obvious questions that followed were, 'why does this solution work?' and 'when can this solution method be applied more broadly to many-body models?' In Chapters 2 and 3 we answer these by identifying the graph theoretic invariants that allow for such an elegant and simple solution to work.

Graph theory has been utilized throughout the literature of quantum many-body physics, and indeed mathematical physics at large. Notwithstanding, the application of graph theory in Chapters 2 and 3 is unique: the graphs are defined in an unusual way, being dependent on a particular Pauli basis. In many cases, (hyper)graphs are used with vertices defined by Hilbert spaces and hyperedges
defined by the support of the Hamiltonian terms (in a basis independent way) ${ }^{1}$ [207]; such hypergraphs have an equivalent graph representation ${ }^{2}$ where the vertices are identified with the basis-independent Hamiltonian terms and adjacency determined by overlap in support of those terms [208]. As in Chapters 2 and 3, many-body models have been classified via a forbidden subgraph characterization before [209]. However, beyond the definition of the graphs used here, there also is an inherent novelty in the work presented as the solutions themselves are constructed using the graphical features; indeed, it would be difficult to imagine identifying the symmetries that are identified in either chapter, but perhaps more explicitly so those in Chapter 3, without doing so directly by their graphical structures. Furthermore, there is scope for this to continue. It would be completely unsurprising to discover an entirely new class of exactly soluble models that can be identified and then solved by graphical means.

In Chapter 2, we develop a general construction for finding and solving quantum lattice models with a free-fermion structure in one spatial dimension, using exactly the method introduced by Paul Fendley in Ref. [23]. Surprisingly, the results in Chapter 2 are neither contained within, nor do they completely contain, the traditional qubit-to-fermion maps given by Ref. [22],. This means that not all models which admit a free-fermion solution via a generalized Jordan-Wigner map can be solved using the methods developed in this chapter.

This disunity between the two classes of free-fermion model is rectified in Chapter 3. Here, the construction is expanded from one-dimensional systems to arbitrary spatial dimension. This expansion of Fendley's method requires the identification of a new set of 'local' symmetries and the modification of the solution method. The expansion also unifies the new framework with those of more traditional methods (Jordan-Wigner). The new classification for models which admit a free-fermion solution is a much larger class of graphs, meaning that the class of exactly soluble models has been greatly expanded.

As discussed in Chapter 3, the recognition condition is not conclusive, as it is not a necessary and sufficient condition. Indeed, it is known that there are free-fermion models beyond this set of results. Thus, one obvious avenue for further work would be to understand how these models might fit within the framework, and attempt to find a more complete set of conditions for free-fermion solubility, which includes those models which are non-generic. Another avenue that presents itself as interesting for further research is the inverse problem of finding fermion-to-qubit maps; in particular, finding compact qubit encodings for (interacting) fermon Hamiltonians. With the arrival of programmable quantum computers seemingly becoming closer with every passing day, it seems reasonable that we might want

[^3]to understand systems of interacting fermions. Simulating such systems would be made simpler if there was an effective description of the interacting fermionic system in terms of fewer spins.

In Chapter 4, we investigated the entanglment properties of a class of models which describe topologically ordered phases in two and three spatial dimensions. This family of models were never intended to describe any known physical system; rather, they are interesting because they can be solved exactly. Furthermore, this family of models capture the long-wavelength physics of topological states of matter that are known to exist in certain laboratory settings. Thus, the models provide a framework in which to study the physical properties of their 'more realistic' cousins, including properties of their anyonic excitations and their long-range entanglement.

It is precisely this last property that we have investigated in Chapter 4, where the topological entanglement entropy was calculated for two- and three-dimensional loop-gas models in the bulk and in the boundary. We show that the correction to the area law of entanglement is only present in the locality of the model where anyons are supported. Furthermore, we show how the magnitude of the correction is dependent on the properties of the anyon model that is present. This work is an extension of previous results which calculate the entanglement properties of Walker-Wang models in the bulk $[156,165,166]$. This extension to the understanding of topological entanglement entropy is made possible by the introduction of new diagnostics specifically for identifying topological order at the boundary of three-dimensional systems [167].

The consequences of the results derived in this chapter extend far beyond limited reach of the Walker-Wang and Levin-Wen exactly soluble models discussed. Such a understanding of the entanglement structure of topological systems can be applied more generally, which may be of particular interest to physical systems that can be fabricated in a lab for the purpose of developing the building blocks of topological quantum computing.
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[^0]:    ${ }^{1}$ Here we caution the reader that this definition differs slightly from that used in the graph-theory literature, where vertices with identical closed neighborhoods (which are therefore neighboring) are also referred to as twins. We will return to pairs of vertices with identical closed neighborhoods in Section 2.5.1.

[^1]:    ${ }^{1}$ We refrain from drawing arrows on the diagrams, instead using the convention that all lines are oriented upwards.

[^2]:    ${ }^{2}$ Private communications with David Aasen

[^3]:    ${ }^{1}$ A hypergraph is a graph where the edges can connect more than two vertices
    ${ }^{2}$ This is actually the line graph of the corresponding hypergraph

