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Abstract

The use of activity trackers in health education offers great potential to objectively

assess healthy behaviour learning. However, the current models and techniques used to

exploit and analyse their data mainly compare highly aggregated amounts of physical activity,

thus diluting the fine physical activity patterns contained in the granular tracker data. The

extraction of these latent patterns is valuable for health education because they may help

to better understand how interventions affect behaviours and how they change over time.

Physical activity patterns offer a more detailed view of how participants learn and offer the

possibility to encourage healthy behaviours when detected on time.

This thesis proposes data mining models and techniques to extract these finer physical

activity patterns that can then be used to analyse physical activity behaviours. This allows

performing elaborate intervention assessments and generating timely personalised feedback

during interventions.

In Chapter 1, we introduce the research questions and objectives. In Chapter 2, we present

a systematic literature review of the current state of data mining techniques that use physical

activity sensor data in health education to detect behaviour changes. We discuss common

challenges and opportunities to guide future work. In Chapter 3, we propose a data mining

method that highlights the nature and timing of behaviour changes for a more insightful

assessment of health interventions. In Chapter 4, we describe U-BEHAVED, an unsupervised

machine learning technique to detect significant physical activity behaviour changes and to

determine whether they become habitual as the health intervention unfolds. In Chapter 5,

we model physical activity behaviour changes to provide personalised feedback. Finally, we

discuss our work and describe how it answered the research questions.
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CHAPTER 1

Introduction

In recent years, technology has been playing an increasing and central role in supporting health

education interventions. Physical activity trackers have been widely adopted due to their

low cost and ability to unobtrusively and objectively monitor the participants’ daily physical

activity [84]. As they capture physical activity at a very high level of detail (e.g. 60Hz, second,

or minute), the participants’ steps and time spent at different physical activity intensities

can be accurately measured in free-living conditions. Such rich, objective, and unobtrusive

data offer an unprecedented opportunity to better support health education interventions and

understand their impact on physical activity.

In many studies, activity tracker data are often highly aggregated to analyse the participants’

learning by determining whether they have significantly increased their physical activity,

met their physical activity goals, or adhered to physical activity behaviour guidelines. This

information is clearly valuable to understand changes in physical activity during health

interventions. However, the highly detailed data from these trackers may contain latent insights

that become diluted within such high aggregation level. Examples of such insights are physical

activity distribution and shape throughout the day or week, the creation/change/deletion of

physical activity patterns, or how long behaviours are sustained over time.

Traditional intelligent teaching systems provide adaptable content and personalised automated

feedback using the interaction data via user interfaces (e.g. mouse, keyboard, tactile interface).

In physical domains, such as health and physical education, sports and any physical human

movement learning, these data sources involve various sensor data that provide information

about this physical learning (what the student is doing) and possibly map it to their knowledge

of the topic [68]. The fields of Educational Data Mining, Artificial Intelligence in Education

2
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(AIED) and Learning Analytics and Knowledge are interested in integrating the physical

dimension of learning to support learning by developing data mining techniques for extracting

learning behaviours. This concerns, for instance, learning martial arts, dance, and the use

of clinical equipment [69]. However, techniques for extracting meaningful information for

learning from sensor data focus on learning specific movements relative to a known standard

(or expert) movement pattern. In the case of an open learning domain, such as improving

physical activity behaviours, where there are no prescribed way or expert way to which the

learner’s physical activity can be compared, new methods are needed.

Detailed information about learners’ physical activity could be used for various applications

to support and improve health education. For instance, extracting learners’ daily behaviour

changes could help to scrutinise the impact of intervention programmes by analysing which

programme contents were more effective, and also to tailor such programmes by automatically

providing just-in-time relevant physical activity objectives and personalised feedback.

The aim of this thesis is to contribute to the development of data mining techniques and

models for extracting physical activity behaviours using the students’ physical activity data

captured by wearable accelerometer sensors in order to support their learning and assess

health education intervention programmes.

1.1 Research Questions

This thesis addresses two key research questions (RQ):

RQ1 Can data mining techniques and models help to assess the effectiveness of physical

activity interventions using activity sensor data?

RQ2 Can data mining techniques help to detect behaviour changes and generate personal-

ised feedback to support learning?

These research questions are addressed in four thesis objectives. Each objective is tackled

in a chapter of this thesis. Figure 1.1 shows how chapters 2 to 5 contribute to address these

research questions and specific objectives.



4 1 INTRODUCTION

Figure 1.1. Thesis overview

Thesis Objective 1: To map the state of data mining techniques and models to detect

physical activity behaviour changes. The detection of behaviour changes is valuable

information for health education and behaviour change health interventions. This information

allows a detailed analysis of how participants modify their physical activity. This helps to

understand how and when participants learn during interventions, thus allowing the objective

assessment of the intervention effectiveness. Its importance is reflected by the wide and grow-

ing range of artificial intelligence and data mining methods to detect and extract behaviour

changes in recent years. However, these techniques and models are diverse and come from

different research areas, making it difficult to determine what techniques/approaches are used,

what they provide, and what their limitations are.

The contribution of Chapter 2 is a systematic literature review of the current state of data

mining techniques used to analyse physical activity sensor data in health education in order to

detect behaviour changes. It also discusses common challenges and opportunities to guide

future work.

Thesis Objective 2: To propose a data mining method to understand at a finer level

the impact of health interventions on physical activities. The impact of an education

programme is usually evaluated by comparing aggregated data statistics from participants’

accelerometer sensors, thus generating an overall view of the intervention effectiveness.
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However, we hypothesise that highly precise sensor data may contain latent information on

important and essential aspects of physical activity that could support a much more complete

analysis of the interventions. For instance, the duration, intensity, distribution and frequency

of certain physical activity behaviours could offer a much more comprehensive examination

of how these behaviours were impacted by the intervention.

The contribution of Chapter 3 is a data mining method to assess in more detail the impact of

a health intervention. The method extracts the participants’ physical activity characteristics

from their accelerometer data, creating daily and hourly features. These are then clustered

and analysed to understand how participants’ physical activity behaviour changes, providing

a detailed view of the intervention impact on the participants’ behaviour. This method

emphasises the behaviour change types and timings, thus complementing the standard and

widely used statistical evaluations.

Thesis Objective 3: To develop a data mining technique for the early detection of

behaviour changes using periodically streamed physical activity data. The aim of health

education interventions is to allow people to learn healthy physical activity behaviours and

sustain them. Therefore, it is very important to identify during such interventions whether new

physical activity behaviours emerge and whether they are maintained over time. Their early

detection can allow reinforcing new healthy behaviour changes and discouraging unhealthy

behaviours before they become established. This may increase the intervention adherence and

effectiveness. The automated periodic detection of behaviour changes during an intervention

would provide key information about the participants’ learning that could allow developing

artificial intelligence health education systems to support their learning as the intervention

unfolds.

The contribution of Chapter 4 is U-BEHAVED (Unsupervised BEhaviour and HAbits Very

Early Detector), an unsupervised data mining algorithm that periodically detects significant

changes in physical activity behaviour and whether they become habitual. Using the par-

ticipants’ step data streamed from wearable sensors it compares current physical activity

behaviours to recent previous ones using rolling time windows to detect any substantial change
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and whether it is repeated over time. The automated detection of physical activity behaviour

changes offers the opportunity of modelling these behaviours to create personalisation in

health education, paving the way to generate and trigger detailed individual feedback to

participants and to adapt the health education programmes in function of each participant’s

specific behaviours.

Thesis Objective 4: To build a learner model to create automated personalised feedback

in order to support students’ learning on the basis of their physical activity behaviour

changes. The widespread use of physical activity tracking sensors in health education opens

the possibility of extracting physical and motor ability domain interactions and then incor-

porating them into AIED systems to drive personalised feedback to support the participants’

learning. There are three challenges involved. First, the participants’ physical activity beha-

viour changes must be detected continuously using trackers data. Second, the participants’

relevant behaviour change attributes must be integrated into a learner model. Third, timely

personalised feedback must be generated and provided.

The contribution of Chapter 5 is the integration of the physical domain into a learner model to

provide automated personalised feedback based on behaviours. Physical activity data from

the participants’ trackers are retrieved and analysed continuously by a set of unsupervised

window-based algorithms that feed relevant behavioural-related learner attributes. Based on

the participant’s learner attribute values, timely and personalised feedback can be generated

as a narrative to support learning.

1.2 Thesis Contributions

The contributions of this thesis are as follows:

• Chapter 2: A novel systematic review that maps the current state of data mining

techniques used to capture physical activity sensor data in health education in order

to detect behaviour changes.
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• Chapter 3: A novel method to thoroughly assess the impact of a health education

intervention.

• Chapter 4: A novel unsupervised algorithm for the early detection of significant

physical activity behaviour changes.

• Chapter 5: A novel method that integrates physical activity behaviour changes into a

learner model to generate automated personalised feedback.



CHAPTER 2

Mining Sensor Data to Assess Changes in Physical Activity Behaviours

in Health Interventions: A Systematic Review

Sensors are increasingly used in health interventions to unobtrusively and continuously

capture participants’ physical activity in free-living conditions. The rich granularity of sensor

data offers great potential for analysing patterns and changes in physical activity behaviours.

The use of specialised machine learning and data mining techniques to detect, extract, and

analyse these patterns has increased, helping to better understand how participants’ physical

activity evolves. This chapter aims to identify and present the various data mining techniques

employed to analyse changes in physical activity behaviours from sensors-derived data in

health education and health promotion intervention studies. This chapter addressed two main

research questions: (1) What are the current techniques used for mining physical activity

sensor data to detect behaviour changes in health education or health promotion contexts?

(2) What are the challenges and opportunities in mining physical activity sensor data for

detecting physical activity behaviour changes? We performed a systematic review using the

Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines,

resulting in 19 articles included for analysis. The main findings are that the main sensors

used were accelerometers, sometimes in combination with another sensor (37%). Data

were collected over a period ranging from 4 days to 1 year (median: 10 weeks) from a

cohort size ranging between 10 and 11,615 (median: 74). Data pre-processing was mainly

carried out using proprietary software, generally resulting in step counts and time spent in

physical activity aggregated predominantly at the daily or minute level. The main features

used as input for the data mining models were descriptive statistics of the pre-processed

data. The most common data mining methods were classifiers, clusters, and decision-making

8
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algorithms and these focused on personalisation (58%) and analysis of physical activity

behaviours (42%). Mining sensor data offers great opportunities to analyse physical activity

behaviour changes, build models to better detect and interpret behaviour changes, and allow

for personalised feedback and support for participants, especially where larger sample sizes

and longer recording times are available. Exploring different data aggregation levels can

help detect subtle and sustained behaviour changes. However, the literature suggests that

there is still work remaining to improve the transparency, explicitness, and standardisation

of the data preprocessing and mining processes to establish best practices and make the

detection methods easier to understand, scrutinise, and reproduce. This chapter is based on

work published in [30].

2.1 Introduction

Wearable sensors are increasingly employed in health interventions because of their ability to

track participants’ physical activity in an unobtrusive, continuous, and precise manner under

free-living conditions [84]. In the context of health promotion, sensor data are commonly

used to objectively assess interventions by monitoring physical activity changes and progress

toward compliance with public health physical activity guidelines [16]. The rich data captured

by activity sensors contain information about the participants’ physical activity, potentially

unlocking valuable insights into physical activity behaviours patterns [93], for instance by

identifying when and how often they make a physical activity behaviour change and whether

the behaviour change is significant and must be encouraged. These insights can help to

advance the understanding of how interventions affect physical activity behaviours and how

behaviours change, thereby scaffolding the design of future interventions, and enhancing their

outcomes, efficacy, and adherence.

In the last decade, a growing number of artificial intelligence and data mining models and

techniques have been developed to detect and extract these latent physical activity patterns

beyond the typical summaries of pre- and post-intervention daily steps or time spent in various

physical activity levels. In this systematic review, we aimed to describe the data mining
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models and techniques currently used to detect physical activity with a focus on behaviour

changes. We discuss their value, identify gaps or challenges, and highlight opportunities. The

following research questions (RQs) guided this review:

RQ1 What are the current techniques used for mining physical activity sensor data to

detect behaviour changes in health education or health promotion contexts?

RQ1.1 What are the types of sensors used and what data are collected?

RQ1.2 How are data preprocessed?

RQ1.3 What features are used to detect behaviour changes?

RQ1.4 What are the data mining models and techniques used to detect behaviour

changes?

RQ1.5 What are the interpretation of data mining models used for?

RQ2 What are the challenges and opportunities in mining physical activity sensor data for

detecting physical activity behaviour changes?

The RQ1 subquestions were established following the reasoning and order of the process of

knowledge discovery in databases [43]. Figure 2.1 summarises this process and maps each

step with the relevant RQ1 subquestion.

Figure 2.1. Knowledge discovery in database steps (in grey) and RQ1 subquestions (in blue)

2.2 Methods

2.2.1 Design

For this systematic review, we followed the Preferred Reporting Items for Systematic Reviews

and Meta-Analyses (PRISMA) guidelines [64] and used the Rayyan QCRI web application

[81] to manage the review process. We identified studies by searching the Association for
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Computing Machinery (ACM), IEEE Xplore, ProQuest, Scopus, Web of Science, Education

Resources Information Center (ERIC), and Springer digital libraries. We also searched

Google Scholar to identify grey literature and extracted the first 100 results. For this scholarly

reference search, we used the following query: (education OR promotion OR "behaviour

change") AND ("data mining" OR "machine learning" OR "artificial intelligence") AND

(sensor OR accelerometer OR tracker OR wearable) AND "physical activity" AND health.

All extracted scholarly references had been added to the database at the latest on the search

day (May 28, 2021).

When building the query, we initially explicitly included the term "Health Education", however,

we found scarce references using this specific term, therefore we adapted the term by using

the keywords ’education’, ’promotion’ or "behaviour change". Similarly, a wide range of

terms are used to name devices that record physical activity, so we attempt to capture them by

using the terms ’sensors’, ’accelerometer’, ’tracker’ and ’wearable’.

We included all references that met the following inclusion criteria:

• Full-length articles

• Peer-reviewed articles in journals or conference papers

• Articles that used data mining techniques for data from physical activity wearable

sensors

• Articles that included physical activity data

• Articles on applied health education/promotion or on behaviour change scenarios

• Articles that used well-known data mining techniques, such as classification, regres-

sion, clustering, association and sequence algorithms, as well as specific algorithms

to model physical activity data

We excluded all articles that met at least one of the following exclusion criteria:

• Use of analytics without data mining

• Studies on animals (e.g. accelerometers on dogs)

• Self-quantification without a health education or health motivation component
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• Dissertations and theses, due to lack of a peer review process

• Systematic reviews, reviews and meta-analyses

• Healthcare applications without a health education or motivation for behaviour

change component

• Specific movement detection (abnormal gait, falls)

• Aid for sport training (e.g. maintaining heart rate, postures, specific movements)

2.2.2 Search Outcome

The number of references extracted from each electronic database is summarised in Table 2.1.

TABLE 2.1. Number of references extracted from each database

Database Query Result (N)
ACM 584

IEEE Xplore 12
ProQuest 1678
Scopus 44

Web of Science 16
ERIC 2

Springer 1952
Google Scholar 100

Following the PRISMA methodology, we retrieved 4,388 references from the sources lis-

ted in Table 2.1. We then removed 415 duplicates, leaving 3,973 unique references that

were screened by reading their titles and abstracts. Using the inclusion/exclusion criteria,

we excluded 3,688 references and selected 285 publications. After full-text reading, we

excluded 266 references: 33 on activity recognition, 5 on data mining, 24 on systems, 31

on rehabilitation, 39 not on behaviour changes, 54 without data mining, 51 not on health

education/promotion, 13 not on physical activity, and 16 reviews. At the end of the selection

process (summarised in Figure 2.2), we retained 19 references for this systematic review.
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Figure 2.2. Study inclusion flowchart according to the PRISMA methodology

2.3 Results

2.3.1 Overview

The 19 included articles were published between 2013 and 2021. Their number per year

increased from one in 2013 to two in 2017 and up to five in 2018. Subsequently, the number

of publications decreased to a mean of three per year.

The selected articles were published in conferences and journals focused on five different

themes (Table 2.2): Medical and Public Health, Medical and Health Informatics, Human

Computer Interactions, Physical Human Behaviour, and Engineering and Science. The three

most popular themes were Medical and Health Informatics, Human Computer Interactions,

and Engineering and Science (15/19, 79%). Among the included articles, four were published
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TABLE 2.2. Conferences proceedings and journals in which the included articles were
published (N=19)

Theme Conference proceedings and journals Reference
Medical and Public
Health

BMJ Open [4]
Public Health Nutrition [62]

Medical and Health
Informatics

JMIR mHealth and uHealth [114] [86] [47]
JMIR Public Health and Surveillance [46]
Journal of Biomedical Informatics [102]

Human Computer
Interactions

Proceedings of the ACM on Human-Computer Interaction [116]
User Modeling and User-Adapted Interaction [48]
Journal of Ambient Intelligence and Humanized Computing [12]
Multimedia Tools and Applications [5]
Adjunct Publication of the 26th Conference on User Modeling,
Adaptation and Personalization

[98]

Physical Human
Behaviour

Journal of Behavioral Medicine [45]
Journal of Electromyography and Kinesiology [53]

Engineering and
Science

Applied Sciences [18]
Sensors [36]
Springer Proceedings in Complexity [74]
IEEE Access [34]
International Conference on Industrial, Engineering and Other
Applications of Applied Intelligent Systems

[75]

Journal of Medical Internet Research (JMIR) publications: three in JMIR mHealth and

uHealth, and one in JMIR Public Health and Surveillance.

2.3.2 Sensor Types and Data Capture

The characteristics of the sensors (e.g. number and type) used to capture physical activity

behaviours and of the collected raw data are summarised in Table 2.3.

The length of data recordings varied between 4 days and 1 year, with a median of 70 days.

Recording lasted ≤ 7 days in two studies, between 3 and 5 weeks in six studies, between 10

and 16 weeks in eight studies, and ≥ 6 months in three studies.

The number of participants varied between 10 and 11,615, with < 30 in five studies, between

30 and 299 in ten studies, and ≥ 300 participants in four studies.
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TABLE 2.3. Number of sensors, device type and model used, and raw data generated

Number of
sensors

Sensor type Device and Model Raw data Reference

Single Accelerometer ActiGraph GT1M uniaxial Uniaxial Accelerometry [62]
GENEActiv triaxial accelerometer Gravity-subtracted Signal Vector Mag-

nitudes (SVMgs) per second
[34] [47]

Generic device from the mobile phone Acceleration (sample rate not specified) [4] [114]
Triaxial accelerometer (HJA-350IT, Active
Style Pro, Omron Healthcare Co, Ltd)

Triaxial Acceleration (6Hz) [46]

Fitbit Triaxial Acceleration (sample rate not spe-
cified)

[116]

Fitbit Flex Triaxial Acceleration (sample rate not spe-
cified)

[36]

Fitbit Charge HR and Fitbit Flex Triaxial Acceleration (sample rate not spe-
cified)

[102]

Fitbit One Triaxial Acceleration (sample rate not spe-
cified)

[75]

Not specified Not specified [74]
Smartphone and Actigraph (GT3X model) Triaxial Acceleration (sample rate not spe-

cified)
[98]

Combination Accelerometer and heart rate monitor Mix of devices and models Accelerometry, heart rate monitor, physical
activity information and user information
(sample rate not specified)

[18]

Accelerometer, Global Positioning System
(GPS), self-log physical activity and food

Smartphone Smartphone accelerometry, GPS data, phys-
ical activity and food logs with sample rate
specified

[86]

Activity tracker, smart scale and smartphone
(what they ate and drank in the Fitbit app)

Fitbit Flex 2 activity tracker, Yunmai smart
scale, smartphone

Accelerometry, weight and food logs
(sample rate not specified)

[45]

Accelerometer, gyroscope and magnetic
compass

ProMove-3D (developed by Inertia Techno-
logy)

Accelerometry (sample rate not specified) [53]

Accelerometer and GPS Smartphone Accelerometry and GPS (sample rate not spe-
cified)

[12]

Triaxial accelerometer, heart rate monitor,
GPS, 3-axis gyroscope, digital compass, alti-
meter, light sensor

Samsung Gear Fit and Fitbit Surge Accelerometry, heart rate data, GPS, 3-axis
gyroscopes, digital compass, altimeter, light
sensor (sample rate not specified)

[5]

Accelerometer, heart rate and smart scale Nokia, models not specified Accelerometer, heart rate data and smart
scale (sample rate not specified)

[48]
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All included studies used accelerometer sensors. We could categorise these devices into three

groups:

• Commercial wrist-worn wearable accelerometers that are consumer-grade devices

with a sample rate between 30 Hz and 60 Hz, such as Fitbits [45] [102] [36] [75]

[116], Samsung Gear [5], and Nokia [48].

• Smartphone accelerometers with a sample rate usually set to 50 Hz and up to 100

Hz, in which data were collected via an application installed in the smartphone [86]

[12] [98] [4] [114].

• Scientifically validated wearable accelerometers with a sample rate up to 100 Hz,

such as ActiGraph [62], GENEActiv [34] [47], and other devices developed for

healthcare [46] [53].

In 7 out of the 19 (37%) selected studies, accelerometers were used with other sensors, such

as global positioning system (GPS) tracking [12] [86] [5], compass position tracking [53] [5],

heart rate trackers [18] [5], smart scales [48] [45].

The recorded raw data varied in function of the sensor characteristics, including sampling

frequency, accuracy, and axis number. Moreover, other sensor features, such as battery

duration and storage capacity, affected the recording length. For instance, a long battery life

and high storage capacity enable longer recording without interruptions.

Table 2.4 summarises the number of participants and data recording duration for the included

studies.
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TABLE 2.4. Length of data recording and number of participants among the included
studies

Length of recording category Length of recording Number of participants Reference
1 to 7 days 4 days 1714 [62]

7 days 215 women [46]
1 to 5 weeks 3 weeks 17 [86]

3 weeks 48 [116]
1 month 14 [5]
4 weeks 24 adolescents [47]
4 weeks 74 children [98]
5 weeks 87 children [34]

6 to 20 weeks 10 weeks 11 [98]
10 weeks 64 [114]
3 months 10 [53]
12 weeks 48 [36]
12 weeks 108 [75]
3 months 269 [18]
12 weeks 2472 [74]
16 weeks 52 [45]

21 weeks to 1 year 6 months 276 [4]
6 months 500 [12]
1 year 11615 [48]

2.3.3 Data Pre-processing

Raw data extracted from sensors need to be transformed into variables that will contribute

to generate the input features for data mining models to detect physical activity behaviour

changes. Table 2.5 provides a summary of the initial transformation and the resulting pre-

processed data.

The pre-processing of the raw data from sensors was carried out in two ways. The first

approach was to use proprietary programs to transform sensors’ data directly into the resulting

pre-processed data without specifying whether there was an initial pre-processing such as

that used to generate steps, metabolic equivalents (METs), calories, heart rate, or exercise

characteristics (type, duration, distance, or frequency). The second approach was to produce

intermediate data that were then transformed in the resulting pre-processed data using a

custom pre-processing tool. For instance, to generate Physical Activity Levels (PALs), raw

data were first transformed into MET, activity classes, or signal vector magnitudes.



18 2 LITERATURE REVIEW

TABLE 2.5. Summary of data pre-processing variables.

Resulting/initial pre-processing Reference

Steps
Unknown (proprietary program) [114], [4], [45], [116], [75], [48], [36], [102], [5]

Metabolic equivalents
Unknown (proprietary program) [18]

Calories
Unknown (proprietary program) [45], [5], [86]

Exercise characteristics*
Unknown (proprietary program) [18], [5], [86]

Sleeping time
Unknown (proprietary program) [48], [5]

Weight
Unknown (proprietary program) [48], [45]

Heart rate
Unknown (proprietary program) [18], [5]

Physical activity levels
Signal vector magnitudes [34], [47]
Physical activity counts [62]
Metabolic equivalents [46]
Activity Classes [98]
Not specified [74]

Integrals of the moduli of acceleration signals
Integrals of the moduli of acceleration signals [53]

Actual activity level**
Not specified [12]

*Type, duration, distance, frequency;**Definition of activity level was not specified.

The resulting pre-processed data were mainly activity characteristics (steps count, PAL,

integrals of the moduli of acceleration, activity types, duration, distance travelled, and

frequency) and energy expenditure (MET and calories). Step count from smartphones and

commercial wrist-worn devices was the most frequent, followed by PAL from research-grade

devices.

The resulting pre-processed data were aggregated at different time levels (Table 2.6). Day and

minutes were the most frequent time levels of aggregation. Generally, PAL and MET were

aggregated per minute. Calories and step counts were calculated per day.
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TABLE 2.6. Aggregation level of the resulting pre-processed data

Month Week Day Hour Minute Seconds Not specified Reference
X X X X [5]

X [114]
X [4]
X [116]
X [75]
X [45]
X [48]

X X [18]
X [36]

X [62]
X [46]
X [102]
X [98]

X [34]
X [47]

X [74]
X [53]
X [86]
X [12]

2.3.4 Features Used to Detect and Extract Behaviour Changes

The features of the data mining models were mostly generated from the sensors’ pre-processed

data and, in some cases, from other sources (non-sensor data). Table 2.7 provides the features

categorised with respect to the function of their source: accelerometers, other sensors, and

non-sensor devices.
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TABLE 2.7. Features used for data mining to detect behaviour changes.

From accelerometers From other sensors From non-sensor devices Reference
Number of minutes of activity in the last day, cumulative number of minutes
of activity this week, fraction of activity goal, fraction versus expected
activity goal at this point in the week

Number of days since each
feedback message was sent

Age, gender, language, 8-item
Patient Health Questionnaire
(depression) score

[4]

Not specified Not specified Not specified [53]
Monthly mean metabolic equivalent of task, effective exercise time, type,
frequency

Monthly mean exercise and
resting heart rate

Gender, height, weight, age [18]

Days where physical activity goal is met Sum of days with self-
monitored weight, days with
self-monitored eating, days
where calorie goal is met,
weight loss in pounds

Number of days in the interven-
tion period

[45]

Consecutive daily segments of steps, consecutive daily segments of sleep - - [48]
Actual activity level - Desired activity level, inten-

tion (attitude, subjective norms,
perceived behavioural control),
habit and 16 demographic fea-
tures (e.g. age, gender, marital
status)

[12]

Hour of the workday, number of steps for that hour, number of steps in
the past hour, total number of steps till that hour, mean number of steps of
workdays

- - [36]

Physical activity frequency and calories - - [86]
Daily steps and goal - - [114]
Total and mean hourly, daily, weekly and monthly sleep duration, sleep
calories, exercise duration, exercise distance, exercise calories, step count,
step distance, step calories, body mass index, and basal metabolic rate

- Height (cm), weight (kg), age,
gender

[5]

Hourly and daily frequency and mean time spent in moderate to vigorous
physical activity bouts of at least 3, 10 and 30 seconds, and in sedentary
bouts of at least 60, 120, 300 seconds

- - [34]

Total daily time spent in light/moderate/vigorous physical activity, total
daily number of steps, and a binary goal achievement feature

- - [47]

Mean metabolic equivalent of tasks per minute, mean moderate to vigorous
physical activity per minute

- - [46]

24-hour mean physical activity count on weekdays and 24-hour mean
physical activity count on weekends

- - [62]

Steps, physical activity level and bouts count, mean, percentages, ratios
and SD. Circadian rhythm time series statistics and texture features from
an image processing technique

- - [102]

Impact of online community (sharing my PAL level with peers), target
physical activity level and goal achievement

- - [74]

Physical activity level per minute - - [98]
Daily steps - Psychological questionnaire

scores for self-efficacy, bar-
riers, social norm, long-term
goals, intentions, satisfaction,
outcome expectations

[75]

Daily steps Motivation to exercise (Likert
scale)

Iowa-Netherlands Compar-
ison Orientation Measure-23
(INCOM-23) for social com-
parison (psychometrics)

[116]

Most of the included articles used descriptive statistics to present the pre-processed data as

features, for instance total number of steps per day [114] [5] [47] [75] [116], mean number of

steps per day [5], or physical activity count per hour [62]. Other studies created windows or

segments of time to calculate physical activity characteristics, including segments of steps or

sleep [48] and physical activity bouts [34] [102]. Other articles used the pre-processed data to

calculate the participants’ step achievements, such as whether they reached their step goal
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[114] [45] [47] [74]. [102] used more complex features, such as the ratio between the most

active and least active period, or the circadian rhythm strength.

In addition to the features derived from sensors, others were created from measurements

carried out during the intervention by scientists, such as the number of days that a person

participated in the intervention [45] and anthropometric [4] [18] or psychological [12] [75]

[116] characteristics. Data were collected through surveys/questionnaires or interviews with

participants.

2.3.5 Data Mining

Table 2.8 summarises the data mining methods and specific algorithms used by the selected

articles.

Clustering was the most used method, particularly the K-means algorithm. Indeed, in health

interventions, the physical activity performed by each participant varies in duration, form,

and intensity. Therefore, an algorithm that clusters physical activity behaviours is required to

analyse them. The unsupervised K-means algorithm is suitable for this task. Indeed, due to

its simplicity and ease of use, this is one of the most popular options for data mining [110].

Decision-making algorithms and classifiers were the second most used methods. Both rely

on supervised algorithms that use physical activity characteristics as a method for predicting

when and/or what information must be delivered to individual participants for increasing their

physical activity. Other algorithms were also tested to extract physical activity behaviours,

such as social cognitive and contagion models, physical activity windows permutations, and

recommendation algorithms.
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TABLE 2.8. Data Mining Methods and Algorithms

Data mining method Algorithm Reference

Classifiers

K-Nearest-Neighbour and Support Vector Machine [53]
Random Forest [36]
Random Forest and Weighted Score [98]
Shallow Neural Networks [12]

Clustering techniques
K-means [34], [47], [62], [46]
Agglomerative [18]
Partitioning Around Medoids and Reinforcement Learning [48]

Decision-Making
Algorithms

Multi-Armed Bandit [86]
Multi-Armed Bandit Upper Confidence Bound [45]
Reinforcement Learning Multi-Armed Bandit [4]
Behavioural Analytics Algorithm [114]
MAB [116]

Social Cognitive Model Social cognitive model for predicting exercise behaviour
change

[75]

Social Contagion Model Social contagion model combined with a linear model [74]

Physical Activity Change
Detection

Small window permutation-based change detection in activity
routine

[102]

Recommendation Genetic algorithms and pareto optimality [5]

Classifiers. [53] used a k-nearest-neighbour model and a support vector machine to determ-

ine whether a specific time of the day was suitable for sending a motivational message to

optimize adherence to the intervention. [36] used a tree and tree-based ensemble algorithm

classifiers to predict whether users will achieve their daily physical activity goal. On the

basis of this prediction, a personalised physical activity coaching program was proposed. [98]

developed gamified personalized feedback using a score model depending on the physical

activity change detected from accelerometer data. [12] predicted the likelihood that the

physical activity level of a given patient was too low. They also predicted which patients were

at higher risk of not adhering to the prescribed therapy to optimise their physical activity.

Clustering Techniques. [62] grouped participants in two clusters on the basis of their

step counts (one more active than the other), and analysed them to better understand these

physical activity patterns. [34] used a clustering-based approach for a more insightful analysis

of the participants’ physical activity behaviour and of the nature of the physical activity

behaviour changes, if present. [47] clustered physical activity levels and daily step goal

achievement to assess the adherence to a health programme. [46] identified physical activity
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clusters to analyse and compare sociodemographic features and cardiometabolic risks among

participants belonging to these clusters. [18] clustered the participants’ physical activity and

then established a system to adapt the exercise programme for the next week as a function of

the individual physical activity behaviour change. [48] clustered the participants’ physical

activity to generate groups of habits recommended by a system to the participants with the

objective of changing their physical activity to obtain weight loss effects.

Decision-Making Algorithms. [86] generated personalised suggestions in which users were

asked to continue, avoid, or make small changes to their existing physical activity behaviours

in order to help them reach their physical activity goals. In [45] developed an algorithm,

that could personalise and optimise the physical activity levels during the intervention as a

function of the amount of physical activity performed. [4] generated personalised messages

for participants in the intervention to increase their physical activity and consequently, the

intervention effectiveness. [114] adapted the step goal settings of the intervention depending

on the physical activity behaviour change. [116] personalised social comparison among

participants to motivate them toward improving their physical activity behaviour.

Social Cognitive Model. [75] developed a model that simulates changes in physical activity

levels over two to twelve weeks to optimise the participants’ health outcome.

Social Contagion Model. [74] used a social contagion model to explain the physical activity

level dynamics in a community.

Physical Activity Windows Permutations. [102] proposed a window-based algorithm to

detect changes in segments of users’ physical activity behaviour to motivate progress toward

their goals

Recommendation Algorithms. [5] used Genetic Algorithms and Pareto Optimality to

compare the participants’ and peer community’s data to help participants interpret physical

activity data and to generate personal lifestyle improvement recommendations.
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2.3.6 Interpretation of the Data Mining Models

The resulting data mining models detecting PA behaviour changes were used for several

purposes, as summarized in Table 2.9 and below.

TABLE 2.9. Main uses of the resulting data mining models

Main use Reference
Personalised feedback [4], [53], [98], [48], [12], [86]
Personalised programme [18], [45], [36], [114]
Support for self-reflection [5]
Cohort analysis of the intervention impact on physical
activity

[34], [47], [46], [62], [102]

Analysis of the social component effects on physical
activity

[74], [75], [116]

Personalised Feedback. The physical activity behaviour changes extracted from parti-

cipants’ data were used to promote physical activity by creating and sending personalised

messages that reported the behaviours and gave suggestions for achieving the previously

established physical activity goals. For instance, [4] built a system that detects the parti-

cipants’ physical activity behaviour changes and generates personalised daily text messages

with custom timing, frequency, and feedback about their step count/goal and motivational

content. [53] built a system that chooses the best suitable time to send a message with

personalised intention, content, and representation. [98] created an application with gamified

feedback where different avatars are awarded based on the participant’s daily physical activity

behaviour. [48] suggested personalised physical activity patterns based on the participants’

physical activity patterns. [12] detected the participants’ physical activity behaviour while

commuting and suggested how to increase it. [86] generated personalised simple physical

activity suggestions (continue, avoid, or make small changes).

Personalised Programmes. The physical activity intervention programme and objectives

are adapted to each participant’s needs. For instance, [18] created a guided exercise prescrip-

tion system that adapts as the participants’ physical activity behaviour changes. Similarly, [45]

changed the participant’s exercise intensity suggestion depending on their physical activity
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behaviour achievements. On the basis of each participant’s step count progress, [36] suggested

new daily step objectives. [114] used push notifications to deliver daily step goals.

Support for Self-Reflection. Algorithms can help participants to interpret their physical

activity behaviour changes. For example, [5] used an algorithm to assist in the interpretation

of the participant’s physical activity data by comparing them with those of the peer community

and to generate personalised recommendations to achieve their daily goals.

Cohort Analysis of the Intervention Impact on Physical Activity. These algorithms

detect physical activity behaviour changes in participants that allow analysing the intervention

impact. For example, [46] determined physical activity patterns in women throughout the day

that could help to develop more personalised interventions and guidelines. [34] analysed the

changes in physical activity behaviour (bouts and frequency) during an intervention. [47]

tracked the participants’ adherence to the physical activity international recommendations

during an intervention. [62] identified physical activity patterns associated with specific

subgroups of people who participated in an intervention. [102] analysed the participants’

physical activity changes during an intervention by comparing multiple time windows.

Analysis of the Social Component Effect on Physical Activity. These algorithms analyse

the psychosocial influences on the participants’ physical activity. For example, [74] analysed

the physical activity dynamics in a community using a social contagion model. [75] analysed

the physical activity dynamics in a networked community using social cognitive theories,

and [116] personalised social comparison during an intervention to increase the participants’

physical activity.

The main uses can be classified in two groups. The first group, composed of around 11

out of the 19 (58%) selected studies, aimed to generate personalised feedbacks/physical

activity programmes to scaffold and support physical activity behaviour changes among

participants. Indeed, researchers seem inclined to generate greater personalisation because it

increases the intervention efficiency, effectiveness, enjoyment and reliability [19]. The second

group, composed of 8 out of the 19 (42%) selected studies, sought to analyse the impact
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of interventions on the participants’ physical activity. Specifically, these studies analysed

the intervention impact on physical activity at the cohort level to assess health education

interventions, and analyse participants’ physical activity to show them their behaviours and

help to understand them. The main objective of both groups was to explore how physical

activity behaviour patterns relate to the intervention effectiveness, which can add new evidence

on how to create more effective interventions [108].

2.4 Discussion

We found 19 articles about data mining models and techniques to detect physical activity be-

haviour changes in health education or promotion studies, and their number has progressively

increased over time. In this section, we discuss the principal findings, identify opportunities

and challenges for future research directions, and present the limitations of this systematic

review. The discussion is structured using the research questions as a guide.

2.4.1 Principal Findings: Opportunities and Challenges

Sensor types and data capture. All selected studies used accelerometer sensors to capture

physical activity behaviours. While 7 out of the 19 (37%) studies utilised accelerometers

exclusively, the rest employed them with other sensors. Non-accelerometer sensors capture

additional information that may be relevant to physical activity (such as work/school schedule,

itineraries, and sleep patterns [99]) and could yield auxiliary features for the data mining

models. For instance, GPS sensors provide the number of kilometres and location of physical

activity performed.

The median number of participants in the selected studies was 74, and participants were

mainly young or middle-aged adults. This low number of participants and the skew toward

adults may have generated biased data mining models that can detect and find behaviour

changes only in a specific population. Different population groups behave differently and

should be studied independently. For instance, physical activity behaviours are different in

children and adults [16]. Some of the studies focused on groups with specific physical activity
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behaviours, such as children [98] [34], adolescents [47] and women [46]. However, some

population groups with distinctive physical activity patterns, such as pregnant women [14]

and people with health conditions or disabilities [103], may need custom detection models.

In 15 out of the 19 (79%) included studies, data were recorded for less than 3 months.

Therefore, the current methods for detecting physical activity behaviour changes have been

developed mostly for capturing short-term patterns, making the conclusions valid only for

short periods. To detect medium- and long-term physical activity behaviour changes, studies

with more extended recording periods are needed, such as the study by [48] based on data

collected during 1 year. Moreover, new methods to detect extended (e.g. annual or seasonal)

physical activity patterns are required to study how the participants’ behaviour and habits

change over time. An increase in the participants’ number and recording length will lead

to new challenges related to big data analysis, such as efficient data management and data

mining processing speeds.

Data pre-processing. Many of the selected studies used commercial accelerometers that

allow only the retrieval of aggregated pre-processed data using proprietary software (i.e.

number of steps per minute), without being transparent on how data were pre-processed (i.e.

how steps were calculated from the accelerometry data). This data pre-processing black box

makes it impossible to determine the quality of the captured physical activity data and makes

the data mining results scientifically irreproducible. Conversely, in studies that used medical-

grade accelerometers, the accelerometry data were explained in detail and the pre-processing

steps were documented and referenced.

We found a lack of standard procedures for data pre-processing that made it challenging to

compare the study results and conclusions. Indeed, if data are not pre-processed correctly, this

could cause the transfer of incorrect information to the features and then to the data mining

models. This could lead to the creation of inaccurate models, thus limiting the study validity.

Data cleaning is a good example of this issue. Indeed, the best procedure to eliminate the

non-wearing time remains unclear along with the impact on the accuracy of the resulting. If

non-wearing time is poorly removed, features can generate a physical activity underestimation
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by recognising non-wearing time as sedentary behaviour when it is not. Moreover, if sensor

data concerning changes in accelerations while commuting by car or bus are not completely

removed, they will be erroneously classified as steps, thereby overestimating physical activity

in the model and in the conclusions. Similarly, sedentary activities could be overestimated if

sleep time is not correctly removed.

Most of the selected studies aggregated information by day or minute. Although data aggreg-

ation is useful when comparing general features of physical activity behaviours, such as daily

steps, this procedure may overlook subtle behavioural changes that can be crucial for detecting

major physical activity behaviour changes. For instance, if a person who walks every morning

decides to change their behaviour and starts to walk at night, the sum of daily steps will be

the same, but this new behaviour will not be detected. Conversely, it could be detected if the

aggregation level is changed to the hour. To detect these and other subtle behaviour changes,

physical activity should be analysed simultaneously at different aggregation levels, and new

time frames should be created to match daily habits and behaviours, such as periods of the

day (e.g. morning, afternoon) or participants’ office hours.

Features used to detect and extract behaviour changes. Most of the pre-processed data

were transformed into features that are simple descriptive statistics, such as the total time

spent at a specific PAL or the mean number of steps. These features are valuable to detect

behaviour changes, but they mainly capture the physical activity intensity and the physical

activity presence or absence. Yet, physical activity has more valuable characteristics that

vary during physical activity behaviour changes and that can help to detect such behaviour

changes, such as the length of physical activity levels bouts or the amount of time spent doing

physical activity. These physical activity characteristics can be extracted from current sensor

data. For instance, [47] explored different moderate to vigorous physical activity bout lengths,

and [102] assessed the circadian rhythm. International physical activity guidelines can serve

as inspiration to identify new physical activity features. For instance, according to the World

Health Organisation recommendations, adults should perform muscle strengthening activities

(involving all major muscle groups) at moderate or higher intensity at least twice per week

[16]. This calls for the creation of features that capture the muscle activity type, intensity,
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and frequency. Moreover, most of the included studies used only physical activity-derived

features to detect behaviour changes, and did not consider relevant non-physical activity data

associated with physical activity changes, such as the participants’ weight and quality of sleep.

Some studies captured non-physical activity data, but they did not use them to detect physical

activity changes. For instance, [86] used only physical activity-derived data (physical activity

frequency and calories burned) to detect behaviour changes, although they also recorded the

participants’ food intake, thus excluding their caloric intake that is closely related to weight

and the amount of physical activity participants are likely perform.

The use of simple descriptive statistics as features and the exclusion of non-physical activity

data associated with behaviour changes indicate that sensor data were underexploited and

that the features used to detect physical activity behaviour changes are still underdeveloped.

Including new physical activity characteristics and new non-physical activity features could

help to better understand the nature of physical activity changes and how these features

influence physical activity behaviour changes, ultimately increasing the model detection

accuracy.

Data mining models and techniques. Most studies used off-the-shelf classifiers, clusters,

and decision-making algorithms to detect physical activity behaviour changes. We expected to

find tailor-made algorithms because in health education settings, it is important to find specific

physical activity patterns in participants of different classes who follow learning modules

with different contents, and with different physical activity goals. Moreover, we noticed that

most authors did not explain how they chose the algorithms and did not specify the efficiency

and accuracy of the models used for detecting physical activity behaviour changes, raising

uncertainty about how good they are at this task. This suggests that more efficient and accurate

algorithms could be created and calls for more transparency in the algorithm choice process.

Therefore, authors should explicitly describe the steps and methodology of new algorithms,

and share their source codes to be scrutinised and to compare their detection accuracy. The

creation of open accelerometry databases is also needed to enable benchmarking.
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Interpretation of the resulting data mining models. The main uses of the data mining

models focused on personalisation, support for self-reflection, and analysis of physical activity

behaviours. Model interpretation focused on generating personalisation and support for pro-

moting behaviour changes. Personalised feedback and intervention programmes were based

mostly on the participants’ physical activity data. The inclusion of additional information

that may influence behaviour changes (e.g. contexts, schedules, social constraints, motivation,

and weather) would allow for better interpretation and use of the detected behaviour changes.

Systems could exploit these additional data to improve the feedback delivery time and content,

with positive effects on the effectiveness of health education programmes and interventions.

For instance, with the current models, a participant could receive an automatised personalised

behaviour change message that suggests taking a short walk, although it is snowing outside.

This would decrease the likelihood of following the suggestion. However, if the system

could be aware of the weather, the participant would receive this suggestion only after the

weather conditions have improved, or a different suggestion that is more likely to trigger a

behaviour change at that point in time. Moreover, as the models relied mainly on physical

activity features to model and interpret the behaviour changes, only the physical dimension of

the learning process in health education was incorporated in the models and their interpreta-

tion, leaving aside the knowledge dimension of the learning process. Learning Management

Systems and Intelligent Tutoring Systems already capture the knowledge dimension. Their

integration would help to understand in a comprehensive way how participants learn and

would enable the real-time monitoring of how physical activity behaviour changes align with

the intervention purpose. This would allow adapting each participant’s content and learning

objectives in real-time, thereby improving instructions and learning, ultimately increasing the

programme or intervention effectiveness.

Most of the included studies generated complex output models that require detailed knowledge

of how they were created to interpret the resulting patterns, making them difficult to understand

for health scientists and any other scientist not familiar with machine learning. This is a

common problem in interdisciplinary teams; however, an effort can be made to create more

readable, intuitive, and easy-to-understand algorithms and methods, a goal that exists in

related machine learning areas, such as Explainable Artificial Intelligence (XAI) [2].
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2.4.2 Limitations

Studies on wearable machine learning devices to detect changes in physical activity in health

education have only started to be published in the last decade. As research is advancing,

keywords are changing, and new terms are created. Although we used a wide range of

keywords in our query to include sensors, physical activity and health education, we may

have left some keywords out, and thus we may have missed some references. This may have

also affected the initial reference screening process by title and abstract. We minimized this

issue by testing several queries before starting our systematic review until we found the one

we ultimately used. Another possible limitation in our search is that we might have omitted

references listed only in other peer-reviewed databases (we searched only the most popular

databases in engineering and computer science), such as medical databases (i.e. PubMed).

We mitigated this risk by including grey literature in our systematic review (see Methods

section).

Regarding the research sub-questions and the review structure, we created research sub-

questions in line with the usual data mining process steps, but we certainly left some topics

unaddressed. For instance, we did not address ethics, privacy, and security issues, or how data

are filtered during pre-processing (e.g. sleeping time or sensor non-use ). Although these are

common sub-steps during the data mining process and including them would have made this

systematic review more comprehensive, we preferred to limit this review only to the critical

steps.

2.4.3 Conclusions

In the last ten years, different methods have been developed to detect behaviour changes

in health education or health promotion contexts. These methods have been tested in small

populations, are based on short data-recording periods, and rely mainly on accelerometry

data. Incorporating information that is complementary to the participants’ physical activity

data would allow for creating more precise detection models, better interpreting these models,

and understanding how participants learn and what triggers new behaviours. Exploring other
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data aggregation levels, in addition to days and minutes, could help to detect more subtle

and long-term behaviour changes. Fully describing the data pre-processing methods and

the efficiency and accuracy of the behaviour change detection models would help to better

understand, scrutinise, and compare studies. Detection models were mainly used to generate

personalised feedback and to provide support for promoting or maintaining behaviour changes,

but did not integrate the knowledge dimension of the learning process. Adding the knowledge

dimension and creating easier-to-understand models could facilitate the interpretation of

participants’ behaviour changes in a more comprehensive way, opening the way toward better

and deeper analyses and personalisation.

2.5 Chapter Contributions and Relationship to the Thesis

Research Questions

This chapter contributes and is related to both research questions:

RQ1 Can data mining techniques and models help to assess the effectiveness of physical

activity interventions using activity sensor data?

RQ2 Can data mining techniques help to detect behaviour changes and generate personal-

ised feedback to support learning?

(1) We comprehensively analysed the current literature on data mining algorithms used

in health education to detect behaviour changes using physical activity sensor data.

This review analysed current techniques by dividing them into the sub-processes

of data capture, data pre-processing, data transformation, data mining, and data

interpretation. The review helps to address both RQ because it summarises the

available approaches, how they work, and how they relate to each other. This

helps to determine what data mining techniques can be used for physical activity

assessment (RQ1) and for supporting learning (RQ2). This information can also

help health and computer scientists to better understand how the current data mining
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techniques work and how the detected behavioural changes can be used to improve

health education.

(2) We provided a discussion on the common challenges and opportunities based on

the review findings. We identified literature gaps on data mining methods to detect

behaviour changes using physical activity data in health education interventions. It

addresses both RQ because it helps us to guide and justify our work for physical

activity assessment (RQ1) and for supporting learning (RQ2). This information may

also guide the future work of health and computer scientists interested in creating

the next generation of data mining methods.



CHAPTER 3

A Clustering Approach for Modelling and Analysing Changes in Physical

Activity Behaviours from Accelerometers

To evaluate the impact of health interventions for promoting physical activity, researchers

typically conduct pre- and post-assessments using accelerometers. Aggregated metrics, such

as daily counts, daily steps and time spent at various intensity levels, are commonly used. On

the other hand, very few studies have exploited the richness of data that are often collected

with a very fine granularity. In this chapter, we investigated the benefit of a deeper analysis

of wrist accelerometry data to understand physical activity behaviours throughout the day,

and how they may change over time. To analyse physical activity behaviour changes, we

propose a methodology that extracts physical activity bouts characterised by their activity

levels and duration, and then uses them as features to cluster the participants’ daily and hourly

behaviours. Then, we compared these clusters to assess changes following an intervention for

promoting physical activity in children. We demonstrated that this approach provides a more

insightful analysis of the physical activity behaviours because it highlights the nature and

timing of behaviour changes, when present. We illustrated this methodology using data from

research-grade activity trackers (GENEActiv) and explained the insights discovered in the

context of an intervention to educate school children about healthy behaviours. This chapter

is based on work published in [33] and [34].

3.1 Introduction and Background

Evidence shows that children are not sufficiently physically active worldwide. A recent

global health study [22] revealed that only 9% of boys and 2% of girls meet the World
34
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Health Organisation daily recommendations of 60-min moderate to vigorous physical activity

(MVPA). This is worrying because physical activity plays an important protecting role against

many metabolic diseases. To tackle this issue, a growing number of health interventions have

been deployed, especially in schools. However, only 56% of school-based interventions have

led to a significant, but very small physical activity behaviour change [25]. This highlights

the need to improve the design of such interventions and to better understand their impact on

physical activity. Indeed, the capacity to precisely assess the effectiveness of interventions,

health promotion or health education programmes is crucial from a public health perspective

and also from an economic perspective

It has been shown that the use of technology in health promotion or education interventions

can improve health behaviours and provide insights into how enhance their effectiveness [60],

particularly when physical activity is concerned. Due to the increasing availability of wearable

technologies, researchers now routinely use activity trackers with triaxial accelerometers to

asses physical activity unobtrusively, objectively, and continuously [84] [47]. These devices

can capture the daily activity in real life, thus replacing or complementing self-reported data

that are often inaccurate and coarse, especially in studies on children where self-reported data

and/or parental reports are not very accurate [58]. Activity trackers provide a better measure

of the achievement of public health recommendations, such as performing 12,000 daily steps

[3] and 60 minutes of MVPA per day [52]. In addition, the richness and objectiveness of

accelerometer sensor data open the way to deeper physical activity analyses, in terms of

occurrence and distribution, relative to the currently established health guidelines. Researchers

can address more effectively and accurately research questions, such as whether the physical

activity bout continuity and duration (e.g. frequent, short bouts vs less frequent, longer bouts)

play an important role in achieving health guidelines. They can also gain insights into how

physical activity is distributed during the day, for instance in relation to the child’s typical

schedule. In addition, this can help to build evidence for determining the optimal way to

accumulate physical activity and MVPA [79] in the longer term and for informing policies

and recommendations.
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The most frequent use of accelerometers is to quantify daily physical activity, particularly

in response to physical activity-promoting interventions. However, they capture much more

detailed information to be used for more specialised analyses, such as activity recognition

[89] and changes in every day physical activity [102]. Extracting behaviour changes in

response to learning, and investigating the evolution of knowledge or skills from user data is

not new. Specialised data science fields, such as Educational Data Mining [8] and Learning

Analytics [101] have been developing techniques to exploit various types of learner data.

These techniques have been recently expanded to use physical movement data captured by

accelerometers. There is now an emerging interest in using sensors to capture fine grained

physical behaviours in education contexts: for example, for learning kinaesthetic skills in

martial arts [96], dance [26], for properly using clinical equipment [69], or for learning precise

hand movements in engineering activities [109]. Generally, these education domains are

focused on learning specific movements where a known gold standard (or expert) movement

pattern exists, making supervised learning techniques appropriate.

On the other hand, assessing the impact of health education interventions is open-ended,

and thus data must be analysed using unsupervised learning methods [63] to determine,

at a meaningful granularity level, the physical activity shape and patterns and to detect

physical activity behaviour changes after the intervention, especially in relation to what has

been learned. Here, we tackle the problem of modelling and comparing physical activity

behaviours between accelerometer datasets that were captured before and after the learning

and behavioural change intervention, with the objective of understanding the extent and nature

of its impact. For instance, an important question is whether any additional MVPA observed

after an intervention occurs in longer bouts of activity (which may suggest more sustained

intentional activity), or scattered in very small amounts throughout the day (which is more

likely to be just incidental). Another question is to determine when new MVPA bouts occur

(e.g. during school time, when the children are in their school environment or after school

when they are with family and friends).



3.2 RELATED WORK 37

The contribution of this chapter is a clustering-based approach for a more insightful analysis

of the participants’ physical activity behaviour and of the nature of physical activity behaviour

changes, if present. The two research questions (RQ) were:

• (RQ1) Can we extract daily physical activity behaviour changes from accelerometer

data, at the appropriate granularity that allows a meaningful assessment of the health

intervention impact relative to the daily recommended targets?

• (RQ2) What technique can be used to precisely analyse a physical activity behaviour

change in function of the time of the day when it occurred?

This chapter builds on our earlier work [33] to understand the impact of a learning intervention

by analysing physical activity behaviour changes at the daily level. We developed a more

comprehensive approach for a deeper analysis of daily and also hourly behaviours that we

then tested using a large dataset.

Chapter 3 is structured as follows. Section 3.2 discusses existing work on sensor data mining

to extract health-related behaviours. Section 3.3 introduces the health education programme,

the data collected, and the rationale. Section 3.4 describes our methodology and its application

to extract daily and hourly behaviours. Section 3.5 describes the resulting physical activity

behaviour clusters. Section 3.6 analyses the behaviour changes using these behaviour clusters

to answer the two research questions (RQ1 and RQ2). Section 3.7 concludes the chapter.

Lastly, Section 3.8 outlines the chapter contributions and relationship to the thesis research

questions.

3.2 Related Work

3.2.1 Non-Data Mining Approaches

Physical activity changes after health interventions are traditionally evaluated using statistical

methods and data aggregated over the test period. For example, [91] reported the daily

mean amounts of MVPA (min/day), light physical activity (min/day), accelerometer counts



38 3 CLUSTERING APPROACH FOR MODELLING AND ANALYSE BEHAVIOURS

(counts/min), and step counts (steps/day). [107] used accelerometers, questionnaires and a

series of fitness tests (Eurofit) to evaluate physical activity and fitness. They compared pre-

and post-intervention data by computing the percentage of time spent at various physical

activity intensities per day and their mean values, standard deviations, and main effects (F-

values). Such analyses provide a big picture of changes; however, these measures are highly

aggregated and do not provide information about physical activity patterns and whether/how

they may have changed.

3.2.2 Supervised Techniques

Supervised mining of activity tracker data has been essentially used to assess the movement

quality or to identify activities; however, this analysis type does not give insight into physical

activity patterns and characteristics. Nevertheless, relevant accelerometer features and data

mining techniques can be found in these works. For example, [24] assessed the quality of

physical activity movements using smartphone accelerometer data features, such as mean

acceleration, standard deviation, and interval between acceleration peaks, and a decision

trees to classify them. For activity recognition, [61] used triaxial acceleration data from

smartphones to generate acceleration data features (mean, standard deviation, difference,

and average). They exploited these features to build classifiers for six pre-labelled activities

(walking, jogging, walking upstairs, walking downstairs, sitting, standing) using decision

trees (J48), logistic regression and multilayer neural network models that showed up to 90%

of accuracy. [9] used the mean, energy, entropy, and correlation features extracted from

five biaxial accelerometers as input to recognise twenty different pre-labelled activities with

>80% of accuracy. [70] exploited features extracted from accelerometers and other sensors

(light, temperature sensor and microphone data) to classify six different activities (sitting,

standing, walking, ascending stairs, descending stairs, and running) using a C4.5 Decision

Tree classifier with >80% of accuracy.

Health monitoring assistance and support systems make use of various sensors combined

into a wireless body area network. [113] proposed a decision support system using a Support

Vector Machine analysis for classification and regression analysis to extract features from
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accelerometers, global positioning system (GPS), heart rate, blood pressure and weight data.

[57] used a range of data sources (electrocardiogram, electromyography, electroencephalo-

graphy, blood pressure, tilt, breathing, movement and a "smart sock") combined with external

data (e.g. weather forecast data) to classify the users’ states and activities in the domain of

computer-assisted physical rehabilitation. Such techniques have been used also for educational

purposes. For instance, [45] created a decision-making algorithm to optimise a reinforcement

learning system for a weight loss intervention programme using pre-classified data from Fitbit

sensors and the intervention responses. [98] developed a gamified intervention for motivating

children to increase their daily physical activity in which smartphone accelerometer data

were mined with Support Vector Machine and Random Forests techniques to (i) classify the

children’s physical activity (sitting, standing, walking, jogging, walking upstairs, walking

downstairs, and intense physical activity) and (ii) calculate a score based on the amount of

time spent in these activities.

3.2.3 Unsupervised Techniques

Unsupervised data mining has been used to detect changes and to analyse physical activity.

For the detection of physical activity behaviour changes, time window-based techniques have

been developed. For example [102] adapted the Permutation-based Change Detection in

Activity Routine (PCAR) algorithm [23] to create the Physical Activity Change Detection

(PACD) algorithm that uses the distance between physical activity time series windows to

detect a significant physical activity change. Using synthetic and physical activity data (Fitbit

data), they found that the PACD algorithm detected more changes compared with other

window-based change detection algorithms (RuLSIF, texture-based, PCAR, and a virtual

classifier). The authors’ aims was to detect physical activity changes from accelerometer data,

but they focused on changes in daily activity-based routines to identify and quantify changes

in these routines, rather than comparing two different datasets. Furthermore, the physical

activity data were represented by a single feature (sum of step time series), whereas other

important and relevant characteristics, such as the physical activity intensity that is important

to meaningfully assess the impact of a health intervention, were not considered.
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For physical activity analysis, [62] used a K-means clustering algorithm to group people

according to their physical activity levels extracted from uniaxial hip accelerometer data in

an observational study on family health, happiness and harmony. Once transformed into

MVPA and light physical activity, they separated datapoints into weekdays and weekend,

and averaged them by hour. Then, they used the obtained 48-hour counts of MVPA and

light physical activity as features for clustering and then extracting the participants’ weekday

and weekend behaviours. The authors identified two clusters: one active and one much

less active. Then, they analysed demographic, lifestyle, physical activity level, and health

characteristics in function of the cluster. [37] clustered data from three accelerometers and a

heart rate monitor using Hierarchical Clustering Analysis and K-means algorithms with time

and frequency domain as features to provide patients and caregivers with a more accurate

overview of their physical activity. The studies by [62] and [37] are the most related to

our work, but their aim was to highlight general temporal physical activity patterns in the

population without addressing the needs of an intervention, particularly the assessment of

the pre- and post- intervention behaviour changes concerning physical activity and sedentary

time.

Recently, [47] analysed data from wrist activity trackers worn by children during a school-

based health education intervention (iEngage) by creating daily behaviour clusters. These

clusters were built using the following features: sum of minutes spent on different physical

activity levels (light, moderate, and vigorous), number of steps per day, and weekly con-

sistency of the children’s adherence to international guidelines as the intervention unfolded.

The resulting clusters allowed a deeper analysis of physical activity progress during the

educational intervention and showed that children improved their physical activity behaviours

over time, particularly those who were the least active at the intervention start.

In conclusion, data mining techniques have been used successfully to identify activities,

characterise daily patterns, and assess behavioural changes during an intervention. However,

methods for analysing data at a fine granularity are required in order to 1) characterise fine

patterns of engagement in physical activity, and 2) identify detailed behaviour changes using

physical activity characteristics extracted from accelerometer data that are consistent with the
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previous studies mentioned. This is important because it may help to detect early changes,

predict trajectories, and help to better tailor interventions.

3.3 Context and Background

3.3.1 The iEngage Study

The accelerometry data were collected before and after a 5-week school-based digital health

education intervention (iEngage) [111]. The experimental group (N=61 children) followed

the iEngage learning sessions over 5 weeks, but not the control group (N=26 children). The

iEngage programme aims to develop health knowledge and skills to allow 9-11 year-old

school children to acquire healthy behaviours, with a focus on reaching the recommended

levels of daily physical activity (at least 60 minutes per day of MVPA [55]) and decreasing

sedentary time.

3.3.2 Accelerometer Datasets

We carried out pre- and post-intervention tests by measuring unobtrusively and continuously

the children’s physical activity using research-grade activity trackers (GENEActiv [1]) for

five consecutive school days. This allowed generating two five-day datasets per child. We

placed the GENEActiv accelerometers on the wrist of their non-preferred hand to capture

acceleration in three axes (x,y,z) with a sample frequency of 60 Hz. Additional information

about the study and the accelerometer data can be found in [111].

To ensure that all daily records had the same length, we excluded records with missing data.

The result of this filtering step is summarised in Table 3.1.



42 3 CLUSTERING APPROACH FOR MODELLING AND ANALYSE BEHAVIOURS

TABLE 3.1. Dataset after filtering.

Group Total Hours Total Days N 5-days N Complete N Pairs

Experimental Pre 7080 295 59 54 45Post 6360 265 53 50

Control Pre 3120 130 26 26 24Post 3000 125 25 25
Total Hours = Number of hours recorded. Total Days = Number of days with records. N 5-days = Number of children with five-day

datasets. N Complete = Number of children with five-day datasets after filtering. N Pairs = Number of children with both pre- and
post-intervention datasets, after filtering.

3.3.3 Rationale

A precise analysis of the total time spent in physical activity every day in the control and

experimental groups from the first iEngage study [111] showed that before the intervention,

both groups spent similar time at each physical activity intensity level (p-value = 0.63, 0.62,

0.76, and 0.29 for sedentary, light, moderate and vigorous intensity, respectively). Conversely,

after the intervention, physical activity time was significantly increased in the experimental

group, especially for moderate and vigorous intensity physical activity (p-value = 0.003 and

0.017, respectively), whereas it did not change in the control group. This indicates that the

overall desired effect (at least in the short term) was reached in this population. Nevertheless,

we wanted to know how this activity was distributed throughout the day, and how it changed

over time (i.e. RQ1 and RQ2). To answer these questions, we must analyse fine grained

information about the salient structure of physical activity, particularly physical activity

bout intensity, duration (length) and frequency. Data on bout duration are needed for the

meaningful analysis of the collected physical activity data because very short bouts will

contain much noise and longer bouts may dilute MVPA time if mixed with lighter physical

activity. Furthermore, physical activity sessions that last at least 5 minutes and that include at

least 80% of MVPA bouts might be required for effective positive health outcomes [67]. The

next important aspect was to allow the meaningful comparison of physical activity behaviours.

For instance, a period of mostly sedentary time followed by a period of mostly MVPA is

comparable to a period of mostly MVPA followed by sedentary time. Conversely, a period

with MVPA scattered among sedentary moments is different from a period with MVPA

scattered within light activity. This led us to model behaviours over a certain period of time to
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eliminate meaningless differences while maintaining the overall shape of the activity during

that interval. Once these behaviours are modelled, they can be compared.

3.4 Methodology for Extracting Physical Activity

Behaviours

The methodology is summarised in Figure 3.1. We pre-processed both datasets (pre- and

post-intervention) and transformed them into sequences of physical activity intensity level

vectors. Then, we compressed these vectors into physical activity bouts per intensity level

and used their characteristics as features to cluster the data and identify physical activity

behaviour types during the relevant period (day or hour). We will describe these steps in

detail in the next sub-sections. The methodology was carried out by scripts written in R [85].

The scripts are accessible on the Open Science Framework website and are divided into two

packs; one has the scripts for the first four steps [32], while the other has the scripts for the

final two steps [28].

Data Pre-Processing

Physical Activity Intensities

Physical Activity Bouts

Clustering Features

Physical Activity Behaviour Clusters

Figure 3.1. Methodology for extracting physical activity behaviours
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3.4.1 Data Pre-Processing

We pre-processed both datasets using a specific R library for handling GENEActiv trackers

data [42]. We converted the accelerometer binary files to accelerometer data frames, and

applied the data cleaning explained in sub-section 3.3.2. Then, we translated the three-

dimensional 60 Hz acceleration data frame into gravity-subtracted Signal Vector Magnitudes

(SVMg) [40] within a 1-second epoch (see equation 3.1). Each data was time-stamped.

SVMgs =
60∑
i=1

|
√
x2
i + y2i + z2i − g| (3.1)

We chose the 1-second epoch because children engage in moderate to vigorous activities

mostly in very short bouts. For example, it has been reported that 80% and 93% of moderate

and vigorous physical activity are performed in bouts lasting less than 9s and 4.7s, respectively

[7] [10]. This indicates that children’s behaviour, particularly physical activity patterns, could

have been incorrectly assessed and that smaller epochs are needed to accurately detect activity.

3.4.2 From SVMgs to Physical Activity Intensity Levels

We categorised each 1-sec SVMgs into a physical activity intensity level according to sci-

entifically validated cut-offs for assessing physical activity intensity in children [83] (Table

3.2).

TABLE 3.2. SVMgs Cut-Off Levels

Physical Activity Intensity Levels SVMgs Cut-Off
Sedentary [0, 4.5[

Light [4.5, 16.5[
Moderate [16.5, 42[
Vigorous ≥ 42

Using these cut-offs, we coded each second with a letter, as follows: S for sedentary time,

L for light physical activity, M for moderate physical activity, and V for vigorous physical

activity (Figure 3.2). For example, a string of 5 seconds may be coded as LLLMVV, which
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can be read as 3 seconds of light activity, followed by 1 second of moderate activity, and 2

seconds of vigorous activity.

Figure 3.2. SVMgs time series of one child during one day. The red, blue and green horizontal
lines represent the cut-offs from sedentary to light, from light to moderate, and from moderate
to vigorous physical activity, respectively. The figure is truncated between 80 and 200 SVMgs
for easier reading.

3.4.3 Physical Activity Bouts

As mentioned earlier, we analysed the data using the notion of physical activity bouts with a

focus on MVPA and sedentary time bouts during daytime. First, we need to introduce some

definitions.

• A bout is a continuous physical activity episode at a specific intensity level range.

• The length of a bout is the number of seconds spent in that bout.

• The bout frequency is the number of occurrences of all bouts of a certain length

during a day.

As the daily recommendations are expressed in terms of MVPA (thus combining moderate

and vigorous physical activity), we merged M and V into the "MVPA" category. For instance,

a sequence of 11 seconds in M, 8 seconds in V, and 12 seconds in M, preceded and followed

by L, would generate one MVPA bout of 31 seconds (see another example in Figure 3.3).
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Figure 3.3. From physical activity (PA) levels to PA bouts (and merging of Moderate and
Vigorous levels)

Before using physical activity bouts as features for clustering, we rapidly analysed their

distribution by computing the total time spent in MVPA, done in bouts of at least x number of

seconds. Equation 3.2 shows the reverse cumulative sequence, where t is the bout length, and

b is the number of seconds spent in bouts of at least t length. For t=1, this is equivalent to the

total number of seconds spent in 1-second MVPA bouts. For t=2, this is the total number of

seconds spent in ≥2-second bouts (therefore, excluding the time spent in 1-second bouts),

and so on.

BoutsCumSumt =
n∑
i=t

bi (3.2)

Figure 3.4 shows a sample of the result of these calculations, where every line indicates the

mean daily cumulative MVPA bout length for a child. After 10 seconds, the curves start to

flatten because the bout length increases.

Figure 3.4. Reverse Cumulative Bout Lengths
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This figure highlights the presence of much potential noise in the 1-2-second bouts, and an

exponentially decreasing function that flattens after 30 seconds for MVPA. We used the same

method for sedentary bouts and found that the curves flattened after 300 seconds (not shown).

We compared the pre- and post-intervention cumulative series using a paired T-test and

found that in the experimental group, overall, MVPA bout length (p value=6.883e-10) and

frequency (p value=0.008) were increased, whereas sedentary bout length (p value=2.2e-

16) and frequency (p value=2.2e-16) were decreased. Therefore, such analysis brings new

information to characterise how an intervention influences behaviours.

3.4.4 Clustering Features

We selected various bout length cut-off values on the basis of literature data [97] and the results

of the previously described exploratory analysis. Specifically, we found that meaningful

MVPA can be detected from GENEActiv data starting from 3 seconds, because any shorter

activity is likely to be agitation rather than physical activity. Therefore, for MVPA and

sedentary bouts we selected lengths of at least 3, 10, and 30 seconds, and of at least 60, 120,

and 300 seconds, respectively. Then, for each length and each physical activity intensity level,

we calculated two indicators: the bout frequency, and the accumulated time spent (in seconds).

Table 3.3 lists the resulting twelve clustering features.

TABLE 3.3. Clustering Features

Feature Number Measure
1 Total MVPA time ≥ 3 seconds in length
2 Total MVPA time ≥ 10 seconds in length
3 Total MVPA time ≥ 30 second in length
4 Number of MVPA bouts ≥ 3 seconds in length
5 Number of MVPA bouts ≥ 10 seconds in length
6 Number of MVPA bouts ≥ 30 seconds in length
7 Total sedentary time bouts ≥ 60 seconds in length
8 Total sedentary time bouts ≥ 120 seconds in length
9 Total sedentary time bouts ≥ 300 seconds in length

10 Number of sedentary bouts ≥ 60 seconds in length
11 Number of sedentary bouts ≥ 120 seconds in length
12 Number of sedentary bouts ≥ 300 seconds in length
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3.4.5 Behaviour Clustering

After feature normalisation and principal component analysis dimensionality reduction, we

used a k-means algorithm. We selected this algorithm as first step because it is a widely used

algorithm, relatively easy to implement and suitable for our analysis, given the reduced number

of dimensions. We also tested DBSCAN, a non-spherical clustering technique [41], but by

projecting the features we observed it generated a less cohesive cluster model than k-means.

We acknowledge that other clustering methods could have been tried [92], especially more

complex, state-of-the-art algorithms, such as ensembles [82], weighting [77], or alternative

clustering models [50], because the ratio between the amounts of MVPA and of sedentary

behaviours may require different distance metrics.

The clusters were generated by combining the children’s behavioural features pre- and post-

intervention, implying that children can be present in up to two clusters: one before and one

after the intervention. This method simplifies the analysis of behaviour changes by matching

and comparing each child’s pre- and post-intervention behaviour clusters (see section 3.6).

In contrast, creating one set of clusters using pre-intervention behaviours and another set

of clusters using post-intervention behaviours would have resulted in clusters with different

centroids and descriptions, making matching each child clusters impractical and increasing

the complexity of the cluster comparison and analysis.

The resulting clusters should capture the pre- and post-intervention physical activity beha-

viours of all children, and help to understand the behaviour changes in the whole cohort.

3.5 Physical Activity Behaviours: Results

Our methodology characterises physical activity behaviours at a coarse level, but allows

capturing essential elements to understand how physical activity is distributed throughout

the day. The idea is to identify the physical activity distribution types that are present in the

cohort data, and to distinguish these distributions. We investigated two approaches:
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– The Daily approach (subsection 3.5.1) to identify daily activity patterns. Indeed,

two days (for two different children, or for the same child) can show the same total

MVPA quantity (e.g. 40 minutes), but one will contain much sedentary time and long

MVPA sessions, and the other more scattered MVPA sessions with less sedentary

time (hence, more light activity).

– The Hourly approach (subsection 3.5.2) to detect hourly patterns for a more fine

grained analysis of when, during the day, activity occurs and changes

3.5.1 Physical Activity Daily Behaviour Clustering

For the daily physical activity behaviour analysis, we only considered the awake time during

full school days. Therefore, we excluded the days when the bracelets were installed and

removed, and filtered out sleeping times. This resulted in 104 physical activity records of up

to ∼45 hours of daytime activity (three 15-hour days from 7:00am to 9:59pm) (Table 3.4).

TABLE 3.4. Daily records after filtering

Group Days Total3 2 1
Pre 44 10 0 54
Post 46 4 0 50

We computed the daily behaviour vectors using the 12 daily features shown in Table 3.3

and averaged the daily values over the three days. The resulting 104 (54 pre- and 50 post-

intervention) vectors characterise the average daily physical activity, pre- or post- intervention,

of a child.

We standardised the 12 daily features and then used principal components analysis to reduce

the number of features and maximise their variance. We retained the first three principal

components based on three criteria [56]: cumulative percentage of total variation ≤80%,

principal component variance size (eigen value >1.0), and scree plot (see Figure 3.5).
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Figure 3.5. Scree plot of the principal components

Then, we used the K-means unsupervised algorithm [66] with k=6. Indeed, we found that

adding another cluster did not improve the total within-cluster sum of squares.

Behaviour clustering identified six daily physical activity behaviour types (Table 3.5). The

daily cluster 1 (D1) contained days with the smallest number of MVPA bouts and the highest

number of sedentary bouts. D6 contained the highest number of MVPA bouts and the second

lowest number of sedentary bouts. The other clusters presented intermediate characteristics.

It is clear that the most active daily clusters (D4, D5, D6) were also the least sedentary. In

all clusters, the time spent in and the number of MVPA bouts ≥30 seconds were drastically

shorter and fewer than the time spent in and the number of shorter MPVA bouts. This can

be explained by the fact that most of the spontaneous activity in 9-11 year-old children is

shorter than 30 seconds, with high recovering capacity [87]. This is also consistent with

previous studies showing that during one or several repeated high-intensity exercise bouts,

young children fatigue less than adults [88].
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TABLE 3.5. Daily Cluster Centroids

Sedentary Intensities Measure 1 (N=14) 2 (N=22) 3 (N=11) 4 (N=17) 5 (N=25) 6 (N=15)
≥ 60 seconds

Total time (min) 354.4 247.5 455.6 263.4 160.1 184.8
Bout number 129.1 89.7 57.2 104.7 66 68.7

≥ 120 seconds
Total time (min) 247.1 165.9 406.4 171.7 96.7 120.9

Bout number 51.2 29.4 21 37.4 19 21.9
≥ 300 seconds

Total time (min) 132.9 100.3 369.2 86 53.2 71.6
Bout number 12.5 6.6 8.1 8.1 3.4 5

MVPA Intensities Measure 1 (N=14) 2 (N=22) 3 (N=11) 4 (N=17) 5 (N=25) 6 (N=15)
≥ 3 seconds

Total time (min) 29.8 35.3 37.5 54.6 68 92.4
Bout number 251.9 370.1 351.2 448.2 655.1 729.7

≥ 10 seconds
Total time (min) 14.1 11.1 14.9 26.7 25.4 47

Bout number 38.3 39.6 49.4 77.6 89.2 136.8
≥ 30 seconds

Total time (min) 6 2.1 4 9.9 5.5 17.1
Bout number 6.7 3 5.2 11 7 20

On the basis of these observations, we ordered the clusters in increasing level of MVPA

amounts, from the lowest (D1) to the highest activity daily cluster (D6), and characterised

them using 3-second bouts (see Table 3.6).

TABLE 3.6. Daily Cluster Description.

Daily
Cluster

Description

D1 Less active cluster (half of the recommended MVPA amount) and fre-
quent sedentary bouts.

D2 Not very active cluster (approximately half of the recommended MVPA
amount) combined with an average amount of sedentary time.

D3 Low MVPA (approximately half of recommended MVPA, but in slightly
longer bouts) and highest sedentary time, including in longest bouts.

D4+ Borderline active cluster (centroid 5 min below the recommended MVPA
levels, but with longer and more frequent bouts than the previous clusters)
combined with frequent, short sedentary time bouts.

D5* Active cluster (meets the recommended MVPA amount), frequent num-
ber of short MVPA bouts, and lowest sedentary times and frequencies.

D6* Active cluster, with the highest amount of MVPA, but slightly longer
sedentary times and bouts than D5.

* Clusters meeting the daily MVPA recommendation.
+ Clusters almost meeting the daily MVPA recommendation.
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3.5.2 Physical Activity Hourly Behaviour Clustering

For the hourly physical activity behaviour analysis, we used the whole cleaned datasets. This

included all nights and the days when the bracelets were installed and removed, resulting in

10,496 hours of data for the 104 physical activity records (Table 3.7).

TABLE 3.7. Hourly records after filter

Group Total children N Hours
Pre 54 5386
Post 50 5110

We computed the hourly behaviour vectors using the 12 daily features from Table 3. The

resulting 10,496 vectors (up to 121 hours x 104 participants pre- and post-intervention)

characterise a child’s physical activity during that specific hour.

After feature normalisation, we retained the first three principal components (Figure 3.6).

Figure 3.6. Scree plot of the principal components

Then we used the K-means unsupervised algorithm with k=4. We determined the number of

clusters using the total within-cluster sum of square method, as before.

Calculation of the centroids of the hourly clusters (Table 3.8) indicated that in the hourly

cluster 1 (H1), children spent the whole hour on long sedentary (SED) bouts with negligible

MVPA. Conversely, in H4, children spent ∼15 minutes doing high bursts of MVPA, with

hardly any sedentary time. H2 and H3 displayed intermediate features.
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TABLE 3.8. Hourly Cluster Centroids

SED Intensities Measure 1 (N=4,340) 2 (N=2,359) 3 (N=3,268) 4 (N=529)
≥ 60 seconds

Total time (min) 57.6 26.9 5.6 5
Bout number 4.8 11.4 3.2 2.6

≥ 120 seconds
Total time (min) 56.6 17.2 2.1 2.5

Bout number 4.1 4.4 0.6 0.7
≥ 300 seconds

Total time (min) 52.6 6.6 0.6 0.8
Bout number 2.9 0.8 0.1 0.1

MVPA Intensities Measure 1 (N=4,340) 2 (N=2,359) 3 (N=3,268) 4 (N=529)
≥ 3 seconds

Total time (min) 0.1 0.9 4.1 15
Bout number 0.6 10 41.7 95.5

≥ 10 seconds
Total time (min) 0 0.2 1.4 9.3

Bout number 0 0.7 5.1 24.3
≥ 30 seconds

Total time (min) 0 0 0.2 4.2
Bout number 0 0 0.3 4.6

We then ordered the hourly clusters in function of their MVPA amount, from the lowest

activity (H1) to the highest activity (H4) hourly cluster (Table 3.9).

TABLE 3.9. Hourly Cluster Description

Hourly
Cluster

Description

H1 Sedentary cluster/sleep. Long bouts of sedentary time, negligible MVPA.
These are mostly sleeping hours.

H2 Not very active cluster. Infrequent brief bouts of MVPA (1-min long)
and 26 min spent in sedentary bouts of various length.

H3 Lightly active cluster. Occasional short MVPA bouts combined with
infrequent and brief sedentary bouts, implying that most of the time is
spent doing light activity.

H4 Active cluster. High amount of MVPA bouts of various length combined
with infrequent and short bouts of sedentary time.
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3.6 Analysing Physical Activity Behaviour Changes

This novel hourly and daily clustering approach offers a unique opportunity to analyse

individual and cohort data and to obtain new insights into how participants (here children)

respond to the knowledge and skills they learn about healthy physical activity behaviours.

Indeed, using this approach, we can characterise individuals, days, or hours based on physical

activity descriptors and also on sedentary behaviour.

The daily and hourly clusters capture salient characteristics of the children’s physical activity

behaviours, such as intensity, duration of bouts of various intensities, frequency of physical

activity engagement and time of the day. This approach brings novel information on physical

activity behaviour because previous studies on physical activity, including in children (e.g.

[91], [107]), used cumulative and sectorised analyses of physical activity that allow only a

global interpretation of the results. On the other hand, with this novel cluster analysis we can

identify each salient behaviour characteristic, thus highlighting differences at the cohort and

at the individual level, relative to the international recommendations (with the daily clusters)

and to the activity distribution throughout the day (with the hourly clusters). In the following

sections, we will illustrate how these clusters can be used to address the two initial research

questions.

3.6.1 Can We Extract Daily Physical Activity Behaviour Changes from

Accelerometer Data, at the Appropriate Granularity that Allows a

Meaningful Assessment of the Health Intervention Impact Relative

to the Daily Recommended Targets (RQ1)?

The daily behaviour clusters (Table 3.6) can help to determine whether and to which extent

the experimental population changed behaviours by comparing their pre- and post-intervention

clusters. These clusters take into account the fact that behaviour can be described in different

ways, according to the physical activity structure. This is highly relevant because the physical

activity structure can have different effects on the children’s health according to their personal
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objectives, physical fitness level, and other physical activity-associated environmental factors

[38].

In the case of the iEngage programme, the analysis of pre- and post-intervention accelerometry

data revealed the nature and importance of the changes in relation to the minimum daily

recommendations (Table 3.6). The Daily Cluster movement matrix (Table 3.10) displays

the cross-tabulation of the number of children (n=45, see Table 3.1) who changed from one

cluster pre-intervention to another cluster post-intervention, allowing to assess each salient

characteristic simultaneously as captured by the six daily clusters. It showed that 47% of

children already belonged to an active cluster before the intervention and remained in the

same cluster or moved to a more active cluster after the programme. Moreover, 13% of

children were in a cluster below the recommended MVPA guidelines before the intervention,

but moved to a more active cluster afterwards. Conversely, 35% of children were in a cluster

that did not meet the recommended MVPA guidelines and remained or moved to a cluster

that was slightly less active but also less sedentary. Lastly, 4% of children were in an active

cluster and moved to a not active cluster.

TABLE 3.10. Daily cluster movement matrix

To Daily Cluster
1 2 3 4 5 6

From Daily Cluster

1 4 2 0 1 0 0
2 2 3 2 1 2 0
3 0 2 1 1 0 1
4 0 1 0 4 0 1
5 0 0 1 1 7 2
6 0 0 0 0 2 4

We can visually observe behaviour changes according to various elements of the physical

activity structure. For instance, the movement matrix from before to after the intervention

(Table 3.10) shows that behaviour changes can be followed in relation to the MVPA guidelines.

The green area shows desirable movements (move to or stay in a cluster that meets the

recommendation), whereas the blue and red areas indicate no improvement (stay in the same

cluster that does not meet the MVPA recommendation) and negative movements (move from a

cluster that meets the recommendation to one that does not), respectively. If we are interested
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in the sedentary times, a slightly different ordering of the clusters would yield a slightly

different matrix (D3 would become the most sedentary cluster). This new method allows the

reliable overall interpretation of the intervention impact at the cohort and individual levels,

and helps to answer other research questions. As the clusters are ordered in increasing MVPA

levels, moving to a higher cluster is generally better, but this is not always the case. For

instance, a movement from D2 to D3 might seem good at first glance because children in

D3 spend a little more time in longer MVPA than in D2. However, D3 is characterised by

longer sedentary bouts. Therefore, clusters may not be always comparable in function of their

number, and a partial order may exist. Nevertheless, as D4 (borderline), D5 and D6 meet the

MVPA recommendations, we coloured the behaviour changes based on this information.

3.6.2 What Technique Can Be Used to Precisely Analyse a Physical

Activity Behaviour Change in Function of the Time of the Day

when It Occurred (RQ2)?

For RQ2, the hourly behaviour clusters provide more specific insights into the period of the

day where such potential behaviour changes occurred.

We examined the distribution of time spent in each of the four hourly clusters throughout

the school day by calculating the percentage of children in each hourly cluster. Figure 3.7

displays the proportion of time spent in the four clusters during a typical pre-intervention day.

Most children (90%) spent time in active clusters (H3 and H4) between 8am and 3pm. After

3pm, only ∼25% of children remained active. Moreover, we observed the highest percentage

of children in the more active cluster (H4) before class start (8-9am) and at the morning

and afternoon recess times (10am and 2pm). Only fewer than 5% of children spent time in

H4 after school. This shows that schools remain the place where children engage in active

behaviours compared with the outside school hours.
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Figure 3.7. Distribution of hourly clusters during one pre-intervention day (24 hours). The x
axis shows the hour of the day, and the y axis shows the percentage of children present in each
cluster. Cluster numbers are ordered from the least active (H1) to the most active (H4) cluster

Therefore, to address RQ2 and analyse physical activity during specific periods of time,

we used the following time windows: Before School (7-9am), During School (9am-3pm),

After School (3-7pm), Evening (7-9pm), and Night (9pm-7am). For each time window, we

calculated the percentage of time participants spent in the relevant activity clusters, before

and after the intervention. Overall, we observed a shift towards higher activity clusters and

less time spent in low activity clusters after the intervention (Table 3.11).

Notably, the time spent in the most sedentary clusters (H1 and H2) Before School, After School

and Evening decreased, while the time spent in the very active cluster (H4) more than doubled

After School. The time spent in the activity clusters During School was similar, although

this time became slightly more active after the intervention. This suggests that participants

were more likely to engage in more active behaviour in their own time, outside school hours,

especially after school.
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TABLE 3.11. Percentage of time spent in each hourly cluster by period of time

Period of Time Intervention H1 H2 H3 H4
Before School

Pre 28.2 24.4 40 7.3
Post 20.5 30.4 38.6 10.5

During School
Pre 7 14.4 67.9 10.7
Post 6.7 11.4 68.8 13.2

After School
Pre 10.8 42.2 43 3.9
Post 7.4 39.8 44.4 8.4

Evening
Pre 16.7 52.5 26.6 1.3
Post 10.2 56.3 31.3 2.3

Night
Pre 85.9 11.3 2.8 0.1
Post 83.7 11.5 4.6 0.2

A more detailed analysis of the After School period highlighted a significant (Mann Whitney

U test, p-value <0.05) increase by 4-fold of the time spent in H4, evenly distributed between

4pm and 7pm, and a decrease of the time spent in H1 and H2, especially after 5pm (Table

3.12).

The increase of the time spent in the most active cluster (H4) after the intervention indicates a

more active behaviour. Then, the cluster centroids (see Table 3.8) allowed assesing in more

details the physical activity changes in the cohort. This suggested that these children had a

behaviour with few sedentary bouts, particularly almost none over long periods (≥300-second

bouts). They also had frequent MVPA bouts, not only short ones (≥3 seconds) that were at

least 4 times more frequent in H4 than in the other clusters, but also longer ones (≥30 secs)

that were mostly present in H4. This indicated a sustained, purposeful period of MVPA, such

as exercise or physical games.
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TABLE 3.12. Percentage of time spent on each hourly cluster After School

Time Intervention H1 H2 H3 H4
3pm

Pre 4.4 16.6 68.3 10.7
Post 3.4 18.9 65.5 12.3
p-value 0.64 0.48 0.56 0.68

4pm
Pre 10 48 40.3 1.9
Post 8 45.8 38 8.2
p-value 0.80 0.76 0.67 0.02

5pm
Pre 13.6 54.8 29.9 1.7
Post 8.9 47.5 36.9 6.8
p-value 0.87 0.28 0.20 0.04

6pm
Pre 15.2 49.6 33.6 1.6
Post 9.5 47 37.3 6.2
p-value 0.90 0.62 0.42 0.02

The result of this analysis suggests that children became progressively more active after

school until dinner time. This is consistent with research showing that the child’s environment,

including parental/community support, access to facilities, and feeling of security, is a positive

factor for engaging in physical activity [94]. Indeed, each child in the iEngage programme

was assigned missions involving family, friends, or support persons.

3.7 Conclusion

In this chapter, we presented a methodology to extract salient aspects of children’s physical

activity behaviour and to determine how these behaviours changed after a health education

intervention. We modelled the physical activity into bouts of physical activity intensities,

using their length and frequency as features to cluster the daily and hourly physical activity

behaviour in relation to international recommendations. We then used these clusters to

examine the pre- and post-intervention differences.
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This approach is complementary to descriptive statistics (e.g. ANOVA) that measure the

overall pre- and post-intervention behaviour differences. It provides an aggregated analysis

(via clusters), but also captures important and essential aspects of the activity (length and

frequency of physical activity bouts). It also allows a fine grained analysis to understand the

intervention impact at the general and individual level, starting from the whole day and then

zooming into more specific parts of the day, as illustrated by the After School time example.

Such analysis may also help to refine health guidelines concerning physical activity because

the current recommendations are mostly based on the health outcomes of exercise intervention

studies. This novel physical activity analysis approach allows experts to extract a different

type of information that considers the structure of free-living activities. This could pave the

way for adopting new methodologies, particularly when physical fitness and cardiovascular or

metabolic health markers are available.

Our methodology can easily be adapted to other time aggregation types, besides day and

hour, and can also include a wider range of relevant features, such as sleeping. Cluster

movements (Table 3.10) can be interpreted relative to different guidelines (e.g. minimal

recommended daily minutes spent on vigorous physical activity or maximal amounts and

lengths of sedentary behaviour bouts). This flexibility is crucial because the guidelines for

physical activity and sedentary behaviours have changed over the years due to new findings

on the links between specific physical activity behaviours and health. Future work could also

determine whether other clustering algorithms and distance metrics (e.g. [50], [77], [82])

could be used to improve the physical activity cluster quality, and consequently physical

activity pattern discovery.

Our methodology was subsequently adapted and used for the iBounce study [51], a digital

health intervention to educate and engage childhood cancer survivors in physical activity.

In this work, the cluster analysis of participants’ physical activity intensities, durations,

frequencies, and bouts served to assess the viability and acceptability of iBounce.
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3.8 Chapter Contributions and Relationship to the Thesis

Research Questions

This chapter contributes and is related to the first research question:

RQ1 Can data mining techniques and models help to assess the effectiveness of

physical activity interventions using activity sensors data?

(1) We presented a novel method to extract daily behavioural changes from physical

activity data to meaningfully assess the impact of health interventions relative to

the recommended daily goals. To measure changes in the participants’ behaviour

relative to the recommendations and health guidelines, the mean duration and

frequency of bouts of physical activity levels were extracted from physical

activity tracker data and analysed at the day level using clusters. This approach is

valuable because it allows assessing the health education intervention effects in

more detail by determining how many participants changed their daily behaviour,

whether they now perform more physical activity, and how pronounced the

change was.

(2) We described how our proposed technique can be used to further analyse phys-

ical activity behaviour changes in relation to the part of the day when it occurred.

Clusters of the participants’ mean duration and frequency of bouts of physical

activity levels were analysed at the hour level. An hourly analysis of behaviours

is valuable for assessing any intervention because it allows determining when

behaviour changes occur during the day and what kind of physical activity

change is made. The analysis of hourly behaviour changes might help to refine

physical activity guidelines and recommendations based on the period or time

of day that is more likely to generate a behaviour change.



CHAPTER 4

Unsupervised Early Detection of Physical Activity Behaviour Changes

from Wearable Sensor Data

Wearable accelerometers record physical activity with high resolution, potentially capturing

the rich details of behaviour changes and habits. Detecting these changes as they emerge

is valuable information for any strategy that promotes physical activity and teaches healthy

behaviours or habits. Indeed, this offers the opportunity to provide timely feedback and to

tailor programmes to each participant’s needs, thus helping to promote the adherence to and

the effectiveness of the intervention. This chapter presents and illustrates U-BEHAVED, an

unsupervised anomaly detection algorithm that periodically scans step data streamed from

activity trackers to detect physical activity behaviour changes to assess whether they may

become habitual patterns. Using rolling time windows, current behaviours are compared with

recent previous ones, identifying any significant change. If sustained over time, these new

behaviours are classified as potentially new habits. We validated this detection algorithm

using a physical activity tracker step dataset (N=12,798) from 79 users. The algorithm

detected 80% of behaviour changes of at least 400 steps within the same hour in users with

low variability in physical activity, and of 1,600 steps in those with high variability. Based

on a threshold cadence of approximately 100 steps per minute for standard walking pace,

this number of steps would suggest approximately 4 and 16 minutes of physical activity at

moderate-to-vigorous intensity, respectively. The detection rate for new habits was 80% with

a minimum threshold of 500 or 1,600 steps within the same hour in users with low or high

variability, respectively. This chapter is based on [31].

62
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4.1 Introduction

Wearable accelerometry-based activity sensors are widely used to objectively, continuously,

and unobtrusively record and monitor the physical activity of subjects in free-living conditions

and produce a quantitative assessment of physical activity [112]. They provide detailed

physical activity data that may hold valuable information on physical activity behaviours

and habits. By retrieving activity sensor data regularly, behaviour changes can be detected

as they emerge, helping to identify new behaviours in real time and to determine whether

they are repeated over time, suggesting new physical activity habits. Detailed real-time

information may be crucial to provide support and feedback, or to understand physical activity

behaviour changes in the context of interventions or programmes promoting physical activity

or teaching healthy behaviour habits. These can be critical in the fight against overweight and

obesity, because physical activity contributes to weight control. Increasing physical activity is

considered a progression toward healthy behaviours.

The early detection of recent changes in physical activity behaviour enables timely encour-

agement and re-enforcement of the newest healthy behaviours while discouraging unhealthy

behaviours. The real-time automated detection of behaviour changes and/or new habits is

needed to trigger timely personalised feedback that can allow self-reflection, the adjustment of

physical activity goals to each participant, and the real-time individualisation of the contents

and pace of a health intervention programme.

Many of the existing methods for detecting physical activity behaviour changes have been

designed to analyse historical data, focusing on the detection of significant changes that

occurred between specific moments (e.g. pre- and post-intervention). Others use specific

physical activity thresholds to flag a pre-defined achievement (e.g. when the number of daily

steps becomes higher than 10K). However, these methods cannot detect subtle but significant

behaviour changes in real time. Indeed, behaviour changes can occur in small increments

over a certain period.

This chapter describes the development of Unsupervised BEhaviour and HAbit Very Early

Detector (U-BEHAVED), a novel unsupervised anomaly detection machine learning technique
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that detects significant day-to-day changes in physical activity behaviour using step data from

wearable sensors. The research questions (RQ) were:

RQ1: Can physical activity behaviour changes be periodically detected using step data from

activity trackers?

RQ2: Can we detect whether these physical activity behaviour changes are sustained over

time (suggesting a new habit)?

The chapter is structured as follows. Section 4.2 presents previous work on the detection

of physical activity behaviours by sensor data mining. Section 4.3 discusses the challenges

of detecting physical activity behaviour changes. Section 4.4 describes and illustrates the

U-BEHAVED algorithm. Section 4.5 reports the U-BEHAVED algorithm’s accuracy in

detecting physical activity changes from sensor data. Section 6 concludes the chapter.

4.2 Related Work

A diverse number of machine learning techniques use data from wearable sensors to detect

physical activity behaviour changes. The techniques can be grouped into supervised, unsuper-

vised, and semi-supervised methods to identify changes during physical activity promotion

interventions (real time) or after the interventions (not real time).

4.2.1 Supervised Machine Learning Techniques

Supervised machine learning techniques have been used to classify sensor-derived physical

activity data by training a model with pre-classified sensor-derived physical activity data.

In educational scenarios, researchers rely on this approach to identify the improvement

or correction of physical movements towards expert standards, for example, specific body

movements in martial arts [96] and dance [26], or of physical interactions with clinical

equipment [69]. However, these techniques are not suitable to detect physical activity

behaviour changes when the objective is to compare current physical activity behaviours with

past ones. As physical activity behaviours differ between individuals, a specific volume of
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physical activity increases may represent a behaviour change for one individual but not for

another. For instance, for a sedentary person, walking ten extra minutes in the morning can be

a significant physical activity increase, thus signalling a physical activity behaviour change.

Conversely, for a very active person, walking ten extra minutes may be insignificant compared

with their normal volume of physical activity, and may not be considered a physical activity

behaviour change. Therefore, the classification of behaviour changes must be adapted for

each person and is unique at each point in time because behaviours constantly evolve.

4.2.2 Unsupervised Machine Learning Techniques

Unsupervised machine learning techniques have been used to create sets of similar physical

activity behaviours that are analysed to identify physical activity behaviour changes. We

review them under two sub-groups: (i) those for analysing pre- and post-intervention data and

(ii) those for real-time detection.

(i) A first group of studies analysed health education behaviour changes after an intervention

(post-intervention analysis, not in real-time). For instance, [47] analysed the impact of an

intervention using a k-means algorithm to group the time spent at different physical activity

levels (PAL) and step goal achievements. [62] assessed physical activity patterns during an

intervention using k-means clustering to group the participants’ hourly steps. [34] evaluated

the impact of an intervention by grouping the participants’ physical activity bouts using a k-

means algorithm. [46] analysed physical activity patterns in women throughout the day using

k-means clustering to group their daily metabolic equivalent (MET) per minute. [75] assessed

the impact of sharing personal physical activity behaviours in an online community using

agents. Lastly, [102] developed a window-based algorithm to detect and analyse changes in

participants’ behaviours after an intervention using time series of participants’ steps captured

by wearable sensors. All these studies detected changes in physical activity behaviours;

however, they focused on physical activity behaviour changes after the intervention (post-

intervention analysis) and used the participants’ behaviours during the whole intervention to

determine significant behaviour changes. These techniques are not suitable for our purpose

because they work once all the physical activity data recording period is available, and they
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aim to identify the most prominent behaviour changes among all behaviours over the recording

period. In contrast, we aim to detect significant behaviour changes as they appear. Such early

and timely detection of behavioural changes is key to provide quick support and feedback for

promoting physical activity.

(ii) A second group of unsupervised techniques analyse the participants’ physical activity

behaviour changes during interventions to promote physical activity (real-time analysis). For

instance, [21] helped participants to examine their daily behaviour by grouping their physical

activity using a k-means algorithm to cluster the mean heartbeat and oxygen saturation

values. [4] generated daily personalised text messages with custom timing, frequency and

feedback about their step count/goal and with motivational content to support reflection

using a multiarmed bandit (MAB) algorithm and the number of minutes spent in physical

activity. [5] used a genetic algorithm and pareto-optimality, and the participants’ daily sleep

duration, steps, calories, exercise duration, exercise distance, exercise calories, step count,

step distance, and step calories to analyse the wearer’s data and make personal lifestyle

improvement recommendations. [18] recommended physical activity to participants using

an agglomerative cluster technique that grouped MET values, heart rate, gender, height,

weight, age, and exercise time, type and frequency. [45] personalised the intervention for each

participant using an MAB to model the participant’s days in the intervention, physical activity

goal compliance, weight, food intake, and calories. [74] explained the PAL dynamics in a

community using a social contagion model to model the steps and results of a psychological

questionnaire on self-efficacy, barriers, social norms, long-term goals, intentions, satisfaction,

outcome expectations and models. [86] generated personalised suggestions to help users

reach their physical activity behaviour goals using MAB and physical activity frequency

and calories. [115] adapted the step goal settings of the intervention for each participant

using a behavioural analytics algorithm, the daily steps, and a goal. [116] used an MAB for

step modelling, in addition to motivation and psychometric data to personalise the social

comparison among participants with the aim of motivating them towards increasing their

physical activity behaviour. Finally, [48] developed a reinforcement learning recommendation

system that used clustered daily segments of participants’ steps and sleep behaviours to

provide personalised suggestions of physical activity patterns to achieve weight-loss effects.
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This second group of unsupervised techniques used a threshold to detect when a physical

activity change is important: a step goal, a cluster (sorted by physical activity), or any other

measure.

4.2.3 Semi-Supervised Machine Learning Techniques

Some studies used thresholds to train classification algorithms, creating semi-supervised tech-

niques to detect physical activity behaviour changes. For instance, [12] provided personalised

daily activity recommendations using shallow neural networks to process physical activity and

demographics, attitudes, intentions and habit data from questionnaires. [98] created gamified

personalised feedback using a random forest technique and a weighted score to model the

physical activity change from accelerometry data. [36] delivered personalised feedback to

participants about their progress to help them achieve their personal step goal using a random

forest technique to model the hour when physical activity work was performed, the hourly

number of steps for that hour, the number of steps made in the past hour, the cumulative

number of steps up to that hour, and the mean number of steps on workdays. Lastly, [53]

personalised feedback time and content using k-nearest-neighbour and support vector machine

techniques to model physical activity physical variables (not specified).

4.2.4 Summary of Related Work

Although unsupervised and semi-supervised algorithms detect real-time individual behaviour

changes in physical activity promotion contexts, they rely on two different methods: compar-

ing the aggregated physical activity data or determining whether a predefined physical activity

objective is met. When using aggregated physical activity data, all details of any significant

behaviour change below the aggregated level are diluted, and cannot be detected. For example,

at the daily level, it would be possible to detect a significant physical activity increase in a

given day, but without details on whether, when, and how many different behaviour changes

occurred during that day. Similarly, when using a physical activity objective, any physical

activity change below that goal is not detected. For instance, if a sedentary participant adds a
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new physical activity during a day (e.g. going for a walk), but does not reach the step goal,

this behaviour change is not detected. Conversely, our objective is to detect all significant

behaviour changes, including small and subtle behaviour changes, because future habits are

progressively built on past habits, generating notable behaviour changes.

In conclusion, there are successful algorithms to detect behaviour changes. Conversely,

methods to identify real-time progressive behaviour changes in the framework of physical

activity promotion interventions and healthy behaviour teaching are lacking. Here, we

extended these previous works on detecting physical activity behaviour changes by creating

an unsupervised machine learning technique that identifies hourly outliers in participants’

physical activity behaviour changes. We also propose a method to recognize sustained

physical activity behaviour changes that suggest new habits.

4.3 Challenges of Detecting Physical Activity Behaviour

Changes in Health Education

Physical activity behaviour changes are indicated by differences in the step number between

days; however not all step differences are true behaviour changes. Indeed, step differences

between days can be observed due to the natural variability of the usual daily physical activity

[11] [54], making the step difference magnitude to be considered an undefined behaviour

change.

Physical activity variations are highly individual. Therefore, the first challenge is to identify

significant step differences while taking into account the variations of each participant.

Even people who maintain regular daily physical activity are expected to show some variability

in their execution time and step number. For instance, a person who runs every morning

will not run exactly at the same time and perform exactly the same number of steps. The

second challenge is to avoid flagging habitual physical activity with shifted execution time

and similar step number as a behaviour change.
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When a physical activity behaviour change is detected, it could either be a transient variation

not sustained in time or the beginning of a new behaviour. Therefore, the third challenge is to

flag physical activity behaviour changes that are maintained over time, suggesting that they

are potentially becoming habits.

To exploit the patterns detected in a health education programme, it is important that they

are detected in a timely manner, which means shortly after they occur. The fourth challenge

is processing large amounts of physical activity data almost in real time to detect physical

activity behaviour changes briefly after they occur.

4.4 Methods

The U-BEHAVED algorithm uses continuous and streaming physical activity data from

activity trackers. Data are pre-processed, resulting in a time series of hourly steps coarse

enough to detect intra-day changes and avoid mislabelling any energy burst (e.g. a short sprint)

as a behaviour change. To detect the behaviour changes as they occur, the algorithm first

computes the usual behaviour by building a rolling time window that creates a time series of

the mean number of steps per hour. Next, to measure the magnitude of the behaviour change,

the algorithm calculates the difference between the hourly steps of each day and the mean

number of steps per hour. Outliers of the hourly step difference are classified as behaviour

changes using a second rolling time window to avoid incorrectly flagging habitual physical

activity with negligible changes in execution time and step number as changes. Finally, to

flag a continuous behaviour change as a new habit, the algorithm moves the outlier limits

from the day when the initial behaviour change is detected to the subsequent days.

The algorithm extends the work discussed in Section 4.2 and relies on time series anomaly de-

tection of residuals [13] and interquartile ranges (IQR) [59]. The algorithm was implemented

in R [85] and the source code is available at the Open Science Framework [29]. In the next

section, we explain in detail the data requirements to serve as input to U-BEHAVED, how

data must be pre-processed, the algorithm steps, and the resulting outputs.
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4.4.1 Dataset Requirements

The input dataset must be a discrete time series of steps, regularly spaced at the input sampling

rate, and synchronised with U-BEHAVED at regular intervals. We used an hourly interval

as a sensible time interval to identify changes in human activity. However, other regular

intervals can also be used. Datasets from any physical activity tracker device that can be

transformed into number of steps with ≤ 1-hour sampling can be used, such as step data

from (or computed from) commercial wearable devices (e.g. Fitbit), smartphone devices, and

research-grade devices (e.g. GENEActiv).

The completeness and accuracy of the dataset is important because periods with missing or

erroneous PA tracker data (for instance caused by non-wear time) could result in erroneous

behaviour-change detection (false positives) or lack thereof (false negatives). In the event of

missing data, U-BEHAVED would skip the detection for that period. We will explain this

process further in the next section.

4.4.2 Data Pre-Processing

When the discrete time series of steps is streamed to U-BEHAVED, the sum of the steps

is stored for that corresponding hour. In case the data is incomplete for any reason, i.e.,

there is not one full hour worth of data, the sum is not calculated and NULL is stored. The

U-BEHAVED data pre-processing produces two vectors, one containing information about

the day and hour of the steps recorded, and the other about the total number of steps performed

during that day and hour (See Table 4.1). It could possibly be NULL if data were missing for

that hour.

TABLE 4.1. Example of total number of steps per hour

Day Hour Total Number of Steps
1 November 2021 08:00 390
1 November 2021 09:00 564
1 November 2021 10:00 1046
. . . . . .
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4.4.3 U-BEHAVED Algorithm

The purpose of the algorithm is to detect significant behaviour changes and new habits as they

emerge. Using the two vectors updated during data pre-processing (Section 4.4.2) it compares

current behaviours with recent ones using rolling time windows. The width of the rolling

time windows are adjustable to reflect the period used as recent behaviours. The algorithm

is executed every hour and is divided into five steps: i) calculation of the mean number of

steps per hour using a rolling time window, ii) calculation of the step difference per hour, iii)

definition of the upper and lower limits using moving IQR from the step number difference,

iv) classification of step difference outliers as behaviour changes, and v) classification of

consecutive outliers as new habits. If the vector contained NULL (due to missing data, as

explained in Section 4.4.2), the detection for that hour is entirely skipped. The algorithm

steps for non-missing data are summarised in Figure 4.1 and explained below.

Figure 4.1. Diagram of U-BEHAVED algorithm steps

Step 1: Moving mean step number per hour. The moving mean number of steps per hour is

calculated by rolling a time window of w days over the hourly steps per day (the two vectors
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obtained from the pre-processed data) and using Equation 4.1 where AvgStepsd,h is the mean

number of steps per hour at day d and hour h, and Sd,h is the number of steps per hour at day

d and hour h. This results in a vector of the mean step number per hour. If any of Sd,h contain

a NULL value, the algorithm exits this cycle, skipping the detection.

AvgStepsd,h =
d∑

i=d−w

Si,h

w
where d > w (4.1)

Step 2: Difference in step number per hour. The difference in step number per hour is

calculated by subtracting the hourly number of steps per day (vector from the pre-processed

data) from the rolling windowed mean number of steps per hour (vector from Step 1) using

Equation 4.2, where DS is the difference in step number per hour for day d and hour h. This

process results in a vector of hourly step differences.

DSd,h = Sd,h − AvgStepsd,h (4.2)

A positive DS value means that the participant did more steps per hour in the present day

compared with the mean number for the w days. Conversely, a negative value means that the

participant did fewer hourly steps in the present day than in the w days.

Step 3: Moving IQR. The moving IQR from the last w days are calculated by rolling a time

window over the difference in step number per hour (vector from Step 2) and using Equation

4.3, where the IQRs for day d are obtained by subtracting from the 75th percentile of the

difference in step number per hour (DS) in the last w days the 25th percentile of the difference

in step number per hour (DS) in the last w days.

IQRd = p75DSd−w,...,DSd−1
− p25DSd−w,...,DSd−1

(4.3)

Then, the upper limit (UL) and lower limit (LL) of day d are calculated using the last w days

(Equations 4.4 and 4.5, respectively). This results in two new vectors that contain the daily

upper and lower limits.
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ULd = p75DSd−w,...,DSd−1
+ 1.5 ∗ IQRd−1 (4.4)

LLd = p25DSd−w,...,DSd−1
− 1.5 ∗ IQRd−1 (4.5)

Step 4: Behaviour change detection.

As expressed in Equation 4.6, differences in step number per hour above the daily upper limit

(from Step 3) are classified as positive behaviour changes, and differences of steps per hour

below the daily lower limit (from Step 3) are classified as negative behaviour changes.

Classd,h =


PositiveBehaviour Change if DSd,h > ULd

NegativeBehaviour Change if DSd,h < LLd

NoBehaviour Change otherwise

(4.6)

Step 5: Consecutive behaviour change detection.

For each detected behaviour change, Equation 4.7 is used to calculate the difference between

the hourly step number from the pre-processing data and the mean step number per hour from

when the behaviour change was initially detected.

DSd,h,ddetection,hdetection
= Sd,h − AvgStepsddetection,hdetection

(4.7)

Then, this difference is compared with the limits when the behaviour change was initially

detected using Equation 4.8. If it is consecutively higher than the upper limit, the behaviour

change is classified as a positive habit. If it is consecutively lower than the lower limit, it is

classified as a negative habit.
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Habitd,h,ddetection,hdetection
=

Y es if DSd,h,ddetection,hdetection
> ULddetection and consecutive

No if DSd,h,ddetection,hdetection
< LLddetection or non-consecutive

(4.8)

4.4.4 Output

The algorithm output is represented by two data frames. The first data frame (Table 4.2)

contains in each row a detected behaviour change, and in the columns it contains the day and

hour when the behaviour change occurred, the number of additional (or fewer) steps made,

and if the behaviour changes were positive or negative. The second data frame (Table 4.3)

contains in each row a detected behaviour change sustained over time, and in each column

it contains the day and hour when the sustained behaviour change was first detected, the

day when it was last detected, and whether the sustained behaviour change were positive or

negative.

TABLE 4.2. Example of data frame with the detected behaviour changes

Day and Hour Step Number Difference Type of Behaviour Change Detected
11 November 2021 11:00 -956 Negative
15 November 2021 15:00 2300 Positive
15 November 2021 17:00 1549 Positive
. . . . . . . . .

TABLE 4.3. Example of data frame with the detected sustained behaviour changes

First Day and Hour Last Day Type of Habit
16 November 2021 13:00 18 November 2021 Positive
18 November 2021 14:00 19 November 2021 Positive
21 November 2021 08:00 25 November 2021 Negative
. . . . . . . . .

4.4.5 Illustration

To illustrate the U-BEHAVED steps, we used data of one participant from a previous health

education intervention [111]. We defined the width of the rolling time window to three days
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(w = 3) because the intervention had educational content delivered every three days. Figure

4.2 shows the first four steps of the U-BEHAVED algorithm. In Step 1, the time window was

rolled through the hourly steps (blue box) to calculate the mean step number per hour (red

box). In Step 2, the hourly steps were subtracted from the mean number of steps per hour

(yellow box) to generate the hourly differences in step number (green box). In Step 3, the

IQR limits were calculated (purple box), and in Step 4 they were used as thresholds to detect

significant behaviour changes (green box).

Figure 4.2. Illustration of first four steps of U-BEHAVED algorithm. Arrows and numbers
represent algorithm steps and coloured boxes highlight relevant data of each step. X−axis
represents date and time (in hours). Y−axis represents total number of steps (upper graph),
mean number of steps using 3-day window (middle graph), and difference between present
day and mean number of steps (lower graph). Black dots: data points; red dots: detected
behaviour changes; and grey area: IQR.

Step 5 of the U-BEHAVED algorithm is described in Figure 4.3. It scans the step number

difference (pink box) using the IQR of the previously detected behaviour changes (orange
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box). If the step number difference is outside the IQR limits of previously detected behaviours,

the behaviour change is sustained and is labelled as a habit.

Figure 4.3. Illustration of Step 5 of U-BEHAVED algorithm. Arrow and number represent
Step 5 and coloured boxes highlight relevant processes. X−axis indicates time (in hours).
Y−axis is difference in step number.

4.5 Evaluation

We used physical activity tracker data with pre-labelled physical activity behaviour changes

and habits to calculate the accuracy of the U-BEHAVED algorithm. It was constructed

from real physical activity tracker data collected as part of health studies (Real Raw Data)

where all significant physical activity changes were smoothed out to remove all behaviour

changes and habits (Baseline Dataset). We set the width of the algorithm rolling window to

a short period (w = 3 days) and added different magnitudes of physical activity behaviours

(Baseline Dataset + Controlled Changes) and habits (Baseline Dataset + Controlled Changes

+ Controlled Habits) in a controlled manner. We simulated an hourly stream of data to the

algorithm, and for each added magnitude of physical activity behaviour, we calculated the

algorithm accuracy as the ratio of detections relative to all added behaviours. The evaluation

method is summarised in Figure 4.4.
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Real Raw Data

Baseline Dataset
(BD)

Controlled
Changes (CC)

(BD+CC)
Changes are added Evaluation

Controlled
Habits (CH)

(BD+CC+CH)
Habits are added Evaluation

Changes are filtered out

Figure 4.4. Method to evaluate U-BEHAVED accuracy in detecting behaviour changes and
habits

4.5.1 Construction of the Evaluation Dataset

The real raw data contained records of 79 participants who used a physical activity tracker that

continuously recorded their number of steps per minute. We divided the 79 participants into

two groups. The first group included 30 children from a private school-based health education

programme [17], [111] (median number of hourly steps=320, mean hourly step coefficient of

variation=50%), and each wore a Misfit wearable sensor [73]. The second group included 49

adults from two public datasets [15] [104] (median number of hourly steps=218, mean hourly

step coefficient of variation=140%), and each wore a Fitbit wearable sensor [44].

Using the Real Raw Data, we built the Baseline Dataset (BD) free of behaviour changes and

habits. We first pre-processed the data for each participant (Section 4.4.2) and calculated the

mean step number per hour for each participant. Then, we replicated this nine times for each

participant, simulating nine equal days of physical activity. We needed nine days of physical

activity because we used the first six days as baseline (the width of the algorithm rolling

window was set to three days), and then we added behaviour changes in the last three days

to evaluate the algorithm. We simulated the participants’ natural physical activity variability

[11] [54] by introducing (or removing) steps per hour based on each participant’s hourly

step coefficient of variation, calculated from the pre-processed Real Raw Data. We manually
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inspected the resulting dataset of 12,798 data points (79 participants x 18 hours x 9 days)

for sharp increases or decreases in the number of steps per hour to confirm that behaviour

changes were not involuntarily introduced.

4.5.2 Evaluation of Behaviour Change Detection

We incorporated two behaviour changes to the BD of each participant on day seven: one

positive behaviour change at 8 am by adding physical activity (steps), and one negative

behaviour change at noon by removing physical activity (steps) (Figure 4.4). We chose these

specific times because they are times when participants may generate behaviour changes,

such as walking to school/workplace in the morning and using a computer or smartphone at

lunchtime. We also varied the number of steps.

Figure 4.5 shows the detection accuracy for various amounts of steps. As expected, as more

steps were added or removed to simulate behaviour changes, the accuracy of the algorithm

increased sharply.

Figure 4.5. Left and right graph show behaviour-change detection accuracy of children and
adults, respectively. X−axis indicates number of steps added at 8 am as positive behaviour
changes or removed at noon as negative behaviour changes. Y−axis indicates percentage
of behaviour changes detected relative to all changes added. Red and blue lines indicate
percentage of negative and positive behaviour changes detected, respectively.

For the children’s dataset, the algorithm detected ∼80% of the positive and negative behaviour

changes when the added changes corresponded to at least 400 steps per hour. This detection

accuracy reached 100% when the added changes corresponded to at least 900 steps per hour.
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For the adults’ dataset, the algorithm detected ∼80% and 100% of positive behaviour changes

when the added changes corresponded to at least 600 steps and 1,600 steps per hour, respect-

ively. The detection of negative behaviour changes by the algorithm reached 61% when the

added changes corresponded to at least 1,400 steps per hour. Overall, 80% of all (positive and

negative) added behaviour changes were detected at 1,600 steps.

4.5.3 Habit Detection Evaluation

Similar to the behaviour change detection evaluation, we incorporated two habits for each

participant from day 7 to day 9: one positive habit at 8 am by adding the same amount of

physical activity (steps) during the three consecutive days, and one negative habit at noon

by removing the same amount of physical activity (steps) during the three consecutive days

(Figure 4.4). The habit was labelled as detected only if it was consecutively detected from

day 7 to day 9.

Figure 4.6 shows the detection accuracy at various amount of steps. Before the addition of

the two habits (i.e. addition = 0), the algorithm did not detect any habit, as expected. Then,

the number of detected habits increased sharply as these became more pronounced.

Figure 4.6. Left and right graphs show habit detection accuracy for children and adults,
respectively. X−axis indicates number of steps added at 8 am (positive behaviour changes)
or removed at noon (negative behaviour changes). Y−axis indicates percentage of habits
detected in function of number of steps added. Red and blue lines indicate percentage of
negative and positive habits detected, respectively.

For the children’s dataset, the algorithm detected ∼80% of the positive and negative habits

when the added habits corresponded to at least 500 steps per hour. This detection accuracy

reached 100% when the added habits corresponded to at least 900 steps per hour.
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For the adults’ dataset, the algorithm detected ∼80% of positive habits when at least 700

steps per hour were added and increased to 100% following addition of at least 1,600 steps

per hour. The detection of negative habits by the algorithm reached 61% upon addition of

at least 1,500 steps per hour. Overall, 80% of all (positive and negative) added habits were

detected at 1,600 steps.

4.6 Discussion and Conclusion

This chapter presents U-BEHAVED, an unsupervised anomaly detection algorithm for de-

tecting physical activity behaviour changes and new habits as they appear. The algorithm

identifies significant changes in current behaviours by comparing them to recent past beha-

viours using rolling time windows of participants’ step count data captured in real-time using

wearable physical activity trackers. The detection of physical activity behaviour changes and

new habits as they appear represents valuable information for a physical activity promotion

strategy because it can help to increase its effectiveness and the participants’ adherence by

enabling personalisation [65]. For instance, by detecting and understanding how participants

change their behaviours in real-time, physical activity promotion strategies can be adjusted to

each participant’s needs, and relevant personalised feedback can be generated. It can also help

to assess and better understand how the programme or intervention influences participants

by analysing their behaviour changes and new habits after the physical activity promotion

strategy ends. It may also reveal how the participants’ behaviour changes affect other lifestyle

behaviours, such as sleep and diet.

The evaluation of U-BEHAVED detection accuracy using data from 79 users showed that it

can successfully detect significant physical activity behaviour changes and new habits, even

when subtle, in the general population with a non-pathological gait. In the children’s dataset

(lower physical activity variability), the algorithm detected 100% of behaviour changes and

new habits when a difference of at least 900 steps per hour was added. In the adult dataset

(higher physical activity variability), U-BEHAVED detected 80% of behaviour changes when

a difference of at least 1,600 steps per hour was added. The difference in the number of steps
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needed to detect behaviour changes and new habits was lower in the children’s than in the

adults’ dataset because the change detection by U-BEHAVED is based on the participants’

physical activity variability, which was lower in the children’s than adults’ dataset. The

algorithm can detect behaviour changes and habits as subtle as a 100 steps difference per

hour if they are significant, for instance for a sedentary participant with low physical activity

variability. The difference in steps would approximate 9 and 16 minutes of physical activity

at moderate-to-vigorous intensity for the children and adult datasets, respectively, based on a

threshold cadence of around 100 steps per minute, which represents a habitual walking pace

[76], [78], [106]. Examples of behaviour changes and habits that can be detected in children

are walking with their parents to school in the morning [20] [71] and playing an active game

at lunchtime [90], and for adults, examples include active commuting [100] and exercising at

lunchtime [49].

The U-BEHAVED algorithm can be easily implemented in the framework of any strategy

that promotes physical activity or teaches healthy behaviours and relies on physical activity

trackers because it uses as input data the number of steps performed by participants (i.e. the

output data of most commercial, smartphone, and medical-grade physical activity trackers).

The algorithm can also be easily adapted to detect behaviour changes at any programme

content delivery pace because the algorithm rolling window can be set to any length. For

instance, if the health intervention delivery pace is weekly, the rolling window can be set to

7 days. The flexibility to adjust the window length enables comparisons of past behaviour

in the short, medium, and long term. For instance, to detect changes in current behaviour

compared with the previous month, the rolling window can be set to 30 days.

U-BEHAVED uses a step aggregation level per hour to detect physical activity behaviour

changes as they occur. This aggregation level was selected because it is coarse enough to

detect intra-day changes and avoid mislabelling any insignificant variation in the step number

as a change. Other aggregation levels could be used to detect other behaviour change types;

however this would lead to new misclassification issues. For instance, a lower aggregation

level, such as per minute, might allow for identifying more subtle behavioural changes but
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it might mislabel small physical activity bursts as behaviour changes when they are not.

Additional methods need to be developed for each aggregation level to avoid misclassification.

We note that while steps captured by physical activity trackers are acknowledged as being a

reliable high-level indicator of a person’s total amount of physical activity [105] with a high

step activity recognition rate [6], they may not capture all physical activities. U-BEHAVED

focuses on detecting behaviour changes in physical activity that can be defined as steps and

excludes other non-ambulatory activities, such as cycling [72]. Future work can explore the

inclusion of user-defined activities into the algorithm, as well as the inclusion of additional

data that may help in detecting the presence of a non-ambulatory activity, such as intensity

levels. This would also address the issue of missing PA data caused by the removal of the

tracker (non-wear time) or by a technical error during recording or synchronisation.

Furthermore, the detection of other types of habits can be explored. We flagged as new habits

behaviour changes that were performed consecutively every day at the same hour; however,

different behaviour changes can be performed at different times of the day, non-consecutively

or with a broader difference of time, such as doing sport only on Mondays. This suggests that

many types of habits remain to be detected.

4.7 Chapter Contributions and Relationship to the Thesis

Research Questions

This chapter contribute and is related to the second research question:

RQ2 Can data mining techniques help to detect behaviour changes and generate

personalised feedback to support learning?

(1) We presented U-BEHAVED, a novel unsupervised anomaly detection data mining

algorithm for detecting significant changes in physical activity behaviours as soon

as they appear. This information is valuable for any health education intervention

because it provides real-time information on when behaviour changes happen and
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whether they are positive (or not). Real-time detection of behaviour changes en-

ables the development of timely and personalised feedbacks in response to each

participant’s requirements, such as modifying the content of a health education

programme or setting custom physical activity objectives.

(2) We showed that U-BEHAVED can detect physical activity behaviour changes that

are sustained over time, suggesting a new habit. This information is valuable for

health education interventions because it informs whether participants learned a new

habit, when they learned it, and whether it is healthy (or not). This information

can allow the development of timely and personalised feedback in response to each

participant’s behaviour with the aim of strengthening healthy habits, discouraging

unhealthy habits, and re-establishing healthy habits that have been abandoned.



CHAPTER 5

Modelling Physical Activity Behaviour Changes for Personalised

Feedback in a Health Education Application

Activity sensors have made their way into Intelligent Tutoring Systems to support physical

learning. Open-ended domains, where the focus is not about learning specific expert move-

ments but about adopting healthy physical activity behaviours, require the use of algorithms

and artificial intelligence in education techniques for modelling evolving patterns from phys-

ical activity sensor data to enable feedback and personalisation. Specifically, this requires

(1) techniques to detect and monitor undetermined shapes of physical activity changes from

accelerometer data, (2) modelling these detected behaviour changes and integrating them into

the learner model, and (3) updating them periodically for meaningful and timely feedback.

We present a suite of window-based algorithms that detect physical activity changes aligned

with learning objectives from accelerometer data. These are translated into learner model

attributes and used to generate timely feedback. We illustrate our method in the context

of iEngage, a health education programme that teaches adolescents about healthy physical

activity behaviours through an application connected to a wrist-worn activity tracker. We

present the feedback generated by our algorithms and report on the qualitative evaluation with

four experts. We conclude that the automated feedback is useful, important, and timely to

leverage adolescents’ physical activity learning. Two of the four algorithms presented are part

of the U-BEHAVED algorithm previously described in Chapter 4. This chapter is based on

[35].

84
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5.1 Introduction

Artificial Intelligence in Education (AIED) systems have focused on the students’ interactions

with traditional computer interfaces; however, the recent availability of affordable sensors has

opened opportunities to capture new interaction types in physical and motor skill domains

[69] [95], creating the need of novel learner modelling techniques to drive personalisation. In

a traditional AIED system, feedback may be based on the knowledge and mistakes made by

the student who executes some tasks using a computer. On the other hand, in physical learning

systems, feedback may focus on the physical activity behaviours detected by the sensors. This

means that the system needs to extract and assess relevant information from all sensor data in

real-time, in addition to the more standard forms of computer-based interactions.

Our goal was to create techniques for extracting relevant physical activity behaviour change

data from activity tracker time-series to determine whether students learn and improve their

physical activity behaviours in the context of a health education programme dedicated to

10-12-year-old adolescents called iEngage. This programme is run in Australian schools for

five weeks. iEngage teaches health knowledge and skills related to physical activity goal

setting and self-assessment of achievements, and aims to promote participation in physical

activity [111] [47] [17]. The learning activities are delivered through an application connected

to a wrist-worn activity tracker that records steps continuously throughout the programme

running period. The activity tracker helps adolescents to monitor their physical activity

towards personal step goals, and supports knowledge acquisition through experiential learning

activities. The learning programme delivers evidence-based content about physical activity

and health, complemented by practical activities and quizzes for knowledge consolidation.

The activity tracker captures steps and feeds them back to the application. This information

is then presented to the adolescents in the application, thus allowing them to self-assess

their achievements against their individual goals. Indeed, learning is not just about how well

students know the theoretical health facts, but also about how they translate this knowledge

into actual physical activity behaviours in their daily life. For instance, after learning how

to recognise the various physical activity intensities and the importance for their health of

performing 60 minutes of moderate to vigorous physical activity (MVPA) each day, the activity
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tracker data can tell them whether they have actually changed their behaviour accordingly

(such as by increasing their daily time spent doing MVPA), and whether they have acquired

new habits (such as exercising after school, or walking to school). As the detected patterns

will inform the feedback, it is important to capture, model and analyse patterns of physical

activity changes in response to the health education programme. This allows determining

whether new physical activity behaviours are observed in response to what they have learnt,

whether these new behaviours are positive or negative, when they occur, and, importantly

whether these new behaviours are maintained over time. These data are crucial to provide

individualised feedback to the students.

The task is three-fold: (1) to detect changes in physical activity behaviours using the student’s

step data continuously recorded by the activity tracker, (2) to model and integrate them

into the learner model, and (3) to update these data periodically to give timely personalised

feedback. To this aim, we propose a framework and algorithms that we tested using step data

and personal PA goals extracted from the e-learning platform from students who previously

participated in the iEngage programme. We also validated the value of the automated feedback

with experts.

Chapter 5 is structured as follows. Section 5.2 outlines related work in which physical

activity sensors have been used to support physical activity learning, and algorithms to detect

behaviour changes. Section 5.3 presents our methodology, including the algorithms for

detecting and extracting physical activity behaviour changes, the learner model attributes that

capture relevant physical activity behaviours, and how these attributes are used to generate

personalised feedback. Section 5.4 describes the evaluation of the automated feedback by

experts. Section 5.5 concludes the chapter and, finally, section 5.6 outlines the chapter

contributions and relationship to the thesis research questions.

5.2 Related Work

The emerging use of sensors to support physical activity and psycho-motor learning has

led to the development of specific data analysis techniques for tracking physical behaviour
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patterns, modelling the learners’ behaviour, and providing personalised feedback. For instance,

[27] used a smartphone application that tracks the movement of students while practising

dance exercises to synchronize the student’s body movements with the song, and to extract

relevant learning characteristics, such as rhythm, pauses, and step size. At the end of the

learning session, these characteristics are presented to the students as a feedback on their

performance in the form of numbers, graphics, and texts. In the context of Aikido training,

[96] used accelerometers and cameras to capture the students’ body motion while they perform

specific Aikido movements, in order to extract a range of relevant movement features. These

features were then compared with recorded expert movements to trigger vibrotactile real-time

feedback via actuators built in the student’s training uniform. For healthcare training, [39]

built a training simulation system using a manikin and sensors (accelerometers and movement

sensors) to support nurse practice training. The algorithms extracted relevant features (e.g.

the order of the tasks done by nurses) that were represented visually to help teachers identify

and judge the students’ correct and incorrect behaviours.

On the other hand, learning about healthy physical activity behaviours does not involve

learning prescribed postures or movements patterns, but achieving an overall goal represented

by the recommended physical activity level [80]. Moreover, physical activity changes are

specific to each learner and are influenced by their fitness levels and daily schedule. Import-

antly, physical activity does not follow a particular pattern, occurs at various times of the

day, with various characteristics of frequency, speed, duration and intensity. This implies

using techniques to capture physical activity changes for each learner during the intervention

programme instead of specific activity recognition supervised techniques.

Various unsupervised techniques exist for detecting physical activity behaviour changes in

cohorts or in individuals after an intervention [62] [37] [34]. However, these methods are not

suitable for monitoring physical activity behaviour changes in real time. To provide feedback

during a health education programme or intervention, live streaming data need to be collected,

and analysed using window-based techniques. For instance, [23] used semi-supervised

algorithms to detect physical activity changes in behavioural routines during functional health

assessments. They used data collected by a range of smart home sensors (motion, temperature
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and accelerometers) and a trained activity recognition algorithm to label activities and produce

activity curves. They could detect dissimilarities using a Permutation-based Change detection

in Activity Routine (PCAR) algorithm and the Kullback-Liebler (KL) divergence distance

metric for detecting dissimilarities between activity curves. Further expanding this work,

[102] created an unsupervised Physical Activity Change Detection framework, an adapted

version of PCAR that calculates KL distances between moving windows of physical activity

time series to produce a change score to track behaviour changes from wearable sensor data.

Our work extends these ideas by capturing the characteristics of the students’ physical activity

behaviour changes that consolidate their knowledge acquisition.

5.3 A Learner Model for iEngage

A learner model for physical learning environments needs to include knowledge-specific

attributes (i.e. what the student knows) and physical activity behaviour-specific attributes (i.e.

what the student actually does). In iEngage, the knowledge-specific attributes rely on the

interactions with the application (quizzes, answers, and set goals), while the physical activity

behaviour-specific attributes are constructed from the data collected by the activity tracker

continuously worn by the student.

Using the physical activity data from the activity trackers and the knowledge-specific data

from the e-learning application, we generated learning model attributes using algorithms

based on rolling window procedures. Then, we used these attributes to produce personalised

summative and formative feedback content. The method is illustrated in Figure 5.1.

Figure 5.1. Schematic illustration of the method. Quizzes, answers, and goals are captured
by the application (top-left photograph), and real-life physical activity by the wrist activity
tracker (bottom-left photograph). These data are processed by algorithms and stored in the
learner model as attributes to generate personalised feedback
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5.3.1 Algorithms for Modelling Physical Activity Behaviour Changes

Detecting physical activity behaviour changes requires comparing present and past behaviours

to identify significant differences. As physical activity behaviours are individual and dynamic,

the developed algorithms use moving time windows that iteratively go through time frames of

each student’s physical activity behaviour and analyse the presence and nature of the changes.

Four algorithms were built to detect physical activity behaviour changes from step data:

Difference Scanner, Rolling Window Linear Regression, Window-Based Interquartile Range

(IQR), and Multi-Shifted Window-Based IQR, the latter two of which are components of the

U-BEHAVED algorithm described in Chapter 4. The fourth algorithm relies on the results of

the third, while the first three algorithms are independent of one another. Each algorithm has

a specific aim linked with the iEngage themes and the learner model attributes (Table 5.1).

5.3.1.1 Difference Scanner Algorithm

The aim of this algorithm is to detect whether a student performed an hourly physical

activity behaviour change by comparing it with the cohort’s hourly physical activity behaviour

(baseline). Using the hourly steps, it indicates when students do less physical activity than

their peers. Specifically, as illustrated in Figure 5.2, the student’s number of steps per hour (in

red) is compared with the cohort’s median number of steps per hour (in blue). This allows

identifying the hours when the student does fewer steps than the cohort (black dots). The

algorithm returns a data frame with two vectors: the day and the time when the difference is

detected.
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Figure 5.2. Illustration of the results produced by the Difference Scanner algorithm using
data from one day. The X-axis display the time (in hours) and the y-axis the number of
steps. The red line represents the student’s steps number and the blue line the cohort’s median
steps numbers. Black dots represent the hours when the student is doing fewer steps than the
cohort’s median

5.3.1.2 Rolling Window Linear Regression Algorithm

The aim of this algorithm is to detect recent daily physical activity behaviour changes. Using

the number of steps per day, the algorithm measures the student’s physical activity trend

during the previous days. Specifically, it uses a 3-day window to scan the students’ time series

of daily steps, and calculates iteratively the linear regression for each rolling window. Figure

5.3 shows the 3-day moving window at two instants (day 3 in red and day 6 in green) with

their calculated regression coefficients at the top. It returns a data frame with two vectors: the

day where the window is located and the resulting linear regression coefficients.

Figure 5.3. Illustration of the Rolling Window Linear Regression algorithm using the sum of
one student’s steps during 8 days. The x-axis displays the day and the y-axis the number of
steps per day. The red and green boxes show a moving 3-day time window at day 3 and day 6,
respectively, with the regression coefficients on top



5.3 A LEARNER MODEL FOR IENGAGE 91

5.3.1.3 Window-Based Interquartile Range (IQR) Algorithm

The aim of this algorithm is to detect recent physical activity behaviour changes in each

student individually and independently from their peers. Using the hourly steps, it labels the

student’s latest significant physical activity differences. Is composed of the first four steps of

the U-BEHAVED algorithm explained in Chapter 4 and in [31]. Specifically, as illustrated in

Figure 5.4, a time window rolls through the number of steps and time spent doing moderate

to vigorous PA (MVPA) per hour (step 1, red box). For each rolling window, the algorithm

calculates the mean step number and MVPA per hour (step 2, blue box). Then, it subtracts the

present-day hourly steps and MVPA from the hourly mean step number and MVPA of the

windows, to generate the hourly differences of step number and MVPA (step 3, yellow box).

These differences are box-plotted (step 4, green box) and the IQR limits are used to detect

outliers that are labelled as significant behaviour changes (step 5, purple box). It returns a

data frame with eleven vectors: the date and time when behaviour changes were detected, the

mean hourly step number and MVPA, the difference between the detected behaviour changes

and the hourly mean step number and MVPA, the upper and lower IQR limits, and the length

of the rolling window used.

Figure 5.4. Schematic illustration of the Window-Based IQR algorithm using data from one
student during one week. The algorithm steps are numbered inside the coloured boxes. The
x-axes represent the time in hours. The y-axis display the sum of steps (upper graph), the
mean sum of the steps from the 3-day window (middle graph), and the difference between the
present day value and the last 3-day window mean value (bottom graph). Red dots represents
the detected behaviour changes and the dark grey area represents the IQR limits
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5.3.1.4 Multi-Shifted Window-Based IQR Algorithm

The aim of this algorithm is to detect physical activity behaviour changes that are sustained

over time. Using the previously detected hourly behaviour changes, it labels as habits the

changes that are repeated consecutively. This algorithm is composed of the last step of the

U-BEHAVED algorithm explained in Chapter 4 and in [31]. Briefly, as illustrated in Figure

5.5, it scans the upper and lower limits of the previously detected behaviour changes from

the Window-Based IQR algorithm through the time series of the hourly step difference (box

1, purple). If the hourly steps difference is outside the limits of the previously detected

behaviours (box 2, green, and box 3, yellow), then the behaviour change is sustained. It

returns a data frame with three vectors: the sustained behaviour change date, time, and the

number of days of uninterrupted behaviour change.

Figure 5.5. Schematic illustration of the Multi-Shift Window-Based IQR algorithm using
data from one student during one week. The different algorithm steps are numbered inside
the coloured boxes. The x-axis shows the time in hours. The y-axis represents the difference
between the present day and the last 3-day window mean step number (same as in Figure 5.4)

5.3.2 Learner Model Attributes

The main topics of iEngage were related to the learning model attributes to capture knowledge

and specific patterns of physical activity behaviour. These attributes use outputs from the

algorithms described in the previous section. Table 5.1 lists the attributes and maps them to

the iEngage topics and to the algorithms. For instance, the first and second attributes of the

table make use of particular patterns of physical activity behaviour detected by the Difference

Scanner algorithm using physical activity data from activity trackers, as well as each student’s

daily step and MVPA goal established in the e-learning application.
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5.3.3 Personalised Feedback Generation

We used the learner model attributes to generate timely personalised feedback to support the

students’ learning, motivation, and healthy physical activity behaviour changes.

In detail, after the values of the learning model attributes are calculated, a set of rules triggers

specific feedback for each of the learning model attributes. Then, the specific feedback

generated is filtered by another set of rules before being delivered to the learner. Table 5.2

maps out which values of the learner model attributes trigger which type of specific feedback,

and Table 5.3 displays the rules used to filter the specific feedback generated from Table 5.2.

5.3.3.1 Illustration

To illustrate the personalised feedback each student receives, we sampled data from a real

participant in a previous intervention to generate the feedback received on a particular day. In

[111] additional information regarding the intervention and the data used is provided. The

values of each learner model attribute were calculated by our algorithms using the sampled

data to trigger the feedback rules and to build the personalised feedback. This is presented

to the participant as a narrative in an educational, constructive and adolescent-friendly way

(Figure 5.6).
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TABLE 5.1. Map of the attributes to the iEngage topics, the algorithms used, how they are
calculated, and their range of values. All values are calculated for the last 3 days (because the
algorithms use a rolling window of 3 days).

ID Attribute iEngage
Topic

Algorithm
Used

Description Range of Values

1 Step Goals
Achieved

Recommended
Physical
Activity

Difference
Scanner

Number of days when the step sum
≥ daily step goal

From 0 to 3

2 MVPA Goals
Achieved

Recommended
Physical
Activity

Difference
Scanner

Number of days when the sum of
minutes spent in MVPA per day >
daily MVPA goal

From 0 to 3

3 Step Change Be Physically
Active

Difference
Scanner

Indicates whether the daily number of
steps has increased since the previous
module

1, if step number in-
creases or is main-
tained, 0 otherwise

4 Step Trend Be Physically
Active

Rolling Win-
dow Linear
Regression

Trend (β1) of the step number Can be 0, positive or
negative

5 Positive Step
Behaviour
Changes

Healthy and
Sedentary Be-
haviours

Window
Based IQR

Number of days in which positive
step behaviour changes are detected

From 0 to 3

6 Negative Step
Behaviour
Changes

Healthy and
Sedentary Be-
haviours

Window
Based IQR

Number of days in which negative
step behaviour changes are detected

From 0 to 3

7 Positive Beha-
viours, Step
Increase

Healthy and
Sedentary Be-
haviours

Window-
Based IQR

Difference between the step number
in positive steps behaviour changes
and the mean step number

≥ 0 (0, if no positive
behaviour is detected)

8 Negative
Behaviours,
Step Loss

Healthy and
Sedentary Be-
haviours

Window
Based IQR

Difference between the step number
in negative step behaviour changes
and the mean step number

≥ 0 (0, if no negative
behaviour is detected)

9 Daily MVPA
Change

Physical
Activity In-
tensity Levels

Difference
Scanner

Indicates whether the daily minutes
spent in MVPA has increased since
the previous module

1 if minutes increase or
are maintained, 0 other-
wise

10 Daily MVPA
Trend

Physical
Activity In-
tensity Levels

Rolling Win-
dow Linear
Regression

Trend (β1) of time spent in MVPA Can be 0, positive or
negative

11 Positive
MVPA Be-
haviour
Changes

Physical
Activity In-
tensity Levels

Window-
Based IQR

Number of days in which positive
MVPA behaviour changes are detec-
ted

From 0 to 3

12 Negative
MVPA Be-
haviour
Changes

Physical
Activity In-
tensity Levels

Window-
Based IQR

Number of days in which negative
MVPA behaviour changes are detec-
ted

From 0 to 3

13 Positive
Behaviours,
MVPA In-
crease

Physical
Activity In-
tensity Levels

Window-
Based IQR

Difference between the minutes spent
in MVPA during positive MVPA
behaviour changes and the mean
minutes spent in MVPA

≥ 0 (0, if no positive
behaviour is detected)

14 Negative
Behaviours,
MVPA Loss

Physical
Activity In-
tensity Levels

Window-
Based IQR

Difference between the minutes spent
in MVPA during negative MVPA
behaviour changes and the mean
minutes spent in MVPA

≥ 0 (0, if no negative
behaviour is detected)

15 Longest Posit-
ive Habit

Healthy and
Sedentary Be-
haviours

Multi-Shifted
Window
Based IQR

Positive step behaviour change that
has been maintained for the highest
number of days

Initial time (day and
hour) and number of
days maintained

16 Opportunity
to Increase
Steps

Recommended
Physical
Activity

Difference
Scanner

Day of maximum difference in step
number between the student and the
cohort

Time (hour) of the
day when the student
can continue increasing
their physical activity

17 Follow-up Recommended
Physical
Activity

Difference
Scanner

Number of days the adolescent did
more steps than recommended (At-
tribute ID 16)

From 0 to 3
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TABLE 5.2. Mapping of attributes, their values, and the general and specific feedback.

Feedback-triggering
attribute

General feedback Attribute rules and specific feedback

Step goals are achieved
(ID.1 value = 3)

A-congratulate and encourage You have achieved your step goal each day in the last 3 days

B-find positive changes to reinforce If ID.3 > 0, you have increased the daily steps since the last module
If ID.3 = 0, you did fewer steps than before the last module

Step goals are mostly
achieved (ID.1 value =
1 or 2)

C-congratulate and encourage You almost achieved your steps goals every day in the last 3 days

B-find positive changes to reinforce If ID.3 > 0, you increased the daily steps since the last module.
If ID.3 = 0, you did fewer steps than before the last module.

D-find positive trends and reinforce
them

If ID.4 = 1, your step trend was positive in the last 3 days

E-identify positive behaviours to re-
inforce them

If ID.5 = 3, you had positive step behaviour changes in the last 3 days. These amount
to ID.7 additional steps over the last 3 days.
If ID.5 = 1 or 2, you had positive step behaviour changes in ID.5 of the last 3 days.
These amount to ID.7 additional steps over the last 3 days.

F-congratulate for achieving a posit-
ive habit

If ID.15 present, congratulate for creating a positive habit

G-promote following opportunity,
suggestions

If ID.17 = 3, 2, or 1, congratulate for following the advice in the last 3 days and
keep up the good work
If ID.17 = 1, encourage to do it more often
If ID.17 = 0, highlight the benefit of following advice

H-suggest opportunities for more
physical activity during the day

Suggest ID.16 as a possible time window for being more active, compared with
peers

Step goals are not
achieved (ID.1 value =
0)

P -state non-achievement You did not achieve the step goals on any day in the last 3 days

E-identify positive behaviours to re-
inforce them

If ID.5 = 3, you showed positive step behaviour changes in the last 3 days. These
amounted to ID.7 additional steps over the last 3 days
If ID.5 = 1 or 2, you showed positive steps behaviour changes in some of the last 3
days. These amount to ID.7 additional steps over the last 3 days

F-congratulate for achieving a posit-
ive habit

If ID.15 present, congratulate for creating a positive habit

I-find negative behaviours to fix If ID.6 ≥ 2, there were ID.6 days in which you did fewer steps compared with a
typical day, losing ID.8 steps

G-promote following opportunity,
suggestions

If ID.17 = 3, 2, or 1, congratulate for following the advice in the last 3 days and
keep up the good work
If ID.17 = 1, encourage to do it more often
If ID.17 = 0, highlight the benefit of following advice

H-suggest opportunities for more
physical activity during the day

Suggest ID.16 as a possible time window for being more active, compared with
peers

MVPA goals are
achieved (ID.2 value =
3)

J-congratulate and encourage You achieved your MVPA goal each day in the last 3 days

K-find positive changes to reinforce If ID.9 > 0, you increased your daily MVPA since the last module
If ID.9 = 0, you did less MVPA than before the last module

MVPA goals are
mostly achieved (ID.2
value = 1 or 2)

L-congratulate and encourage You almost achieved the MVPA goal ID.2 days out of 3.

K-find positive changes to reinforce If ID.9 > 0, you increased your daily MVPA since the last module
If ID.9 = 0, you did less MVPA than before the last module

M-find positive trends and reinforce
them

If ID.10 = 1, your MVPA trend was positive in the last 3 days

N-look for positive behaviours to re-
inforce them

If ID.11 = 3, you did positive MVPA behaviour changes in the last 3 days. These
amounted ID.13 additional minutes of MVPA over the last 3 days
If ID.11 = 1 or 2, you did positive MVPA behaviour changes in most of the last 3
days. These amounted ID.13 additional minutes of MVPA over the last 3 days

MVPA goals are not
achieved (ID.1 value =
0)

Q -state non-achievement You did not achieve your MVPA goals in any of the last 3 days

N-look for positive behaviours to re-
inforce them

If ID.11 = 3, you did positive MVPA behaviour changes in the last 3 days. These
amounted ID.13 additional minutes of MVPA over the last 3 days
If ID.11 = 1 or 2, you did positive MVPA behaviour changes most of the last 3 days.
These amounted ID.13 additional minutes of MVPA over the last 3 days

O-find negative behaviours to fix If ID.12 is ≥ 2, during the last 3 days you spent fewer minutes doing MVPA
compared with a typical day, losing ID.14 minutes of MVPA

Note: The ID and values in the feedback-triggering attribute column are from Table 5.1. The letter placed at the beginning of each general feedback helps to identify them in Table 5.3.



96 5 MODELLING PHYSICAL ACTIVITY BEHAVIOUR CHANGES FOR PERSONALISED FEEDBACK

TABLE 5.3. Feedback-trigger rules according to the combination of attributes values

ID.2=3 ID.2=2 or 1 ID.2=0
ID.1=3 Congratulate for goals (A,J)

Reinforce positive changes (B,K)
Congratulate for goals (A,L)
Reinforce positive changes (B,K)
Reinforce positive trends (M)
Reinforce positive behaviours (N)

Congratulate for goals (A)
Reinforce positive changes (B)
Reinforce positive behaviours (N)
Negative behaviour to fix (O)

ID.1=2
or 1

Congratulate for goals (C,J)
Reinforce positive changes (B,K)
Reinforce positive trend (D)
Reinforce positive behaviour (E)
Congratulate for habit (F)
Promote suggestions (G)
Suggest opportunity (H)

Congratulate for goals (C,L)
Reinforce positive changes (B,K)
Reinforce positive trend (D,M)
Reinforce positive behaviour (E,N)
Congratulate for habit (F)
Promote suggestions (G)
Suggest opportunity (H)

Congratulate for goals (C)
Reinforce positive changes (B)
Reinforce positive trend (D)
Reinforce positive behaviour (E,N)
Congratulate for habit (F)
Promote suggestions (G)
Suggest opportunity (H)

ID.1=0 Congratulate for goal (J)
Reinforce positive changes (K)
Reinforce positive behaviour (E)
Negative behaviour to fix (I)
Congratulate for habit (F)
Promote suggestions (G)
Suggest opportunity (H)

Congratulate for goal (L)
Reinforce positive changes (K)
Reinforce positive trend (M)
Reinforce positive behaviour (E,N)
Congratulate for habit (F)
Negative behaviour to fix (I)
Promote suggestions (G)
Suggest opportunity (H)

Goal not achieved (P,Q)
Reinforce positive behaviour (E,N)
Negative behaviour to fix (I,O)
Congratulate for habit (F)
Promote suggestions (G)
Suggest opportunity (H)

Figure 5.6. Illustration of the resulting personalised feedback using data of a real participant
for a particular day
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5.4 Validation

We recruited four health sciences, exercise physiology, or physical education experts with

experience working with adolescents. We asked them to evaluate via an online survey whether

the automated personalised feedback was valuable (across 3 dimensions: helpful, important,

and timely) for supporting adolescents who learn how to modify their physical activity

behaviour. This online survey, presented real physical activity data from three adolescents

(from a previous iEngage education session [111]), and nee. The experts were asked to

evaluate and comment on the feedback automatically generated by our algorithms on three

days. This survey was approved by The University of Sydney Human Research Ethics

Committee (2021/815).

5.4.0.1 Study Results

Each expert evaluated 44 automated feedbacks using a 5-point Likert scale. The resultant

176 answers (4 experts * 44 feedbacks) positively evaluated the automated personalised

feedbacks as helpful (mean=88%, s.d.= 11%), important (mean=85%, s.d.= 7%), and timely

(mean=85%, s.d.= 8%).

Experts were also asked to provide free text comments about the automated feedbacks. The

most frequent response about what they liked was that the feedback reinforced positive

behaviour changes. This was expressed by one of the participants as follows: "[I liked that

the feedback was] positive and focused on the good behaviours rather than on the negative

aspects". The most frequent response about what they did not like in the feedback was that

they were more focused on explaining the students’ behaviours rather than motivating them to

generate new behaviour changes. For instance, one of the participants wrote: "[the automated

feedback is] missing encouragement messages to do better the next 3 days". The most frequent

response about what was missing was to incorporate the student’s opinion in the feedback

loop, as commented by one participant: "using motivational interviewing might be a better

solution than giving them a suggested time to increase physical activity, [it would] allow to

make their own suggestions that would work with them".
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Experts found that the automated feedback was good support for the students’ learning

process; however, they highlighted the importance of using an adolescent-friendly language in

a live scenario that would need to be tailored depending on the health intervention population

demographics. They also suggested students should be incorporated into the feedback loop

to increase their motivation and propose more relevant actions. The study suggests that

valuable personalised formative feedback can be automatically generated using a combination

of knowledge-specific attributes mapped with the health education application, and physical

activity behaviour-specific attributes extracted from the activity tracker.

5.5 Conclusion

We explored the problem of adding the physical activity accelerometer time series data

into a learner model for a health education system by providing algorithms that (1) detect

physical activity behaviour changes relevant for knowledge acquisition by students, (2) build

relevant learner model attributes, and (3) provide timely personalised feedback. Window-

based algorithms enable to monitor individual’s physical activity behaviour changes over time

through relevant learning-related PA behaviour attributes mapped to the learning contents.

Although the actual feedback was not implemented live in our system, we provide examples

of what type of feedback can be generated using these algorithms and real data from iEngage,

a digital health education programme that teaches health knowledge and skills to promote

physical activity behaviour change in adolescents. Health education experts commented that

the personalised feedbacks generated by our algorithms were useful, important, and timely

for supporting healthier PA behaviour changes.

Further research on the creation and evaluation of personalised messages would be interesting

to study which aspects of the messages are most likely to affect behaviour change and how

these elements may be leveraged with more appealing messages to participants. Likewise,

the temporality of the messages can be further explored, for instance, by examining the most

effective time to provide feedback and the influence of reminders and follow-up messages

responding to their behaviour changes.
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5.6 Chapter Contributions and Relationship to Thesis

Research Questions

This chapter contribute and is related to the second research question:

RQ2 Can data mining techniques help to detect behaviour changes and generate

personalised feedback to support learning?

(1) We presented a set of data mining techniques that use participants’ physical activity

data to detect behaviour changes as the intervention unfolds. The live monitoring of

physical activity changes is relevant to any health education intervention because it

provides objective, timely and key information on how they learn healthy behaviours.

This information is essential to understand whether the participant is learning and

allows providing feedback based on their learning.

(2) We described how we model the detected behaviours and integrate them into a

learning model. The integration of the physical dimension of students learning into

a learning model is a pivotal step for the generation of automated feedback based

on their behaviour. The model is valuable because it allows the automated feedback

generation and trigger on the basis of the participant’s learning state.

(3) We described how to generate timely personalised feedback for each participant

based on their physical activity behaviour changes integrated in the learner model.

The automated feedback generated is valuable because it demonstrates how physical

activity data can be used to support the participants’ learning. Experts found that the

generated personalised feedback was useful, important, and timely for supporting

each participant’s learning.



CHAPTER 6

Conclusion

In this thesis, we explored how data mining methods can be applied to physical activity sensor

data to assess and personalise health education programmes. To address the two research

questions, each chapter focused on one of four objectives. The first objective was to review

the current state of the art in data mining methods for detecting physical activity behaviour

changes in health education. The second objective was to propose a data mining method to

gain some insights into the impact of a health education intervention on physical activity. The

third objective was to develop a data mining technique to detect behavioural changes from

streaming data. The fourth objective was to produce personalised feedback based on each

participant’s behaviour changes to support their learning. This final chapter concludes with a

review of the work done for this thesis, explaining how the research questions were addressed,

discussing key contributions, and providing indications of potential future work.

6.1 Revisiting the Research Questions

The two research questions of this thesis were:

RQ1 Can data mining techniques and models help to assess the effectiveness of physical

activity interventions using activity sensor data?

RQ2 Can data mining techniques help to detect behaviour changes and generate personal-

ised feedback to support learning?

RQ1 was addressed in Chapter 2 and 3. This required the development of a data mining

technique to extract behaviours from physical activity data in order to assess the health
100



6.2 CONTRIBUTIONS AND FUTURE WORK 101

education impact. RQ2 was addressed in Chapters 2, 4 and 5. This required using data mining

to detect and model behavioural changes to support learning. Figure 1.1 provides an overview

of this thesis, showing the initial research questions posed in Chapter 1, how the different

chapters relate to these questions, and how chapters are linked together.

In the next section, the contributions and future work of each chapter are discussed.

6.2 Contributions and Future Work

Chapter 2 is a systematic review of the literature on the current state of physical activity

sensor data mining techniques in health education to detect behaviour changes in which we

discussed common challenges and opportunities. This provided the foundation for addressing

RQ1 and RQ2 because it summarised the current knowledge on data mining methods that

have been developed to detect behavioural changes in health education and that can be used

for intervention assessment (RQ1) and for supporting knowledge acquisition (RQ2).

The first contribution is the identification and description of the current data mining methods

used for physical activity sensor data collected in the framework of health education in

order to detect behavioural changes. This review analysed the current methods by dividing

them into different sub-processes: data capture, data pre-processing, data transformation, data

mining, and interpretation. This can help health and computer scientists to understand in detail

how these methods work and how the detected behaviour changes can be used to optimise

health education. The second contribution was the collection of evidence to highlight the

current challenges and opportunities. This helped to identify literature gaps and contradictory,

or inconclusive findings that justified the present work and will guide future work on the

development of the next generation of data mining methods.

This systematic review showed how data mining can be used to extract behaviour changes from

sensor data mining to be then analysed by experts with the aim of improving health education.

In the future, it could be useful to periodically update this systematic review because studies

on this topic started to be published only a decade ago and have been increasing over time.
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Moreover, this literature review could be complemented or extended. For instance, it would

be interesting to review other sub-processes or topics related to data mining methods outside

this thesis scope, such as ethics, privacy, and security, because they can influence the design

of methods.

Chapter 3 presented a novel data mining method to analyse changes in physical activity

behaviour in order to understand at a finer level the impact of a health education intervention.

This chapter addressed RQ1 because it focused on how data mining techniques and models

can help to assess the effectiveness of physical activity interventions using activity sensor

data.

The first contribution of this chapter was the method to extract daily behaviour changes from

physical activity data to meaningfully assess the health intervention impact relative to the

recommended daily goals. Specifically, the method builds clusters of daily intensity, duration

and frequency of physical activity bouts extracted from physical activity trackers. Then,

these clusters are analysed to identify changes in the participants’ behaviour relative to the

daily recommended guidelines. The presented method is valuable because it characterises

physical activity behaviour changes that are latent in the current analyses. Physical activity

intensity, duration and frequency are standard metrics used in health recommendations and

guidelines. The flexibility of our method allows analysing behaviour changes using multiple

or different criteria. For instance, children’s behaviour changes can be analysed using the

World Health Organisation physical activity recommendations for children or local physical

activity guidelines for children. Similarly, behavioural changes in adults and older adults can

be analysed relative to the specific guidelines for each age range and gender.

The second contribution is the use of this method to focus the analysis of physical activity

behaviour changes in function of the part of the day in which they occurred. Clusters of

physical activity intensity, duration and frequency were created and analysed to assess changes

in the participants’ behaviour at different times of the day. This is valuable for interventions

because it allows understanding specifically at what time of the day the behaviour changes

occur. The analysis of behaviour changes by day and at different times of the day might help

to refine health guidelines by identifying times of the day more suitable for physical activity.
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The presented technique is flexible and can integrate a larger number of physical activity

behaviour characteristics and use other time aggregation types. In the future would be

interesting to explore what other analysis types can be generated with the proposed method.

For instance, using data aggregated at the week level could allow investigating behaviour

changes that occur during weekdays or during weekends. Our proposed method could also be

extended by exploring the integration of additional information on the participants’ behaviours

that can be extracted from physical activity sensors. This would require to use, adapt or

create other data mining techniques, and the resulting clusters would need new analysis and

interpretation approaches. For instance, it would be interesting to integrate other human

behaviours that may influence physical activity behaviours, such as sleep. For this, sleep

detection algorithms will be required to extract sleep features, such as time spent sleeping,

when participants go to bed, and when they wake up, and also sleeping behaviours changes (e.g.

bedtime changes). By combining physical activity and sleep features, the new clusters would

provide information on the intervention effects on the participants’ lives, moving towards a

lifestyle assessment of health education interventions. Moreover, it would be interesting to

integrate the participants’ physical activity routines, such as daily or weekly routines, using

sequential-pattern mining algorithms. By combining physical activity behaviour changes and

physical activity routines, the new clusters could help to study how behaviour changes affect

routines, for instance, the types of physical activity routine changes, when they occur, and

their time length and frequency. Similarly, it would be interesting to integrate in the analysis

the physical activity type performed by participants. Physical activity recognition techniques

could be used to detect different activities, such as sitting, walking or jogging. Supervised

data mining techniques would need to be trained to classify different physical activity types.

By combining information about physical activity behaviour changes and the physical activity

type performed, the new clusters could be used to analyse what activity types changed during

the intervention and how they are related to physical activity behaviour changes. Finally,

although the k-means algorithm is used in our proposed method because it produced cohesive

clusters and is simple to use and interpret, future research can explore the employment of new

clustering methods to examine for additional physical activity behaviour patterns and enrich

our suggested analysis.
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Chapter 4 presented U-BEHAVED, a novel unsupervised data mining algorithm that detects

significant changes in physical activity behaviours and habits as soon as they appear. This

topic is related to RQ2 because the algorithm detects behavioural changes individually for

each participant using data from their physical activity trackers. In Chapter 5, U-BEHAVED

is part of the set of algorithms used to detect each participant’s behaviour changes. These

data are integrated into a user model to generate timely personalised feedback to support their

learning.

The first contribution of the algorithm was the early detection of recent behavioural changes

from streaming data. This information is valuable for any health intervention because it

allows knowing in real time when changes are generated and whether they are healthy. Early

detection gives the possibility to generate timely and tailored responses to each participant’s

needs, such as adjusting their programme content or adapting their physical activity goals.

The second contribution of the algorithm was the early detection of behavioural changes

sustained over time (habits). This information is valuable for health education because it says

whether the behaviours learned by participants are maintained over time. This would allow

reinforcing healthy habits once acquired and recovering healthy habits that had been acquired

but were no longer performed.

The U-BEHAVED algorithm presents four main advantages. First, it is applicable to any

health intervention that uses physical activity trackers because the participants’ number of

steps per hour is its input, a common output of most activity trackers. Second, this is an

unsupervised algorithm and therefore, it does not need to be trained on each participant’s

physical activity behaviour to detect behaviour changes. The algorithm learns from each

participant’s behaviour to detect changes. Third, it can be customised to detect behaviour

changes at any programme content delivery pace because it has a configurable rolling window

that can be set to any appropriate length. Fourth, it can detect behaviour changes close to

real-time when data from the participants’ physical activity trackers are continuously streamed

and cached because the algorithm rolling window would slide to the last time the data are

refreshed.
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In the future, behavioural changes detected during the intervention might be used as a

measure of the participants’ learning, thus providing relevant information on the intervention

impact, especially when analysed at different levels (individuals or cohort), during or after the

intervention. The present work could be extended by exploring the creation of semi-supervised

data mining techniques to detect behaviour changes. For instance, upon detecting a behaviour

change, our unsupervised algorithm could ask the participant whether the behaviour change

actually occurred (or not) in order to label the detection as correct (or incorrect). These

labels could serve to train a supervised algorithm (e.g. neural networks) to detect behaviour

changes. Although we confirmed that the algorithm can accurately detect behaviour changes,

it would be interesting to compare the detection accuracy of the unsupervised (current) and

semi-supervised (future) data mining methods.

Also in future work, our algorithm could be modified to handle missing data. The current

U-BEHAVED algorithm needs as input a continuous time series of physical activity data

to detect behavioural changes, and cannot use incomplete or partial records. However, to

improve it robustness, it could be modified to detect when participants stop wearing the

tracker, thus skipping these events. As U-BEHAVED bases its detection on past behaviours,

it would be interesting to check whether this modification would decrease or increase the

detection accuracy, because it may have difficulties in identifying which behaviour is habitual

and which is a significant change.

Lastly, as explained in section 4.6, U-BEHAVED is flexible enough to accept other aggregation

levels of the participants’ number of steps as input. Exploring new aggregation levels would

allow detecting other behavioural changes. For instance, when data are aggregated to higher

levels, such as per day or week, it might detect long-term changes.

Chapter 5 propose a model for supporting knowledge acquisition in physical learning

environments based on the participants’ physical activity behaviours. This topic is related to

RQ2 because it describes a range of data mining techniques to detect behavioural changes from

the participants’ physical activity data. These findings were modelled into a learner model

to create personalised feedback to support the participants’ learning. A narrative summative

and informative feedback is generated and triggered in response to specific behaviours. The
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feedback seeks to guide the participants’ learning process, helping them to think about their

physical activity behaviours and encouraging healthy behaviours.

The first contribution of this work was the creation of a set of algorithms that detect behaviour

changes as the intervention unfolds using the participants’ physical activity data. The real-

time detection of physical activity changes is relevant for any health education intervention

because it provides objective, timely, and crucial information on how participants learn healthy

behaviours, which can be used to support their learning. The second contribution was to

demonstrate how to model the participants’ behaviours and how to design a learning model

to integrate them. This is valuable for health education because it combines the physical

dimension of learning in a learner model. This allows assessing how participants learn

and also generating and triggering feedback based on their behaviours. Finally, the third

contribution was to show how timely personalised feedback can be generated. This is relevant

because it demonstrates how physical activity data can be used to produce feedback with the

aim of supporting the participants’ learning. Experts validated our personalised feedback by

saying that it was helpful, important and timely for supporting the participants’ learning.

In the future, new data mining techniques may extract more participants’ behaviours from

activity tracker data that could be added to the learner model. This may give a broader view of

how participants’ behaviours change during knowledge acquisition, and may allow assessing

these behaviours to further improve personalisation. For instance, the time spent at different

physical activity intensities could be extracted and analysed to understand how this changes as

participants learn. Moreover, by relating these data to the participants’ behavioural changes,

more detailed feedback on their physical activity habits could be provided. Also, would be

interesting to investigate other ways of delivering personalised feedback. In this chapter,

narrative feedbacks were used, but vibrotactile or sound feedback could be tested. The latter

may be suitable delivery options for people with special needs, for instance, participants

who cannot read. In addition, it would be interesting to explore the possibility of opening

the learning model to participants. This could make participants think about their own

behaviours and self-regulate their learning, which could boost knowledge acquisition. In

addition, the learning model could be expanded or modified to focus on supporting health
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education teachers. Teachers could monitor the behaviours of the whole cohort and follow

each participant’s progress. This could give to teachers timely key information on each

participant’s learning that may be used to provide person-to-person detailed personalised

feedback or to modify the programme to fit the cohort’s needs. Finally, a user study needs

to be conducted to evaluate the impact of our automated feedback on learning. We note that

this study was part of the original thesis plan, but unfortunately had to be abandoned due to

COVID-19 lockdown restrictions.

6.3 Summary and Final Reflections

This thesis presented data mining methods to extract changes in physical activity behaviour

from physical activity tracker data in order to create elaborated intervention evaluations and

to generate timely personalised feedback during the intervention.

Extracting physical activity patterns from physical activity trackers is valuable for health

education because it provides detailed insights into the participants’ physical activity learning

dimension, paving the way to thorough assessments and personalisation. This information

can also be valuable for areas related to health science, such as exercise physiology and sports

science, because by providing details about how the participants’ PA occurs and changes, it

helps to carry out comprehensive analyses on human physical activity behaviours.

Sensor technology continues to progress and is becoming largely adopted in health education.

This thesis can serve as a first guide on how to develop novel data mining methods for

extracting other physical activity patterns from sensor data. Furthermore, it can be used

as a reference on how to develop insightful physical activity behavioural features and as a

blueprint on how these features can be modelled and analysed to evaluate interventions and

support learning. Finally, we hope this thesis will serve as a stepping stone toward the many

promising avenues for future research we have discussed.
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