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Abstract

Deep learning methods have recently achieved remarkable success in various areas

of artificial intelligence, such as computer vision and reinforcement learning, due to their

potent distribution matching capabilities. However, these successes rely heavily on the

i.i.d assumption, i.e., the data distributions in the training and test datasets should be the

same. In this way, current deep learning methods typically exhibit poor generalization

under distribution shift, i.e., they perform poorly on test data whose distribution differs

from that of the training data. This significantly hinders the application of deep learning

methods to real-world scenarios, as the distribution of test data is not always the same as

the training distribution in this rapidly evolving world. For instance, image classification

models in autonomous vehicles are incapable of predicting obstacles in atypical weather

conditions, which can result in catastrophic accidents.

This thesis aims to discuss how to construct generalizable deep learning methods

under a distribution shift. To achieve this, the thesis first models one prediction task as a

structural causal model, which establishes the relationship between fine-grained variables

using directed acyclic graphs. Among the distributions of variables in SCM, some of

them are easily changed across domains while others are not. For example, dog images

in cartoon and real-world styles may have different textures but similar shapes in their

noses and ears. However, deep learning methods usually unconsciously mix up invariant

variables and easily changed variables, and thus deviate the learned model from the true

one, resulting in the poor generalization ability under distribution shift. To remedy this

issue, we propose specific algorithms to model such an invariant part of the structural

causal model with deep learning methods, and experimentally show it is beneficial for

the trained model to generalize well into different distributions of the same task. Last, we

further propose to identify and model the variant information in the new test distribution

so that we can fully adapt the trained deep learning model accordingly.

vi



ABSTRACT vii

We show the method can be extended for several practical applications, such as

classification under label shift, image translation under semantics shift, robotics control

in dynamics generalization and generalizing large language models into visual question-

answer tasks. To fulfill the above applications, the thesis specifically proposes a variety

of novel methods to model the invariant and variant parts of a structural causal model,

including label transformation networks, color transformation consistency, and causal

intervention methods. Furthermore, this thesis discusses recent cutting-edge research top-

ics, including generative adversarial networks, contrastive learning, mutual information

estimation and causal effect estimation.
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CHAPTER 1

Introduction

In the past decades, deep learning methods [131] have achieved great success in many

areas of artificial intelligence, such as computer vision [81, 189], natural language

processing [297, 319], multi-modal learning [88] and reinforcement learning [226, 227].

The success of deep learning methods is contingent on two crucial factors: 1) It has

been mathematically demonstrated that neural networks with infinite hidden neurons

in deep learning can be used as universal approximation functions [84, 77, 162, 112],

and experimentally demonstrate that the neural networks with larger size parameters

[25, 80, 121] have stronger function approximation ability than those with smaller size

parameters, which provides them with strong data distribution matching capabilities. 2)

In the Internet age, it is feasible to collect large amounts of annotated data for training

neural networks, and these datasets can better represent and reflect the statistics of real

data than smaller-scale datasets [131]. In this way, deep learning methods are able to

approximate the real data distribution with their strong distribution matching ability and

achieve human-surpassing performance under the i.i.d assumption, i.e., the test data

distribution is identical and independent of the training data distribution. For example,

recent large language models, such as GPT-3 [25] with 175 billion parameters, trained

on massive texts with over 400 billion tokens, have demonstrated surprisingly superior

performance over traditional machine learning models in NLP tasks.

However, current deep learning methods still suffer from distribution shift problem [156,

155, 154, 147, 91, 146, 8, 72], i.e., they typically perform poorly on certain domains

with different distributions than the training data. This has become a major obstacle

to the deployment of deep learning techniques in real-world applications, as test data

1



2 1 INTRODUCTION

in real-world scenarios do not always conform to the distribution of training data. The

reasons for the distribution shift in real-world applications mainly lie in the following:

(1). The data in some domains is limited or expensive costly to obtain, making it difficult

to collect the large-scale dataset for training the deep learning methods. In this way, the

feasible solution [280, 37] is to collect data in other domains as the training dataset, and

expect the trained deep learning model to be able to generalize well in data with different

distributions. For example, because of privacy concerns and labelling difficulties, publicly

labelled medical images for diagnosis are usually limited, e.g., the public chest X-Ray

dataset [245] for COVID diagnosis only contains images from 517 patients. This is

obviously insufficient to train a deep learning model, so recent methods [317, 79] tried to

train a generalizable deep learning method from the Typical Pneumonia dataset rather

than using only COVID dataset.

(2). In this rapidly evolving world, test data distributions for many tasks may not always

remain unchanged. Taking disease prediction as an example, our goal is to predict disease

Y from symptoms X , the distribution of the disease can change over location and time.

Consider the flu prediction task, the data available for flu prediction is always has a

regular morbidity rate, but if a model is trained on these data, the performance of this

model will decrease when it is used to detect flu in a location or over a period with a high

morbidity rate when flu outbreak [252].

As stated in the preceding two reasons, distribution shift problem is both a natural

occurrence and a significant barrier to the deployment of deep learning techniques in

real-world applications.

In this thesis, we mainly discuss how to adaptively improve the generalization ability

of deep learning methods under distribution shift with the thought of causality [196],

making deep learning methods more practical for real-world applications. We will first

summarise the main idea for solving the distribution shift problem, and then briefly

introduce how to extend our idea into several practical applications, such as classification

under label shift, image translation under semantics shift, robotics control under dynamics

generalisation, and generalising large language models into visual question-answer tasks.
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In order to develop the generalizable deep learning model under distribution shift, we

assume that data distributions from different domains under the same task are inde-

pendent and identically (i.i.d) drawn from a “mother” distribution [310]. This “mother”

distribution typically contains many fine-grained variables, but some of which are easy

to change across domains, and we call such easily changeable variables as domain-

dependent variables for convenience. For example, dog images in the cartoon style have

a smoother texture than their real-world counterparts, resulting in a different distribution

in the cartoon image compared to the real-world image. In contrast, even if the data

distributions differ across domains due to domain-dependent variables, they should share

some variables whose distributions remain unchanged in the same task. For instance, the

ears, nose, and walking posture of dogs depicted in cartoons and in real-world styles are

comparable. However, deep learning methods usually unconsciously mix up variant vari-

ables and invariant variables, and learn a deviated prediction function for the prediction

task [240]. For example, deep learning models may rely on the fur texture instead of the

shape of the body to predict the species of the animal, resulting in poor performance in

the new domains.

To address this issue, this thesis aims to model such “mother" distribution [310] using a

structural causal model (SCM) [196], which establishes the relationship between fine-

grained variables using directed acyclic graphs [198, 120]. The SCM framework allows

us to construct a model that is based on our understanding of the physical world, where

causal relationships between variables are explicitly encoded. For instance, consider

a scenario where we wish to model the relationship between the altitude and average

temperature of a city. Intuitively, we know that the altitude of a city plays a critical role

in determining its average temperature. Therefore, we can encode this causal relationship

into an SCM with the directed edge X → Y , where X represents the altitude of the city,

and Y represents the average temperature. The directionality of the edge indicates that

the altitude of the city causally influences its average temperature, rather than the other

way around. SCMs provide an interpretable and concise method for modelling causal

relations between variables and factorizing the "mother" distribution within a single task.

Using the given SCM [196], we can easily identify domain-invariant variables in this
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task according to our understanding of the world, and then model their information using

deep learning techniques. Experimentally, we demonstrate in our thesis that this reduces

the discrepancy between the ground-truth data distribution and the modelled distribution,

thereby enhancing the generalisation ability of deep learning models [41]. In addition,

we further model the information of domain-dependent variables using deep learning

techniques by exploiting the domain-invariant information with the known structural

causal model, allowing us to fully generalize the learned model to a new data distribution

from unknown domains.

Following this idea, we have several questions to answer. First, the domain-invariant

information varies across different tasks and settings, how to find and model such domain-

invariant information across domains with deep learning methods given a structural causal

model? Second, how can we estimate domain-dependent variables in a structural causal

model? Third, how can we make use of such learned information to make generalizable

predictions in new domains?

To answer these questions, this thesis proposes a mutual information based method to

model domain-invariant information in the image translation task [83, 321] in Chapter

3. In Chapter 2, we further demonstrate that domain-invariant information is beneficial

for learning domain-dependent information given a structural causal model, and can

further improve the generalization ability of the deep learning models. In Chapter 4

and Chapter 5, we propose a causal inference-based method to automatically learn the

domain-dependent information without access to the data from new domains, so that the

learned model can automatically generalize to data from new domains. In Chapter 6, we

propose a new method in which domain-dependent information can be denoted using

natural language, allowing us to interpretably generalise the deep learning method to new

domains.



1.1 CONTRIBUTIONS 5

1.1 Contributions

The works in my PhD try to develop generalizable deep learning models, and my

contributions are summarized as follows, organized in different chapters.

Chapter 2: In this chapter, we focus on the label shift problem whose structural causal

model is very simple, where the label Y is the cause of data X and assume that the

label distribution PY changes but the conditional distribution PX|Y stays the same [311,

91, 146, 8]. To address this problem, we propose the Label Transformation Framework

(LTF) which leverages the generative adversarial network-based generative methods

[61] to model the invariant distribution PX|Y , and use the adversarial training to learn

the changed label distribution PY . The model performed significantly better than the

original after fine-tuning the deep learning models with the new label distribution PY .

Given the structural causal model, the framework demonstrates that domain-invariant

information facilitates the acquisition of domain-dependent information. This is also the

first framework that can handle both discrete and continuous label shift problems, e.g.

classification and regression tasks, as well as high-dimensional label shift problems.

Chapter 3: In this chapter, we focus on semantic shift problem in the unpaired image

translation task. This task aims to translate an image in the source domain X properly

to the target domain Y without the paired data. However, In the majority of unpaired

datasets, not only the domain information but also the underlying semantic distributions

vary between source and target datasets [95]. Thus, previous methods [321, 51] fail to

preserve the semantics that is domain-invariant during the image translation. Typically,

they incorrectly translate the digit 3 in an image to the digit 1, distorting the image’s

semantics. To address this issue, we propose a mutual information-based method to

preserve domain-invariant information during image translation. The method is quite

novel and can significantly improve the task of image translation’s semantic consistency.

Chapter 4: In this chapter, we introduce a causal intervention method aiming to learn the

underlying domain-dependent information. Specifically, we focus on the generalization

of model-based reinforcement learning (MBRL) methods, which aims to train an agent
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that is able to generalize well into environments with unseen transition dynamics. To

achieve this, we want to estimate the domain-dependent information for each environ-

ment. However, because environments are not labelled, the extracted domain-dependent

information inevitably contains redundant information unrelated to the dynamics in

transition segments and thus loses the environmental semantics. As a result, the learned

dynamics prediction function will deviate from the true one, which undermines the gener-

alization ability. To tackle this problem, we introduce an intervention prediction module

to estimate the causal effect of extracted domain-dependent information based on the

structural causal model, and thus encode more semantics into them. The environmental

results demonstrate that domain-dependent information estimated by our method is more

semantically meaningful than previous methods, and can significantly reduce dynamics

prediction errors and improve the performance of model-based RL methods on zero-shot

new environments with unseen dynamics.

Chapter 5: In this chapter, we introduce a hierarchical prototypical method for the

generalization of model-based reinforcement learning (MBRL) methods mentioned in the

last chapter. The proposed hierarchical prototypical method is able to cluster the domain-

dependent information in a tight way, and thus can learn more semantic information than

previous methods. The environmental results demonstrate that learned domain-dependent

information can significantly improve the performance of model-based RL methods on

zero-shot new environments with unseen dynamics.

Chapter 6: In this chapter, we introduce a prompt design method for generalizing large

language models into a visual-question answer (VQA) task. Large language models

have shown strong reasoning ability in NLP tasks [25], but how to leverage its strong

reasoning ability into VQA tasks is a very interesting and challenging problem. This is

because there are the modality disconnection and the task disconnection between large

language models into visual-question answer tasks, where the modality disconnection

refers to LLMs do not natively process images and encoding visual information into a

format that LLMs can process, and the task disconnection refers to LLMs are usually

pre-trained using generative [25] or denoising objectives [42] on language modelling
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tasks. As the LLMs are unaware of the tasks of question answering or VQA, they often

fail to fully utilize contextual information in generating the answers. To remedy these

issues, we introduce a prompt design method called Img2Prompt, which is able to reduce

the modality discrepancy and task discrepancy between the large language model and

VQA task by converting the image information as prompts of the large language model.

Img2Prompt achieves comparable or better performance than methods relying on end-

to-end training. On the challenging A-OKVQA dataset, our method outperforms some

few-shot methods by as much as 20%. Img2Prompt provides an interpretive way (nature

language) for generalizing large language models into new tasks, which may inspire

more future works in this area.



CHAPTER 2

LTF: A Label Transformation Framework for Correcting Target

Shift

Distribution shift is a major obstacle to the deployment of current deep learning models on

real-world problems. Let Y be the target (label) andX the predictors (features). We focus

on one type of distribution shift, target shift, where the marginal distribution of the target

variable PY changes, but the conditional distribution PX|Y does not. Existing methods

estimate the density ratio between the source- and target-domain label distributions by

density matching. However, these methods are either computationally infeasible for

large-scale data or restricted to shift correction for discrete labels. In this Chapter, we

propose an end-to-end Label Transformation Framework (LTF) for correcting target

shift, which implicitly models the shift of PY and the conditional distribution PX|Y using

neural networks. Thanks to the flexibility of deep networks, our framework can handle

continuous, discrete, and even multi-dimensional labels in a unified way and is scalable to

big data. Moreover, for high dimensional X , such as images, we find that the redundant

information in X severely degrades the estimation accuracy. To remedy this issue, we

propose to match the distribution implied by our generative model and the target-domain

distribution in a low-dimensional feature space that discards information irrelevant to Y .

Both theoretical and empirical studies demonstrate the superiority of our method over

previous approaches.

8
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2.1 Introduction

Standard supervised learning methods typically assume that the training set (source

domain) and the test set (target domain) have the same distribution. However, the data

available for training is always limited and may not represent and reflect the statistics of

the test data. As such, the source-domain distribution P S
XY is often different from the

target-domain distribution P T
XY , degrading the performance of the models learned on the

training set. This phenomenon is called distribution shift, which has become a significant

obstacle to the deployment of deep learning models in the real world.

To overcome distribution shift and improve the prediction on test data, existing methods

have studied various distribution shift settings, among which covariate shift and target

shift have been widely considered. Covariate shift assumes that the marginal PX changes

across training and test sets, whereas the conditional distribution PY |X is invariant [221,

239, 67, 156, 155, 154, 147]. Target shift assumes that the label distribution PY changes

but the conditional distribution PX|Y stays the same [311, 91, 146, 8].

Here we focus on the target shift problem since it appears in a wide range of real-world

learning problems. For example, in disease prediction, where our goal is to predict

disease Y from symptoms X , the distribution of the disease can change over location

and time, while the mechanism of symptoms PX|Y is rather stable. Consider the flu

prediction task, the data available for flu prediction is always has a regular morbidity rate,

but if a model is trained on these data, the performance of this model will decrease when

it is used to detect flu in a location or over a period with a high morbidity rate [252]. In

addition, target shift also exists in many computer vision applications, such as predicting

object locations [290] and direction and human poses [173]. The distribution of object

locations or human poses often changes across training and test sets.

Despite being a natural phenomenon in many real applications, target shift is relatively

understudied compared to covariate shift. [29] proposed an expectation-maximization

algorithm that requires estimation of the conditional distribution PX|Y . Unfortunately,

estimating PX|Y is difficult for high-dimensional X and moreover, it does not apply to
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regression problems. [311] proposed a nonparametric method to estimate the density

ratio P T
Y /P

S
Y by kernel mean matching of distributions, which applies to both regression

and classification problems. However, this approach is not compatible with large data

as the computational cost is quadratic in the sample size. Recently, [146, 8] proposed

efficient and sample size-independent methods that make use of the confusion matrix of a

classifier learned on the training set. These methods have shown promising performance

on large-scale data but are only applicable to classification problems.

In this Chapter, we aim to propose a new framework that can correct target shift for

both discrete and continuous Y . Compared to existing methods, we make the following

contributions. First, instead of estimating the density ratio P T
Y /P

S
Y , we model the change

in the distribution PY by a neural label transformation T , which transforms the training

label distribution P S
Y to a new label distribution PR

Y that can approximate the unknown

P T
Y in the test set. Thanks to the flexibility of neural nets, we can design different

transform models T to deal with different types of Y , including discrete, continuous,

and even multi-dimensional labels. Second, because of the absence of labels in the test

set, we model the invariant conditional distribution PX|Y using a conditional generator

G on the training set. By concatenating the label transformation model T with the

conditional generator G, we can generate corresponding sample distribution PR
X , which

is then matched with P T
X to estimate the parameters in T . Third, for high dimensional

X , such as images, we observe that the redundant information significantly degrades the

estimation accuracy. To remedy this issue, we theoretically analyze this phenomenon

and propose to match the distributions of a feature representation of X that discards the

information irrelevant to Y .

To demonstrate the advantage of our framework in practical applications, we apply our

method to a range of label types, including classification (discrete label), regression

(continuous label) and objects 2D object position prediction (multi-dimension label), in

various target shift settings, such as random target shift, high probability label quanti-

fication and low probability label quantification). The empirical results demonstrate the

generality, flexibility and superiority of our framework compared to previous methods.
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2.2 Related Work

Covariate shift and target shift are two common types of distribution shift. The former

one assumes that the feature distribution PX changes over training set and test set, but

the conditional distribution PY |X from label to data remains unchanged, while the latter

one assumes that the label distribution PY changes but PX|Y is invariant.

The existing methods solve covariate shift and target shift using re-weighting methods,

which are also used in a wide range of problems, e.g., label-noise [152, 300, 31, 48]

. We firtstly introduce methods dealing with covariate shift problems shortly, where

many methods estimate importance sample weights P T
X/P

S
X [303, 87, 239, 67] via kernel

methods [87, 67, 311] or using a discriminative classifier [157, 151]. Then they correct

models by retraining a new model with re-weighted training samples using estimated

P T
X/P

S
X under the ERM framework [221]. More recent works learn domain-invariant

representations X ′ = h(X) that have similar marginal distributions across domains (

P T
X′ ≈ P S

X′) [223, 191, 9, 258, 53, 156].

Similar to the correction of Covariate shift, there are two major steps to solve target

shift problems. The first step is to estimate the label distribution P T
Y in the target domain

or the ratio P T
Y /P

S
Y . The second step is to construct an unbiased estimate of the target

domain risk based on the results from the first step. [311, 91, 188, 60] proposed to

estimate P T
Y or P T

Y /P
S
Y by matching a weighted combination of conditionals P S

X|Y in

the source domain the marginal distribution P T
X in the target domain. The matching of

distributions is achieved by minimizing suitable divergence measures [66, 236] w.r.t. the

weights on P S
X|Y . In the discrete Y scenario, [146] proposed a method which estimates

the importance weight (P T
Y / P S

Y ) by matching the output of trained classifier on the

training set (confusion matrix), and then [8] turned this problem as a linear programming

problem and iteratively minimized the error of label distributions between the training

set and the test set, improving the accuracy of estimated target label distribution P T
Y .

In addition, [8] added a regularization term to make the algorithm compatible with the

situation where the target sample size is small.



12 2 LTF: A LABEL TRANSFORMATION FRAMEWORK FOR CORRECTING TARGET SHIFT

2.3 Methodology

Given training data Ds = {xsi , ysi }ns
i=1 ⊆ X × Y independently drawn from an unknown

joint distribution P S
XY , denoted as the source domain distribution, and test data Dt =

{xti, yti}nt
i=1 drawn from the target-domain distribution P T

XY , where yti is unknown, target

shift assumes that P S
X|Y = P T

X|Y = PX|Y and P S
Y ̸= P T

Y . Our goal is to build a model to

estimate the label distribution P T
Y in the target domain such that we can correct the label

shift between the training and test data and thus improve the prediction performance

on the test set. We consider both continuous Y, i.e., Y = Rd, and discrete Y , i.e.,

Y = {1, . . . , K}.

2.3.1 Review of Previous Methods

To estimate the label distribution P T
Y , existing methods use the relation between source

and target distributions:

P T
X(x) =

∫
y

PX|Y (x|y)P T
Y (y)dy (2.1)

=

∫
y

P S
XY (x, y)

P T
Y (y)

P S
Y (y)

dy︸ ︷︷ ︸
P new
X

. (2.2)

Because P S
XY and P T

X can be estimated from Ds and Dt, previous methods [311, 60]

estimate the density ratio β∗(y) =
PT
Y (y)

PS
Y (y)

by minimizing the empirical Maximum Mean

Discrepancy (MMD) [66] between P T
X and P new

X :

∣∣∣∣ 1
nt

nt∑
i=1

ψ(xti)−
1

ns

ns∑
i=1

β(ysi )ψ(x
s
i )
∣∣∣∣2
H, (2.3)

s.t. β(ysi ) ≥ 0, and
ns∑
i=1

β(ysi ) = ns, (2.4)

where ψ is the feature mapping from X to a reproducing kernel Hilbert space (RKHS)H

associated with a kernel function k(x, x′) = ⟨ψ(x), ψ(x′)⟩H. For kernel functions that

have no explicit ψ, for example, RBF kernels, we need to use kernel trick to calculate
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(2.3). The computational cost is quadratic in the sample size and thus the algorithm is

not scalable to large datasets.

When Y is discrete, recent works [146, 8] proposed to estimate β = [β(y = 1), . . . , β(y =

K)]T by using the confusion matrix of a classifier f :

q̂ = Ĉβ̂, (2.5)

where Ĉ is the confusion matrix with each element Ĉij =
1
ns

∑ns

k=1 1{f(xsk) = i, ysk = j}

and q̂i =
1
nt

∑nt

j=1 1{f(xtj) = i}. It can be seen that (2.5) corresponds to a specific

form of (2.3) in which the feature mapping ψ is set to ψ(x) = one_hot(f(x)), where

one_hot is a function mapping ŷ = f(x) to its corresponding one-hot vector. Because

the dimensionality of ψ(x) is simply the number of classes K, which is usually much

smaller than the sample size, β̂ can be obtained efficiently. However, this type of methods

only work for discrete labels.

2.3.2 Our Framework

Instead of estimating the density ratio β(y), our framework estimates the target-domain

marginal distribution using a constructed distribution PR
X defined as follows:

PR
X =

∫
yr
PX|Y (x|yr)PR

Y (yr)dyr

=

∫
yr
PX|Y (x|yr)

∫
ys
PY R|Y S(yr|ys)P S

Y (y
s)dysdyr, (2.6)

where we build a new label distribution PR
Y by transforming the training label distribution

P S
Y using the transition model

∫
ys
PY R|Y S(yr|ys)P S

Y (y
s)dys. Because Y is not observed

in the test domain, we need to estimate the label transition model by comparing PR
X and

P T
X . In the following sections, we will show how the transformation between P S

Y and P T
Y

can be estimated from the labeled training set and unlabeled test set.

Figure 2.1 displays the flowchart of our framework. First, we transform the samples

drawn from P S
Y using the Label Transformation network LT which maps P S

Y to a
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distribution PR
Y . Because there are only unlabeled data in the target domain, we cannot

directly match PR
Y with the target-domain label distribution P T

Y . Therefore, we then pass

the transformed labels into the Label Influence Recovery network G, which models

the conditional distribution PX|Y implicitly, to generate samples with distribution PR
X .

Finally, we match the generated distribution PR
X with the target domain P T

X to estimate

the parameters in the label transformation network, such that PR
Y can approximate the

target-domain label distribution P T
Y . After estimating PR

Y , we can train an unbiased

classifier for prediction in the target domain. In the following, we present the details of

each component in our framework.

Forward Process
Backpropagation 

Label
Transformation

Label
Influence Recovery

Distribution
Matching

FIGURE 2.1. The illustration of the LTF framework. Here we make an
example which assumes that X = Y + ϵ. Firstly, the Label Transforma-
tion Model LT transforms the training label distribution P S

Y (blue one)
to a new label distribution PR

Y (green one), and then the Label Influence
Recovery Model G generates the sample distribution PR

X from the data
generated from PR

Y . By matching the target sample distribution P T
X (red

one) and PR
X and fixing the G, the PR

Y from LT is expected to be close to
P T
Y . As such, the target label distribution P T

Y can be approximated by PR
Y .

2.3.2.1 Label Transformation Network

Here we use a neural network LT to transform the training label distribution P S
Y to a

new label distribution PR
Y , such that we can directly generate the corresponding sample

distribution PR
X together with one generator G that models PX|Y . Specifically, we use

the following functional model:

Y R = LT (Y S, Z), (2.7)

where LT is modeled by a neural net and Z is a random variable with distribution

PZ . (2.7) models the conditional distribution PY R|Y S implicitly. Because PR
Y =∫

ys
PY R|Y S(yr|ys)P S

Y (y
s)dys, we can sample yri ∼ PR

Y by first sampling ysi from the
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source-domain labels, and then generate the corresponding yri = LT (ysi , zi), where

zi ∼ PZ . Note that in some situations, such as discrete Y , it might be more convenient to

directly use the parametric form of PY R|Y S .

If labeled data were available in the target domain, we can then simply match the

empirical PR
Y and P T

Y to learn LT . Unfortunately, target-domain labels are not available

in unsupervised domain adaptation, but still, in the target domain we have unlabeled

data {xti}nt
i=1, which can be used to estimate LT . To this end, we need to transform PR

Y

to a distribution PR
X in the X space. Because PR

X captures the influence of PR
Y , we can

possibly estimate PR
Y (or LT ) by matching PR

X and P T
X , from which we can sample data

points to estimate and minimize their distance.

2.3.2.2 Label Influence Network

In order to transform PR
Y to PR

X , we make use of the following model:

XR = G(Y R, E), (2.8)

where G is a neural generator, and E is a random variable with distribution PE , which

is set to normal distribution. We can use (2.8) to implicitly model PX|Y . Due to

PR
X =

∫
yr
PXR|Y R(xr|yr)PR

Y (yr)dyr, we can sample xri ∼ PR
X by first sampling yri using

(2.7), and then generate the corresponding xri = G(yri , ei), where ei ∼ PE .

SinceG corresponds to the generator in a conditional generative adversarial network [179,

180, 61], we can learn it from the source domain data Ds = {xsi , ysi }ns
i=1 by adversarial

training. Let QX|Y denote the conditional distribution specified by G. If the input of G is

drawn from P S
Y , the joint distribution of the generated data will be QXY = QX|Y P

S
Y . We

can estimate G by minimizing the Jensen-Shannon Divergence (JSD) between QXY and

P S
XY [179]:

min
G

max
DG

E
(X,Y )∼PS

XY

[log(DG(X, Y ))]

+ E
E∼PE ,Y∼PS

Y

[log(1−DG(G(Y,E), Y ))], (2.9)
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where DG is an introduced discriminator [62] to play the mini-max game together with

G. (2.9) is the negative cross entropy loss, and in some real experiments, we need to

replace (2.9) by negative hinge-loss because it is more stable in image generation, as

demonstrated in [181, 23].

2.3.2.3 Distribution Matching

As described above, we can then construct a new data distribution PR
X with the label

transformation network LT and the label influence network G. To estimate LT , we fix

G and minimize the JSD between PR
X and P T

X w.r.t. LT by the following objective

min
LT

max
DLT

E
X∼PT

X

[log(DLT (X))]+ (2.10)

E
Z∼PZ ,E∼PE ,Y S∼ PS

Y

[log(1−DLT (G(LT (Y
S, Z), E)))].

where DLT is an introduced discriminator [62] to perform adversarial training with LT .

In detail, when the label is continuous, the whole network is totally differentiable, so

we can simply estimate LT by using backpropagation. However, in the case of discrete

labels, we cannot backpropagate through the label yri . Fortunately, we can assume a

parametric form of PR
Y , i.e., the categorical distribution, in case of discrete Y . Thus, we

can make use of the Gumbel-softmax trick [93, 169] or the REINFORCE trick [279]

to backpropagate through the discrete labels yri . The two tricks have been successfully

employed in various problems such as text generation [298, 71] and neural architecture

search [285].

Gumbel-Softmax Trick Let Y Ro and Y So denote the one-hot representations of Y R and

Y S , respectively. We can use a special LT function to sample from PY R|Y S :

Ỹ Ro
k =

exp((logMkY
So + Zk)/τ)∑K

i=1 exp((logMiY So + Zi)/τ)
, (2.11)

where Ỹ Ro
k is the kth element of Ỹ Ro, Zk ∼ Gumbel(0, 1), τ is the temperature, and Mk

is the kth row of the transition matrix M, whose ijth element is P (Y R = i|Y S = j).

As τ → 0, Ỹ Ro provides a good approximation of the one-hot Y Ro. Since the softmax
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function is differentiable, it enables end-to-end learning of LT , which only contains M

as parameters. REINFORCE Trick Because PY R|Y S involves learnable parameters M,

we rewrite it as PM(Y R|Y S) and reformulate (2.10) as

min
M

max
DLT

E
X∼PT

X

[log(DLT (X))]+ (2.12)

E
E∼PE ,Y R∼ PM(Y R|Y S),Y S∼ PS

Y

[log(1−DLT (G(Y
R, E)))].

The gradient w.r.t. LT can be written as:

E
E∼PE ,Y R∼ PM(Y R|Y S),Y S∼ PS

Y

[log(1−DLT (G(Y
R, E)))

∇M log PM(Y R|Y S)]. (2.13)

Feature Matching Generally speaking, we estimate the prior distribution in the target

domain P T
Y by comparing the marginal distributions of X in the target domain and the

transformed source domain. However, for some high dimensional data such as images, X

might contain many redundant features XR that are unrelated to Y , causing unnecessary

estimation errors of P T
Y . Intuitively, this is because the conditional distributions of these

redundant features XR satisfy PXR|Y = PXR
, which are not helpful in identification of

P T
Y but will cause additional estimation error. To improve the estimation accuracy, we

propose to estimate LT by matching PR
h(X) and P T

h(X) instead, where h is a pre-trained

network that extracts compact representations from raw X data. Therefore, we replace

(2.10) by

min
T

max
DLT

E
X∼PT

X

[log(DLT (h(X)))] + E
Z∼PZ ,E∼PE ,Y S∼ PS

Y

[log (1−DLT (h(G(LT (Y
S, Z), E))))]. (2.14)

Ideally, we aim to find h(X) such that Y ⊥⊥ X|h(X) by using the source-domain labeled

data. This conditional independence property implies that h(X) contains all information

in X that is relevant to Y . Learning conditional invariant representation has been shown

to be effective in correcting covariate shift [234]. However, since [234] set h as a
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linear transformation and measure conditional dependency using kernel measures [52],

the method cannot learn compact representations for images and is computationally

expensive. Here we use a convolutional network as h to extract feature representations

and measure the dependency by assuming a (generalized) linear model for PY |h(X).

This is sensible because the features extracted by nonlinear neural networks are usually

linearly separable. Proposition 1 shows how h can be learned to satisfy the conditional

independence property. (The proof can be found at the supplementary material A.1)

PROPOSITION 1. Assuming PY |h(X) can be modeled by a (generalized) linear model, i.e.,

linear regression model for continuous Y and multinomial logistic regression model for

discrete Y . Let sample size n → ∞, h learned by minimizing the mean squared error

(for continuous Y) or the cross-entropy loss (for discrete Y) satisfies Y ⊥⊥ X|h(X).

2.3.2.4 Shift Correction

After quantifying the target label distribution P T
Y , the model with target shift problems

should be corrected and adapted to the target domain. The previous work choose to

re-train the model under the importance-weighted ERM framework [67, 221, 239]. In

our framework, we can retrain the source-domain model with new data drawn from our

model. As it is time-consuming to retrain a new model, a quick adaptation method is also

provided in our framework. As described by Proposition 1, if h learned at the uniform

Training set satisfies the conditional independence property with Y , the output layer of

a neural network is the only module needed to be adapted to the new label distribution

PR
Y given the feature extractor h. In our framework, we fine-tune the output layer several

epochs using the samples generated by our Label Influence Recovery network G with the

label distribution PR
Y learned by Label Transformation Network LT . As such, the output

layer will be quickly adapted to the target domain.
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2.4 Experiments

To verify the effectiveness and universality of the proposed framework, we design

experiments for three target shift scenarios, i.e., the discrete, continuous, and multi-

dimensional target shift, on various datasets.

2.4.1 Discrete Target Shift Experiments

We compare our method with the competitors on three datasets, e.g., MNIST, FASHION-

MNIST, and CIFAR10 [125]. We follow the same setting of BBSE [146] and RLLS [8].

Specifically, for MNIST, we use a simple two-layer neural network; the Resnet-18 [81]

and CNN in DCGAN [202] are chosen for CIFAR 10 and FASHION-MNIST, respectively.

The learning rate is set to 0.01. Moreover, we use the network architecture of BigGAN

[23] and the loss of TAC-GAN [61] to model the invariant conditional distribution PX|Y .

The original training sets given in the datasets are used as the training set for the proposed

method and the baselines. The test set is sampled to have a specific label distribution P T
Y

and is of size 10,000. For the quantification of P T
Y , we use the REINFORCE trick instead

of Gumbel-softmax trick, as the temperature τ in the Gumbel-softmax trick is hard to

choose.

2.4.1.1 Shift Settings

In this Chapter, the label distribution P S
Y in the training set is a uniform distribution over

all classes. For the test set, we consider three types of shifts: Tweak-One shift, Minority-

Class shift, and Random Dirichlet shift. These settings are designed to capture diverse

label probability changes, i.e., large label probability change, small label probability

change, and random label distribution change. We repeat the experiments 10 times to

verify the effectiveness and robustness of the proposed method.
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Tweak-One Shift: To evaluate the performance on the large label probability

quantification. In our experiments, the ratio of one class is set to [0.5, 0.6, 0.7, 0.8, 0.9],

respectively, while ratios of other classes are uniform.

Minority-Class Shift: To evaluate the performance on the small label probability

quantification. In our experiments, [20%, 30%, 40%, 50%] classes are set to

0.001, respectively, while ratios of other classes are uniform.

Random Dirichlet Shift: In this shift, we randomly generate a label distribution

P T
Y by employing the Dirichlet distribution with different values of the concen-

tration parameter α. Then, we re-sample the test set according to the generated

distribution P T
Y . In our experiments, α are set to 10, 1, 0.1, 0.01. Note that the

generated label distribution P T
Y tends to be smoother for bigger α.

2.4.1.2 Evaluation metrics and Results

As done in BBSE [146] and RLLS [8], the accuracy and F1 score [64] are used as

evaluation metrics, allowing us to compare the performance of different methods more

comprehensively [8]. We also evaluate the estimation error of the estimated label weights

(P T
Y /P

S
Y ) by using mean square error (MSE).

We compare our method with the two recent methods: BBSE [146] and RLLS [8], which

estimate label weights β̂ using the confusion matrix of a classifier f trained on the training

set. To verify Proposition 1, we consider a variant of RLLS called RLLS(feature), which

matches distributions on the feature space h(X). RLLS(feature) can also be considered

as setting ψ(X) to h(X) in (2.3). For the evaluation of the shift correction, we evaluate

the performance of classifiers trained on the training set without adaptation (denoted as

Baseline) and the classifiers trained on weighted training sets, where the weights are

estimated by using target domain labels (denoted as BEST(ERM)). Similarly, we also

test the classifiers trained on weighted training data, where the weights are obtained by

RLLS, BBSE and RLLS(feature). For our method, we have two ways to utilize the label

distributions estimated by our framework. The first one is to re-train a new classifier using

the the weighted training set (Ours(ERM)). The second one is the fine-tuning method
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described in 2.3.2.4, which is denoted as Ours(Fine-tune). Specifically, we fine-tune the

output layer of the pretrained classifier on the source domain by 10 epochs, using the

data generated from our model.

Due to the page limit, we only show the results of CIFAR10 dataset in the Chapter and

the results of MNIST and FASHION-MNIST can be found in the supplemental materials

A.2. In terms of the estimation error of the target label distribution P T
Y , the subfigure (a)

of Figure 2.2, 2.3, 2.4 demonstrate that the label weights estimated by our framework

are more accurate and stable than previous methods. In addition, the RLLS (feature)

algorithm that matches label distribution on feature space of classifier trained on the

training set also achieves better performance than BBSE and RLLS in most settings. For

the accuracy and F1 score of the corrected classifiers, subfigures (b) and (c) of Figure

2.2, 2.3, 2.4 show that the classifier corrected by our framework can achieve better

performance in both two evaluation metrics in most settings. Also, our fast fine-tune

method achieves comparable performance compared with re-weighting methods.
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FIGURE 2.2. (a) Mean squared errors of estimated label weights (lower
is better), (b) accuracy, and (c) F-1 score (higher is better) on CIFAR10
for uniform training set and random Dirichlet shifted test set, where the
smaller alpha corresponds to larger shift.
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FIGURE 2.3. (a) Mean squared errors of estimated label weights (lower
is better), (b) accuracy, and (c) F-1 score (higher is better) on CIFAR10
for uniform training set and Tweak-One shifted test set, where alpha is
the probability of tweaked class.
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FIGURE 2.4. (a) Mean squared errors of estimated label weights (lower
is better), (b) accuracy, and (c) F-1 score (higher is better) on CIFAR10
for uniform training set and minority-class shifted test set, where alpha is
the ratio of minority classes.

2.4.2 Continuous Target Shift Experiments

In this section, we design two experiments to verify the effectiveness of our model on

continuous target shift problems. Firstly, we conduct experiments on a synthetic data that

evaluates the performance of our framework on simple continuous target shift problems.

Then we apply our model on a real data application: Object 1D position prediction [174],

which evaluates the performance of our model on the continuous target shift problem in

the high-dimensional X situation.
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2.4.2.1 Synthetic Data Experiment

In this experiment, we design a toy dataset by modifying a classic and popular synthetic

data experiment (MOON dataset [54]) in covariate shift. We first generate two quarter

circles with radius R 10 and sample size 1000 as the training set, which is shown in

Figure 2.5a. The range of a single continuous label is from -10 to 10 and the values are

uniformly distributed. Then we generate the test set with 500 samples in the same way

according to several target label distributions. Here we consider 4 types of target shift to

evaluate model performance and robustness.

Experimental Setting: In this experiment, the architectures of all modules in our

framework are three-hidden layers neural networks with 10 hidden neurons. In

the distribution matching module, the baseline KMM [311] uses MMD with

the median kernel width to match the built data distribution P new
X and target

data distribution P T
X . To fairly compare the methods, we also use MMD to do

distribution matching.

Shift Settings: To evaluate the model’s label quantification performance, we set 4

target shift situations.

Shift A: Set the target label distribution P T
Y as a Gaussian distribution with the

mean of
√
2
2
∗R and variance of 1.

Shift B: Set the target label distribution P T
Y as a Gaussian distribution with the

mean of −
√
2
2
∗R and variance of 1.

Shift C: The target label distribution is a mixture Gaussian distribution with

Shift A and Shift B, with a mixture proportion 0.5.

Shift D: The target label distribution is a random label distribution generated by

a randomly parameterized neural network.

Baselines: The classic KMM methods [311] are chosen as our baselines. We

consider two variants: KMM that matches the distributions in the raw input

space and KMM(feature) that matches the distributions in feature space of the

regressor.
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FIGURE 2.5. (a) The illustration of Moon Synthetic Data (Shift C), where
the generated two quarter circles training set as blue symbols show. (b)
The visualization of label weight P T

Y /P
S
Y of KMM, KMM(feature), our

framework and the Ground Truth.
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SHIFT A SHIFT B SHIFT C SHIFT D

Baseline 0.0061
± 0.0012

0.0059
± 0.0008

0.0055
± 0.0009

0.034
± 0.0114

KMM 0.0048
± 0.0011

0.0044
± 0.0005

0.0044
± 0.0004

0.0275
± 0.0096

KMM
(feature)

0.0045
± 0.0007

0.0039
± 0.0006

0.0043
± 0.0004

0.0276
± 0.0097

Ours 0.0036
± 0.0002

0.0024
± 9e-5

0.0036
± 0.0004

0.0251
± 0.0121

TABLE 2.1. The results of Continuous target shift Synthetic Data Ex-
periments. The value is the mean square error of prediction value and
groun truth. The baseline is the original regressor trained on the standard
training set, and the KMM is [311]

Results: In this section, to compare the performance of estimated target label

distribution qualitatively, we visualize the estimated density ratio (P T
Y /P

S
Y ) of

Shift C in Figure 2.5. More figures about other shift settings can be found in

supplementary materials A.3.Visually, our model has better label distribution

estimation performance compared with other methods.

Then we evaluate the mean square error of the baseline regressor without

adaptation and three others corrected by KMM, KMM(feature), and Ours(Adv)

respectively. The results are shown in Table 2.1. It can be seen that the MSE

errors of our framework are significantly lower than those of the other methods

in all shift settings, and KMM (feature) achieves slightly better performance

than the original KMM method in some settings, which verifies the correctness

of Proposition 1.

2.4.2.2 Object 1D location Prediction Experiment

In this experiment, we use a popular disentanglement dataset called Sprites 1 [174]. This

dataset consists of 737,280 2D shapes images, which are generated from 6 ground-truth

independent latent factors. Some example images are shown in Figure 2.6. The factors

include color, shape, scale, rotation, x, and y positions of a sprite. We choose the x or y

position of sprites as the target variable and consider it as a regression problem.
1https://github.com/deepmind/dsprites-dataset
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FIGURE 2.6. Illustration of the sprites dataset. This sprites in this dataset
have 3 shapes(square, ellipse, heart), 6 scales values linearly spaced in
[0.5, 1], 40 orientation values in [0, 2 pi], 32 X position values in [0, 10],
32 Y position values in [0, 10]

Experimental Setting: We use the network architecture in DCGAN [202] as

feature extractor for the regressor, the learning rate for the regressor is set to

1e-4, which is the best learning rate according to our experiments. The DCGAN

[202] is used to model the invariant distribution PX|Y and the Transformation

Model LT is a simple 3-layer neural network.



2.4 EXPERIMENTS 27

FIGURE 2.7. The prediction mean square error of 1D sprite position
prediction (lower is better). (a) Random Dirichlet shift, where the smaller
alpha corresponding to the bigger shift. (b) Large target shift, where
alpha is the possibility of shifted label. (c) Minority shift, where alpha is
the ratio of minority classes.

For training set, we randomly sample 40000 images with uniform x value

distribution from overall dataset and the test set consists of 40000 samples

(sampled from specified distribution for target shift).

Shift Settings: As the x position (or y position) in this dataset has 32 possible

values (but we see it as a regression problem), we can use the same shift

method with 2.4.1.1 to evaluate the methods’ target shift quantification ability.

Specifically, we repeat the experiments 3 times for each setting to evaluate the

model performance.

Baselines and Results: As the KMM method cannot be applied into large-scale

dataset, so the only baseline in this experiment is the baseline regressor without

adaptation. We evaluate the mean square error of output value (x or y position)

of original regression model and the regressor corrected by our framework. The

results are shown as Figure 2.7, and the model corrected by our framework

outperforms the basline model in most settings.
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2.4.3 Multi-Dimensional Target Shift Experiments

In this experiment, we design a simple multi-dimensional target shift experiment, which

is object 2D location prediction. We use the same dataset with the object 1D location

prediction experiment, but we predict both x and y position values of a sprite. As such,

the label Y in this experiment is 2-dimension, increasing the difficulty of detecting and

correcting the target shift.

Experimental Setting: We use the same network architecture and train/test split

as described in 2.4.2.2 . For Transformation Model LT , two networks are used

to model the x and y position target shift respectively as the x and y position

value in this dataset are independent. As such, using two networks will reduce

the difficulty of quantifying target label distribution P T
Y .

Shift Settings: The settings are also same with 2.4.2.2 described, but we shift the

x and y position value respectively.
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FIGURE 2.8. The prediction mean square error of 2D sprite position
prediction (Lower is better). (a) Random Dirichlet shift, where the smaller
alpha corresponds to larger shift. (b) Large target shift, where alphais the
possibility of a shifted label (c) Minority shift, where alpha is the ratio of
minority classes.

Baselines and Results: Similar to the 1D position prediction, the baseline is the

baseline regressor without adaptation as our methods is the first method which

is compatible with large-scale multi-dimensional target shift problems. The

results are shown in Figure 2.8. It can be seen that the regressor corrected by
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our framework can achieve lower MSE error than the baseline method in most

settings.

2.5 Conclusion

In this Chapter, we propose an end-to-end target shift quantification and correction frame-

work called Label Transformation Framework which can deal with discrete, continuous

and multi-dimensional target shift problems. Based on this framework, we further find

that matching the distributions of a feature representation of X that discards the inform-

ation irrelevant to Y can have better performance over other methods which quantify

the label distribution P T
Y based on scratch data or biased output. In the experiments,

we apply our framework to several classification and regression tasks under various

target shift settings. The results show that our framework has better performance and

universality than previous methods. Future work will be extending our framework to

address conditional shift, where PX|Y also changes across domains.



CHAPTER 3

Alleviating Semantics Distortion in Unsupervised Low-Level

Image-to-Image Translation via Structure Consistency Constraint

Unsupervised image-to-image (I2I) translation aims to learn a domain mapping function

that can preserve the semantics of the input images without paired data. However, be-

cause the underlying semantics distributions in the source and target domains are often

mismatched, current distribution matching-based methods may distort the semantics

when matching distributions, resulting in the inconsistency between the input and trans-

lated images, which is known as the semantics distortion problem. In this Chapter, we

focus on the low-level I2I translation, where the structure of images is highly related to

their semantics. To alleviate semantic distortions in such translation tasks without paired

supervision, we propose a novel I2I translation constraint, called Structure Consistency

Constraint (SCC), to promote the consistency of image structures by reducing the ran-

domness of color transformation in the translation process. To facilitate estimation and

maximization of SCC, we propose an approximate representation of mutual information

called relative Squared-loss Mutual Information (rSMI) that enjoys efficient analytic

solutions. Our SCC can be easily incorporated into most existing translation models.

Quantitative and qualitative comparisons on a range of low-level I2I translation tasks

show that translation models with SCC outperform the original models by a significant

margin with little additional computational and memory costs.

3.1 Introduction

Image-to-image translation, or domain mapping, aims to translate an image in the source

domain X properly to the target domain Y . It has been applied to various vision tasks
30



3.1 INTRODUCTION 31

[217, 224, 58, 255, 284]. Early works [195, 90, 150] considered supervised image-to-

image (I2I) translation on paired datasets, and methods based on conditional generative

adversarial networks can generate high-quality translations [90, 266, 195]. However,

since paired data are often unavailable or expensive to obtain, unsupervised I2I translation

has attracted intense attention in recent years [321, 296, 115, 17, 88, 133, 114, 193].
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FIGURE 3.1. Class distributions in GTA and Cityscapes. We can see that
the ratio of the sky in GTA is significantly higher than it in Cityscapes,
and thus the distribution matching based method has to translate the sky
to vegetation/building to align the distributions.

Benefiting from generative adversarial networks (GANs) [62], many works aim to

perform unsupervised I2I translation by finding GXY such that the translated images

and target domain images have similar distributions, i.e., PGXY (X) ≈ PY . Due to an

infinite number of functions that can satisfy the adversarial loss, GAN alone could learn a

function far away from the true one. To remedy this issue, various constraints have been

placed on the learned mapping function. For instance, the well-known cycle-consistency

[321, 115, 296] enforces the translation function GXY to be bijective. DistanceGAN

[17] preserves the pairwise distances in the source images. GcGAN [51] forces the

function to be smooth w.r.t. certain geometric transformations of input images. DRIT++

[133] and MUNIT [88] learn disentangled representations by embedding images onto a

domain-invariant content space and a domain-specific attribute space and the mapping

function can be then derived from representation learning components.
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FIGURE 3.2. The illustration about the inconsistent geometry structure
translation causes the semantic-distortion problem in unsupervised low-
level image translation. Visually, we can see that the geometry structures
of the sky and human face are distorted during translation in CycleGAN,
which causes the semantical distortion e.g., sky to vegetation, a face
without fringe to face with fringe.

The above methods perform well when the two domains differ only in style information.

However, in most unpaired datasets, not only style but also the underlying semantic

distributions differ across source and target datasets [95]. Taking GTA to Cityscapes

as an example, we perform the class statistics of GTA and Cityscapes, and the results

are given as Figure 3.1. It can be seen that the class distributions in GTA are different

from that in Cityscapes, e.g., the proportion of sky in the GTA is significantly higher

than that in Cityscapes, while the proportion of vegetation in GTA is lower than that

in Cityscapes. Figure 3.2 also shows an example in selfie→anime translation, where

the ratio of human faces with bangs in the Anime dataset is significantly higher than

that in the Selfie dataset. In these cases, previous GAN-based methods e.g., CycleGAN
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[321], which aims to align the distribution between domain i.e., PGXY (X) ≈ PY , may

translate sky to building/vegetation in GTA2cityscape or automatically add the bangs on

the human face in selfie2anime for the sake of aligning distribution (Figure 3.2), resulting

in a semantic mismatch between input and translated images i.e., semantics distortion

problem.

It is hard to solve the semantics distortion problem in a universal way [95] when the

given source and target dataset have unmatched semantics distributions because the

characterization of semantics may vary from task to task. This lack of universally best

choice is usually formalized in what is called the “No-Free Lunch" theorem [281, 276,

130], indicating that there is no single I2I algorithm that can perform better than all the

other algorithms on all I2I applications. As such, we need to use suitable inductive bias

[15, 108] to guide the translation model to preserve the related content according to

the specific requirements of different I2I applications. For example, in high-level I2I

image translation tasks, the pose/location of an object may be regarded as the semantics,

but the type of object (e.g. cat→human face) is the style information that should be

translated, and thus [284] introduces the pose bias to preserve pose structure properly

during translation.

In this Chapter, we consider a widely applicable low-level image translation problem

[21], which is fundamental in a wide range of computer vision applications, such as

domain adaptation [83], segmentation [321], and simulation-to-real [208]. In low-level

I2I, the difference between domains arises from the low-level information e.g., resolution,

illumination, color rather than geometry variation, while the structure (e.g. the shapes

of objects) in images is most invariant across the source and target domains, i.e., the

semantics of an image is highly related to its structure (shape of objects). Therefore, the

semantic distortion can be regarded as the change of structures in the translated images,

as illustrated in Figure 3.2. Motivated by this, a natural solution to alleviate semantic

distortion in this translation task would be to preserve the structure of source images.

To guarantee the consistency of image structure between source and translated images,

we propose an I2I translation constraint, called Structure Consistency Constraint (SCC)
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. We observe that the pixel values before and after translation are usually highly cor-

related if the image structure is preserved (Figure 3.3). Based on this observation, we

propose a mutual information (MI)-based dependency measure that models the nonlinear

relationships between pixel values in the source and translated images. To efficiently

estimate MI between pixel values, we propose the so-called relative Squared-Loss Mutual

Information (rSMI) which can be estimated in an analytic form. By maximizing rSMI

together with the GAN loss, our approach can significantly reduce the semantic distor-

tion by better preserving image structures. In experiments, to show the effectiveness

and compatibility of our structure consistency constraint, we incorporate it into the

GAN framework and other existing image translation methods (e.g., CycleGAN, CUT

[193]). The quantitative and qualitative comparisons with existing I2I methods on several

low-level tradatasets demonstrate that models with SCC outperform the corresponding

baselines by a significant margin at only little computational and memory costs 1.

3.2 Methodology

Unsupervised I2I translation aims to find a mapping function GXY between two domains

X and Y given unpaired samples {xi}Ni=1 and {yj}Mj=1 drawn from the marginal distribu-

tions PX and PY , respectively. To alleviate semantics distortion problem in low-level I2I

translation, we directly promote the structure consistency of the source and translated

images because the image structure is highly related to its semantics in this task. In the

following, we first present our motivation of placing the MI-based structure consistency

constraint (SCC), and then give the details about SCC, which aims to reduce the random-

ness of color transform in the translation process and thus promote the consistency of

geometry structure between source and translated images.

1Codes are available at https://github.com/CR-Gjx/SCC

https://github.com/CR-Gjx/SCC
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Input GAN+SCC CycleGAN GAN+VGG GAN+CUT

MI=0.456 MI=0.423 MI=0.381 MI=0.398

Input GAN+SCC CycleGAN GAN+VGG GAN+CUT

MI=0.481 MI=0.470 MI=0.456 MI=0.445

FIGURE 3.3. Unsupervised image translation examples on GTA→ City-
scapes. Portrait→ Photo. The top row is the translated results by each
method. The bottom row is the scatter plot of the pixel values in the
input image x and its corresponding pixel value in the translated image
ŷ, which shows the non-linear dependency of pixel values in two images.
Obviously, the stronger the dependency between pixel values in the input
image (X-axis) and the translated images (Y-axis), the better the geometry
structure of the input image is maintained. MI stands for the mutual
information estimated by our rSMI method. Specifically, the VGG refers
to the Contextual loss [175] of VGG features.

3.2.1 Motivation

As illustrated in Figure 3.3, 3.5 (a), and 3.7, advanced methods, e.g., CycleGAN, CUT

[193], Contexual loss [175], U-GAT-IT [114], MUNIT [88], may change the geometry
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structure of input images and potentially cause the semantics mismatch between input and

translated images. Therefore, it is essential to enforce a constraint such that we can ensure

the learned function GXY change the image style with minimal structure distortion. Our

work is the first to explore such constraints for unsupervised image-to-image translation.

As we know, geometric structures in an images are often outlined by colors. So, if

we hope to presereve the geometry structure during translation, we would expect the

color translation to be consistent between the input and output images. For example, the

green leaf in summer should be translated to yellow in autumn, but we do not expect

it to be translated into a colorful one, otherwise, we cannot identify it as a leaf. Based

on this observation, we plot the corresponding pixel values of images before and after

translation at the bottom row of Figure 3.3. We can see that if the pixel values in the

translated image (Y-axis) are more dependent on the pixel values (X-axis) in the input

images, more structures will be preserved. Obviously, previous methods (e.g., CycleGAN,

CUT, Contextual loss of VGG feature) fail to translate color within a geometry structure

consistently, and such randomness of the color transformations result in the distortion

of geometry structure and semantics. Therefore, reducing the randomness of color

transformation is an effective way to alleviate the semantic-distortion problem in I2I

translation.

Motivated by the analysis, we develop the structure consistency constraint (SCC) as a

general and effective constraint to preserve the pixel-level structure during the translation

process. SCC exploits mutual information to model the non-linear dependencies of pixel

values between the input and translated images, thus reducing the randomness of color

transformation in the translation. As illustrated in Figure 3.4, our SCC is enforced into

the input and translated images and thus allows one-sided unsupervised domain mapping,

i.e., GXY can be trained independently from GY X . Applying our SCC to a vanilla GAN,

the pixel values before and after translation have stronger dependency (higher MI), and

the model therefore better preserves the geometric structures as shown in Figure 3.3, thus

reducing semantic distortion in low-level I2I translation. In the following, we present the

details of our approach.
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3.2.2 Approximate Representation of Mutual Information

For a source domain image xi ∈ X and its translation ŷi = GXY (xi), we denote V xi and

V ŷi as the random variables for pixels in xi and ŷi, respectively. Thus, pixels in xi, i.e.,

{vxi
j }Mj=1, can be regarded as data sampled from PV xi , and the pixels in ŷi, i.e., {vŷij }Mj=1,

can be considered as data sampled from PV ŷi , where M is the number of pixels of the

image. Formally, the mutual information between V xi and V ŷi is

MI(V xi , V ŷi) = E(vxi ,vŷi )∼P
(V xi ,V ŷi )

(
log

P(V xi ,V ŷi )

PV xi ⊗ PV ŷi

)
(3.1)

where P(V xi ,V ŷi ) is the joint distribution of V xi and V ŷi , PV xi ⊗ PV ŷi is the product of

two marginal distributions PV xi and PV ŷi . Because V xi and V ŷi are low-dimensional,

a straightforward way to estimate (3.1) is to estimate the distributions P based on the

histogram of the images. Next, we will introduce how we estimate the mutual information

between pixels from two domain images and backpropagate it to optimize parameters in

the translation network.

To enable efficient backpropagation, we propose the relative Squared-loss Mutual Inform-

ation (rSMI), which is an extension of the well-known Squared-loss Mutual Information

(SMI) [244] and can be estimated analytically. For conventional presentation, we denote

PV xi⊗PV ŷi asQi, and P(V xi ,V ŷi ) as Si. Then, the SMI based on Pearson (PE) Divergence

[237] between PV xi and PV ŷi is expressed as:

SMI(V xi , V ŷi) = DPE(P(V xi ,V ŷi )||PV xi ⊗ PV ŷi )

= DPE(Si||Qi)

= EQi [(
Si

Qi
− 1)2].

(3.2)

Because Si

Qi
is unbounded, SMI(V xi , V ŷi) can be infinity, causing numeric instability in

the backpropagation. We thus use the relative Pearson(rPE) Divergence [288] to alleviate

the problem:

DrPE(Si || Qi) = DPE(Si || βSi + (1− β)Qi). (3.3)

Here, we introduce the mixture distribution βSi + (1− β)Qi, β ∈ (0, 1), to replace Qi.

Benefiting from the modification, the density ratio will be bounded to [0, 1
β

]. Thus, the
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proposed rSMI between V xi and V ŷi can be written as:

rSMI(V xi , V ŷi) = DrPE(P(V xi ,V ŷi )||PV xi ⊗ PV ŷi )

= EβSi+(1−β)Qi
[(

Si

βSi + (1− β)Qi
− 1)2]

(3.4)

To estimate the rSMI(V xi , V ŷi), we directly estimate the density ratio using a linear

combination of kernel functions of {vxi
j }Mj=1 and {vŷij }Mj=1:

Si

βSi + (1− β)Qi

= ωα(v
xi , vŷi)

= αTϕ(vxi , vŷi)

(3.5)

where ϕ ∈ Rm is the kernel function, α ∈ Rm is the parameter vector we need to

solve, and m is the number of kernels. Referring to the least-squares density-difference

estimation [238], the solved optimal solution of α̂ is (the derivation is given in the

appendix A.1):

α̂ = (Ĥ + λR)−1ĥ,

Ĥ =
1− β
n

(K ◦ L)(K ◦ L)T +
β

n2
(KKT ) ◦ (LLT ),

ĥ =
1

n2
(K1n) ◦ (L1n)

(3.6)

where R is a positive semi-definite regularization matrix, n is the sample number, 1n is

the n-dimensional vector filled by ones, and K and L are two m× n matrices composed

by kernel functions, and the Hadamard product of K and L is used to define ϕ, that is

ϕ(vxi , vŷi) = K(vxi) ◦ L(vŷi). Finally, an appropriate mutual information estimator of

with smaller bias is expressed as:

r̂SMI(V xi , V ŷi) = 2α̂T ĥ− α̂T Ĥα̂− 1. (3.7)

Note that, the computation of r̂SMI(V xi , V ŷi) is resource friendly, as it can be solved

analytically. Thus, the parameters in the translation neural network can be efficiently

updated by backprogation.
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SC Constraint

Cycle Constraint

Cycle Constraint

FIGURE 3.4. An illustration of structure consistency constraint. The left
figure shows that the pixel value in the input image x and its corresponding
pixel value in the translated image ŷ have strong non-linear dependencies,
so we add the structure consistency constraint to model the dependencies
of pixel values in two domain images.

(a) GAN (b) GAN + SCC

(c) CycleGAN (d) CycleGAN + SCC

FIGURE 3.5. Qualitative comparisons on SVHN→MNIST. From Figure
(a) and (b), we can see that the GAN method has no collapse solution
by combining with our SCC. Also, the semantics distortion problem in
CycleGAN is alleviated after incorporating with SCC.
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TABLE 3.1. Classification accuracy for digits experiments.

Translated Images as Test set Translated Images as Training set
Method S→M M→M-M M-M→M S→M M→M-M M-M→M
GAN alone 21.3±9.5 54.6±40.5 80.3±3.5 28.6±10.8 45.7±31.2 95.5±0.4

+ SCC 37.3±1.2 96.3±0.2 90.9±0.5 47.9±2.3 86.2±1.9 96.0±0.1
CycleGAN 26.1±8.1 95.3±0.4 84.7±2.5 31.6±5.6 83.8±3.0 95.9±0.4

+ SCC 38.0±0.5 96.7±0.1 91.5±0.3 47.4±2.0 87.7±2.1 96.1±0.2
GcGAN-rot 32.5±2.0 95.0±0.6 85.9±0.8 40.9±6.5 84.6±2.8 96.0±0.1

+ SCC 36.5±1.3 96.4±0.3 91.8 ±1.0 47.5±1.2 89.5±0.6 96.1±0.1
GcGAN -vf 33.3±4.2 95.2±0.4 84.5±1.5 31.6±5.6 83.8±3.0 95.9±0.4

+ SCC 37.0±0.8 96.6±0.3 91.8±0.8 49.5±4.9 87.8±2.3 96.0±0.1
Cyc + rot + SCC 39.0±0.5 96.5±0.3 91.8±1.0 50.5±1.8 89.8±0.5 96.1±0.1
Cyc + vf + SCC 44.6±6.8 96.7±0.3 92.0±0.8 51.3±5.4 89.0±0.8 96.1±0.1

3.2.3 Full Objective

Following the analysis above, our structure consistency constraint (SCC) for I2I transla-

tion using mutual information can be expressed as:

LSCC =
1

N

N∑
i=1

r̂SMI(V xi , V GXY (xi)), (3.8)

where N is the number of samples, and GXY (xi) = ŷi. We directly maximize LSCC to

guarantee more local geometric structures of images being invariant in the translation

process. By combining SCC with the standard adversarial loss, the image geometry will

be preserved while its style is changed. As a result, one-sided unsupervised domain

mapping can be targeted. The full objective will take the form:

min
GXY

max
DY

LGAN+SCC(GXY , DY )

= LGAN (GXY , DY )− λSCCLSCC(GXY ),

(3.9)

where Lgan is the adversarial loss [62], which introduced a discriminator DY , to en-

courage the distribution of output matches the distributions of target domain images, i.e,

PGXY (X) ≈ PY . In addition, to guarantee the distribution consistency in the pixel level,

we use a GAN based on the 1×1 convolution. The objective function is as follows:

LGAN (GXY , DY ) = Ey∼PY
[logDY (y)]

+ Ex∼PX
[log(1 − DY (GXY (x))).

(3.10)
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In Equation 3.9, λSCC is a hyperparameter to weight Lgan and LSCC in the training

procedure. The proposed SCC can easily be integrated into various I2I translation

frameworks, e.g., CycleGAN [321] and CUT[193], by replacing the loss Lgan with the

losses in these methods.

3.3 Experiments

In this section, we perform quantitative experiments on three typical unsupervised low-

level image translation benchmarks: Digits Translation, Unsupervised Segmentation and

Image Generation (e.g., Cityscapes [36] ), and Simulation-to-Real (e.g., Maps [90] and

GTA2cityscapes [208]). Because these benchmarks have the true label of the translation

images, we can quantitatively evaluate whether the translation model causes the semantics

distortion problem or not. Further, to qualitatively evaluate the translation quality of our

method, we also perform experiments on Selfie→ Anime, Portrait→ Photo, Horse→

Zebra datasets.

Effectiveness and Compatibility We couple our structure consistency constraint (SCC)

with the vanilla GAN to show its effectiveness, and incorporate SCC with some popular

methods such as CycleGAN [321], GcGAN [51], and U-GAT-IT [114] to show its

compatibility. Then we make qualitative and quantitative comparisons with the recent

published unsupervised I2I translation methods e.g., CycleGAN [321], GcGAN [51],

CoGAN [149], SimGAN [222], BiGAN [43] , DistanceGAN [17], CUT [193]), the

VGG-based Contextual loss [175], the VGG-based Content loss [57], L1 loss of VGG

feature [175], DRIT++ [133], UNIT [148], MUNIT [88], AGGAN [249], and U-GAT-IT

[114]. Specifically, the current baselines have their own advantages and disadvantages:

some baselines perform well on one task but perform poorly on other tasks. For example,

some style transfer methods do not perform well on unsupervised image segmentation.

As such, following the current literature, we compare our methods with SOTA methods

for each application.

Sensitivity We perform the sensitivity analysis by varying the hyper-parameter λSCC on

GTA2cityscapes.
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In the appendix, we investigate the influence of our SCC on the generation diversity

A.2.2 and training stability A.2.3. We examine all the experiments three times and report

the average scores to reduce random errors.

For the implementation of the mutual information estimator presented in section D1.7,

we set the hyperparameter β to 0.5 (more analysis about other values of β are given at the

appendix A.2.1), and utilize nine Gaussian kernels for both input images x and translated

images ŷ. Then we apply our SCC to all the baselines and keep other experimental

details including hyper-parameters, networks in baselines the same. Due to page limit,

we provide more experimental details and qualitative results in the Appendix A.6 and

A.7, respectively.

TABLE 3.2. Quantitative scores on GTA→ Citycapes,Citycapes parsing
→ image and Photo→Map. The scores with ∗ are reproduced on a single
GPU using the codes provided by the authors. More qualitative results
are given at the Appendix A.7.2.

Methods GTA→ Citycapes Citycapes parsing→ image Photo→Map
pixel acc ↑class acc ↑mean IoU ↑pixel acc↑class acc↑mean IoU↑RMSE ↓acc%(δ1) ↑acc%(δ2) ↑

CoGAN \ \ \ 0.40 0.10 0.06 \ \ \
BiGAN/ALI \ \ \ 0.19 0.06 0.02 \ \ \

SimGAN \ \ \ 0.20 0.10 0.04 \ \ \
DistanceGAN \ \ \ 0.53 0.19 0.11 \ \ \
GAN + VGG 0.216 0.098 0.041 0.551 0.199 0.133 34.38 28.1 48.8

DRIT++ 0.423 0.138 0.071 \ \ \ 32.12 29.8 52.1
GAN ∗ 0.382 0.137 0.068 0.437 0.161 0.098 33.22 19.3 42.0

+ SCC 0.487 0.148 0.089 0.642 0.215 0.155 28.91 38.6 61.8
GcGAN-rot ∗ 0.405 0.139 0.068 0.551 0.197 0.129 27.98 42.8 64.6

+ SCC 0.445 0.162 0.080 0.651 0.228 0.162 26.55 44.7 66.5
CycleGAN ∗ 0.232 0.127 0.043 0.52 0.17 0.11 26.81 43.1 65.6

+ SCC 0.386 0.161 0.076 0.571 0.192 0.134 26.61 44.7 66.2
CUT ∗ 0.546 0.165 0.095 0.695 0.259 0.178 28.48 40.1 61.2

+ SCC 0.572 0.185 0.11 0.699 0.263 0.182 27.34 39.2 60.5
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Input Label GAN+SCC GAN+VGG CUT

GcGAN DRIT++ CycleGAN CycleGAN+SCC

Input Label GAN+SCC GAN+VGG CUT

GcGAN DRIT++ CycleGAN CycleGAN+SCC

FIGURE 3.6. Unsupervised image translation examples on GTA→ City-
scapes. The generated examples clearly show that our SCC can alleviate
the semantic distortion problem e.g., sky to tree/building in mainstream
translation models. More examples are given at Appendix A.7

3.3.1 Quantitative Evaluation

3.3.1.1 Digits Translation

We examine three digit I2I translation tasks: SVHN→MNIST, MNIST-M→MNIST and

MNIST→MNIST-M 2. The models are trained on the training split with images size

32 × 32, and λSCC is set to 20. We adopt the classification accuracy as the evaluation
2refer to S→M, M-M→M and M→M-M
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metric, and design two evaluation methods: (1) we train a classifier on the target dataset’s

training split. The fake images translated from the source dataset’s test images are used

to compute the classification accuracy. This evaluation method can only measure the

quality of translated images. (2) a classifier is trained on the translated images from the

source dataset’s training images, and test the performance of this classifier on the target

dataset’s test split. This evaluation method can measure both the quality and diversity of

translation images, but it is unstable 3.

We conduct each experiment five times to reduce the randomness of GAN-based ap-

proaches. The scores are reported in Table 3.1. Generally, by incorporating our SCC, all

the baselines show promising improvements in both accuracy and stability, especially

for the challenging task S→M. Some qualitative results are shown in Figure 3.5. More

details and results are given in Appendix A.6.1 and A.7.1, respectively.

3.3.1.2 Segmentation in Cityscapes

Following [51, 321], we train the models using the unaligned 3975 images of Cityscapes

[36] with 128× 128 resolution. We evaluate the domain mappers using FCN scores and

scene parsing metrics as previously done in [321]. Specifically, for parsing→image, we

use the pre-trained FCN-8s [153] provided by pix2pix [90] to predict segmentation label

maps from translated images, then compare them with true labels using parsing metrics

including pixel accuracy, class accuracy, and mean IoU. We do not report the score of

DRIT++, because its network size is too big to perform experiments with 128 × 128

resolution, resulting in the unfair comparison with other methods, but the results of other

datasets can still show the superiority of our method over DRIT++.

As reported in Table 3.2, the results of all the image translation methods are improved

if further constrained by our SCC, which shows the effectiveness of our method on

reducing the semantics distortion problem. In particular, GcGAN coupled with SCC

yields a promising improvement compared with GcGAN in the parsing→ image task.

3Domain adaptation. has access to the labels of source domain images while I2I translation does not.
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Input GAN+VGG CycleGAN Cycle+SCC U(light) U(light)+SCC

FIGURE 3.7. Qualitative results on Selfie→ Anime, Portrait→ Photo,
Horse→ Zebra datasets. More qualitative results are given in A.7.3. We
can see that the no matter personal identification or horse shape is better
preserved by the translation model empowered by our SCC.

3.3.1.3 Maps

The Maps dataset [90] contains 2194 aerial photo-map image pairs, with 1096 pairs for

training and 1098 pairs for evaluation. For evaluation, we employ the metrics including

RMSE and pixel accuracy with threshold δ (δ1 = 5 and δ2 = 10) suggested by GcGAN

[51]. All images are resized to 256× 256 resolution. Following [321, 51], the network

details are similar to the details of Cityscape, but the generator contains 9 res-blocks for

images with 256× 256 resolution.
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The scores are reported in Table 3.2. Compared with the vanilla GAN, our SCC can

significantly improve translation accuracy to 38.6% and 61.8% from 19.3% and 42.0%

with the threshold of δ1 and δ2, respectively. Moreover, integrating our SC constraint

into CycleGAN and GcGAN can generate better translations than both individual ones.

This further demonstrates the compatibility of our SCC. Qualitative results are shown in

A.7.1.

3.3.1.4 Simulation to Real: GTA to Cityscapes

To evaluate the effectiveness of our SCC on simulation to real tasks, we use the GTA

[208] to cityscapes datasets. Specifically, we use the official training split of GTA dataset

the training dataset. All images are resized to 256× 256 resolution during training. In

the test process, we translate the first 500 images in the GTA test set to the cityscapes

style, and use the pre-trained FCN-8s [153] provided by pix2pix [90] to predict the

segmentation label maps from translated images, and calculate the scores with the true

label in the GTA.

The results are give as Table 3.2, and the sample translated images are given as Figure 3.6.

Our SCC can consistently alleviate the semantic distortion problem in GTA2cityscape

task, as Figure 3.6 shows, all other translation models tend to translate sky to vegetation

to align the distribution, but the translation model with SCC can maintain sky during

translation, and thus we can consistently improve the segmentation score when coupling

SCC with other models.

3.3.2 Qualitative Evaluation

We implement the qualitative evaluation on anime2selfie [114], horse2zebra [321],

photo2portrait [132]. We choose CycleGAN, GcGAN, AGGAN, DRIT, UNIT, MUNIT,

and CUT as baselines. All images are resized to 256×256 resolution. More experimental

details are given in A.4.4.
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MI=0.389 MI=0.381 MI=0.392 MI=0.402 MI=0.406 MI=0.408 MI=0.408

MI=0.359 MI=0.466 MI=0.503 MI=0.539 MI=0.579 MI=0.581 MI=0.602
Input VGG

(L2)
CycleGAN λSCC =

1
λSCC =

3
λSCC =

5
λSCC =

7
λSCC =

9

FIGURE 3.8. Sensitivity analysis examples on Selfie→ Anime and GTA
→ Cityscapes. Obviously, the semantics distortion problem in CycleGAN
is alleviated after incorporating with our SCC.

TABLE 3.3. The results of User Study: the percentage of users prefer
a particular model. To avoid the concern of cherry-picking, qualitative
results of U-GAT-IT and our results are used in the user study. Sample
images are given in Appendix A.7.3.

hor2zeb sel2ani pho2por Paramaters
Cyc+Gc+SCC 33.20 47.85 56.89 45.2MB

U-GAT-IT 32.22 37.22 19.00 134.0MB
MUNIT 1.25 1.67 8.44 46.6MB
DRIT 5.28 2.94 3.00 65.0MB

CycleGAN 28.05 10.32 12.67 28.3MB

Following [114], we use KID score [19] as the evaluation metric. The results are reported

in Appendix A.3.1 because the pages are limited, and we can see that the method coupled

with our SCC can even achieve better results than those methods with larger model sizes.

As the qualitative results are shown in Figure 3.7, after adding our SCC, the translated

images retain more geometric structure than the original images, and are consistent with

the style of the target images. Specifically, the light version of U-GAT-IT with our SCC

can achieve better performance than the full version of U-GAT-IT, even with a half size

of parameters. Then we conducted a user study, in which 180 participants were asked to

choose the best-translated image given the domain names e.g., selfie→ anime, exemplar

images in the source and target domains, and the corresponding translated images from

different methods. The results shown in Table 3.3 demonstrate that most users choose
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the outputs of our method, which shows that preserving the structure of the image can

significantly improve the appearance attraction of the translated images. More qualitative

results are given in appendix A.7.4 .

3.3.3 Sensitivity Analysis

We study the influence of SCC by performing experiments with different λSCC . As shown

in Table 3.4 and Figure 3.8, the performance of translation models are all improved to

some extent after incorporating our SCC. However, when λSCC becomes too large,

the improvement with our SCC is limited as the model focuses on reducing geometry

distortion and ignores the style information learned from GAN. More examples are given

in Appendix A.7.5. A practical strategy of choosing λSCC is to find the largest λSCC

with normal style information using binary search. Specifically, the first value of λSCC

can be set to 5, which can promote the structure consistency of most translation models.

TABLE 3.4. The segmentation scores for different λSCC of the model
CycleGAN + SCC in the datasets GTA2cityscapes.

λSCC 0 1 3 5 7 9
pixel acc ↑ 0.232 0.292 0.322 0.360 0.382 0.386
class acc ↑ 0.127 0.136 0.143 0.160 0.160 0.161
mean IoU ↑ 0.0432 0.055 0.059 0.070 0.075 0.076

3.4 Related Work

Unsupervised Image-to-Image Translation. Although unsupervised image-to-image

(I2I) translation has obtained some promising progress in recent years, several works

study it from an optimization perspective. Specifically, Cyclic consistency based GAN,

e.g., CycleGAN [321], DualGAN [296] and DiscoGAN [115], is a general approach

for this problem. DistanceGAN [17] and GcGAN [51] further introduced distance and

geometry transformation consistency to constraint the search space of mapping functions.

Instead of exploiting general constraints for the subject, more works developed novel

frameworks to investigate special settings of unsupervised I2I translation. Several other
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works [88, 33, 133, 132, 220] mapped the content and style information of images into

disentangled spaces for multi-modal translations. However, we find that the complex

neural networks and many hyper-parameters make the optimization process unstable

[114]. [45, 99, 57, 175, 107] tried to reduce the perceptual loss or content loss based

on a pre-trained VGG model to reduce the content of two domain image, which is

computationally cost and cannot be easily adapted to the data on hand. Moreover, [266,

222, 21, 246, 176, 250, 291, 315] use the attention-based/ pretrained model or pre-

define functions to preserve the semantics during translation. SRUNIT [95] promote the

robustness of feature translation, but SRUNIT is mainly incorporated into CUT [193].

However, how to preserve the semantics via low-level information is under explored.

Mutual Information (MI). Mutual information is the measure of dependency between

two random variables, and it is widely used in machine learning and particularly suitable

for canonical tasks, e.g., multi-modalities images registration [322, 170, 163]. Since

computing MI is difficult [192], researchers have taken much effort to improve the

estimation of MI. For example, early works studied Non-parametric models based on

Kernel Density Estimator (KDE) [100, 124, 106, 230, 231], K-nearest Neighbor Method

(KNN) [123, 122], and likelihood-ratio estimator [243] for MI estimation. Subsequent

works improved the performance in more complicated cases such as discrete-continuous

mixtures [184, 55], segmentation [318, 314, 287] and continue learning [270, 268].

Recently, MINE [16, 82] showed that the mutual information between high dimensional

continuous random variables can be estimated by gradient descent over neural networks.

3.5 Conclusion

In this Chapter, we propose the structure consistency constraint (SCC) to improve the

structure consistency in pixel-wise level for unsupervised image-to-image translation.

To enable efficient estimation of our constraint, we propose an expression of mutual

information called relative Squared-loss Mutual Information(rSMI) with an analytical

estimation method. We evaluate our model quantitatively in a wide range of applications.
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The experimental results demonstrate that SCC can achieve high-quality translation to

maintain images’ geometry in the original domain.



CHAPTER 4

A Relational Intervention Approach for Unsupervised Dynamics

Generalization in Model-Based Reinforcement Learning

The generalization of model-based reinforcement learning (MBRL) methods to environ-

ments with unseen transition dynamics is an important yet challenging problem. Existing

methods try to extract environment-specified information Z from past transition segments

to make the dynamics prediction model generalizable to different dynamics. However,

because environments are not labelled, the extracted information inevitably contains

redundant information unrelated to the dynamics in transition segments and thus fails

to maintain a crucial property of Z: Z should be similar in the same environment and

dissimilar in different ones. As a result, the learned dynamics prediction function will

deviate from the true one, which undermines the generalization ability. To tackle this

problem, we introduce an interventional prediction module to estimate the probability of

two estimated ẑi, ẑj belonging to the same environment. Furthermore, by utilizing the

Z’s invariance within a single environment, a relational head is proposed to enforce the

similarity between Ẑ from the same environment. As a result, the redundant informa-

tion will be reduced in Ẑ. We empirically show that Ẑ estimated by our method enjoy

less redundant information than previous methods, and such Ẑ can significantly reduce

dynamics prediction errors and improve the performance of model-based RL methods

on zero-shot new environments with unseen dynamics. The codes of this method are

available at https://github.com/CR-Gjx/RIA.

51
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4.1 Introduction

Reinforcement learning (RL) has shown great success in solving sequential decision-

making problems, such as board games [226, 227, 215], computer games (e.g. Atari,

StarCraft II) [182, 225, 260], and robotics [138, 22]. However, solving real-world

problems with RL is still a challenging problem because the sample efficiency of RL is

low while the data in many applications is limited or expensive to obtain [63, 158, 159,

117]. Therefore, model-based reinforcement learning (MBRL) [94, 103, 215, 312, 78, 76,

75, 137], which explicitly builds a predictive model to generate samples for learning RL

policy, has been widely applied to a variety of limited data sequential decision-making

problems.

However, the performance of MBRL methods highly relies on the prediction accuracy

of the learned environmental model [94]. Therefore, a slight change of environmental

dynamics may cause a significant performance decline of MBRL methods [135, 187,

219]. The vulnerability of MBRL to the change of environmental dynamics makes them

unreliable in real world applications. Taking the robotic control as an example [187, 292,

206, 68, 22, 204, 289], dynamics change caused by parts damages could easily lead to

the failure of MBRL algorithms. This problem is called the dynamics generalization

problem in MBRL, where the training environments and test environments share the

same state S and action space A but the transition dynamics between states p(st+1|st, at)

varies across different environments. Following previous works [200, 63], we focus on

the unsupervised dynamics generalization setting, i.e. the id or label information of

dynamics function in training MDPs is not available. This setting appears in a wide

range of applications where the information of dynamics function is difficult to obtain.

For example, in healthcare, patients may respond differently to the same treatment, i.e.,

p(st+1|st, at) varies across patients. However, it is difficult to label which patients share

similar dynamics.

To build a generalized dynamics prediction function that can generalize to different

transition dynamics, the shift of the transition dynamics can be modelled as the change
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FIGURE 4.1. (a) The illustration of why historical states and actions are
encoded in environment-specified factor Z, (b)(c)(d) The PCA visualiza-
tions of estimated context (environmental-specific) vectors in Pendulum
task, where the dots with different colors denote the context vector (after
PCA) estimated from different environments. More visualization results
are given at Appendix C0.13.

of unobserved factors across different environments, i.e. there are hidden environment-

specified factors Z ∈ Z which can affect the environmental dynamics. This is analogous

to the human intuition to understand the change of dynamics, e.g. patients may show

different responses to identical treatments because the differences of their gene sequences

can affect how well they absorb drugs [278]. It is natural to assume that Z is the same in

a single environment but varies across different environments. As such, these unobserved

environment-specified factors do not violate the nature of MDP in a single environment,

but their changes can affect the dynamics functions across environments. Therefore, the

dynamics function f : S ×A → S can naturally be augmented by incorporating Z to be

f : S ×A×Z → S [206, 320, 135, 219].

Learning the augmented dynamics function is difficult because the environment-specified

factor Z is unobservable. Previous methods [206, 320, 135] try to extract information

from historical transition segments and use it as a surrogate for Z (Figure 4.1a) . However,

in the unsupervised dynamics generalization setting, the extracted information from

historical transition segments inevitably contains redundant information unrelated to

the dynamics. The redundant information would cause the surrogate for Z to lose a

crucial property that characterizes Z: Z should be similar in the same environment

and dissimilar in different environments. As shown in Figure 4.1b, the environment-

specified information Ẑ learned by CaDM [135] does not form clear clusters for different

environments. Because the learned Ẑ fails to represent environmental information,

the learned dynamics function will deviate from the true one, which undermines the
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generalization ability. To alleviate this problem, TMCL [219] directly clusters the

environments by introducing multiple prediction heads, i.e. multiple prediction functions.

However, TMCL needs to choose the proper prediction head for each new environment,

making it hard to be deployed into the scenario with consistently changing environments,

e.g. robots walk in the terrain which is constantly changing. To avoid adaptation at the

deployment time, we thus need to learn a single generalized prediction function f̂ . To

ensure that f̂ can learn modals of transition dynamics in different environments, we need

to cluster Z according to their belonging environments.

In this Chapter, we provide an explicit and interpretable description to learn Z as a vector

Ẑ (i.e. the estimation of Z) from the history transition segments. To cluster Ẑ from

the same environment, we introduce a relational head module as a learnable function to

enforce the similarity between Ẑs learned from the same environments. However, because

environment label is not available, we can only cluster the Ẑs from the same trajectory, so

we then propose an interventional prediction module to identify the probability of a pair

of ẑi, ẑj belonging to the same environment through estimating Ẑ’s direct causal effect

on next states prediction by do-calculus [196]. Because Zs from the same environment

surely have the same causal effect, we can directly maximize the similarity of Ẑs with

the similar causal effect using the relational head, and thus can cluster Ẑ according to the

estimated environmental similarity and alleviate the redundant information that varies in

an environment, e.g. historical states and actions. In the experiments, we evaluate our

method on a range of tasks in OpenAI gym [24] and Mujoco [254], and empirically show

that Ẑ estimated by our method enjoy less redundant information than baselines. The

experimental results show that our method significantly reduces the model prediction

errors and outperforms the state-of-art model-based RL methods without any adaptation

step on a new environment, and even achieve comparable results with the method directly

cluster Ẑ with the true environment label.
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4.2 Related Work

Dynamics Generalization in MBRL Several meta-learning-based MBRL methods

are proposed [187, 186, 210, 86] to adapt the MBRL into environments with unseen

dynamics by updating model parameters via a small number of gradient updates [49]

or hidden representations of a recurrent model [44], and then [265] proposes a graph-

structured model to improve dynamics forecasting. [10] focuses on the offline setting and

proposes an augmented model method to achieve zero-shot generalization. [135, 219] try

to learn a generalized dynamics model by incorporating context information or clustering

dynamics implicitly using multi-choice learning, aiming to adapt any dynamics without

training. However, how to explicitly learn the meaningful dynamics change information

remains a big challenge.

Relational Learning Reasoning relations between different entities is an important

way to build knowledge of this world for intelligent agents [109]. In the past decades,

relational paradigm have been applied to a wide range of deep learning-based application,

e.g., reinforcement learning [304], question-answer [211, 207], graph neural network

[15], sequential streams [212], few-shot learning [241], object detection [85] and self-

supervised learning [194]. Different from previous methods that perform binary relational

reasoning on entities, our method can also perform multiplies relations between entities

through the learned similarity of entities, and thus can learn more compact and meaningful

entity representation.

Causality in Reinforcement Learning Many works focus on the intersection area of

reinforcement learning and causal inference. For example, some works aims to alleviate

the causal confusion problem in the imitation learning [74, 309, 126], batch learning [12],

and partial observability settings [50, 104, 306, 158] in the online environment [166, 308],

[264] also try to apply causal inference in the offline setting, where the observational

data is always confounded. [136, 13, 129, 185, 261] also explore how to design an

optimal intervention policy in bandits or RL settings. In addition, [305, 307] improve the

generalization ability of state abstraction. Different from these methods, we focus on the

setting of unsupervised dynamics generalization, and measure the direct causal effect
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[197] between Ẑ and the next state to estimate the probability of them belonging to the

same environment.

4.3 Method

4.3.1 Problem Setup

The standard reinforcement learning task can be formalized as a Markov decision process

(MDP)M = (S,A, r, p, γ, ρ0) over discrete time [201, 242], where S ,A, γ ∈ (0, 1], ρ0

are state space, action space, the reward discount factor, and the initial state distribution,

respectively. The reward function r : S ×A → R specifies the reward at each timestep

t given st and at, and transition dynamics p(st+1|st, at) gives the next state distribution

conditioned on the current state st and action at. The goal of RL is to learn a policy

π(·|s) mapping from state s ∈ S over the action distribution to maximize the cumulative

expected return over timesteps Est∈S,at∈A[
∑∞

t=0 γ
t r(st, at)]. In model-based RL, a

model f is used to approximate the transition dynamics p, and then f can provide training

data to train policy π or predict the future sequences for planning. Benefiting from data

provided by learned dynamics model f , model-based RL has higher data efficiency and

better planing ability compared with model-free RL.

Here we consider the unsupervised dynamics generalization problem in model-based

RL, where we are given K training MDPs {Mtr
i }Ki=1 and L test MDPs {Mte

j }Lj=1 that

have the same state and action space but disjoint dynamics functions, and we randomly

sample several MDPs from training MDPs in each training iteration. We assume that all

these MDPs have a finite number of dynamics functions, meaning that the MDPs can

be categorized into a finite number of environments and the MDPs in each environment

share the same dynamics function but the environment id of MDPs is unavailable in the

training process. In the context of model-based RL, how to learn a generalized dynamics

model f is the key challenge to solve unsupervised dynamics generalization problem.
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4.3.2 Overview

Relational Encoder

Positive: From the same trajectory

Negative: From different trajectories

Aggregation

Relational Head
Factor Vector
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Head

1

0
0

0

Concatenation

FIGURE 4.2. An overview of our Relational Intervention approach, where
Relational Encoder, Prediction Head and Relational Head are three learn-
able functions, and the circles denote states (Ground-Truths are with
red boundary, and estimated states are with black boundary), and the
rectangles denote the estimated vectors. Specifically, prediction Loss
enables the estimated environmental-specified factor can help the Pre-
diction head to predict the next states, and the relation Loss aims to
enforce the similarity between factors estimated from the same trajectory
or environments.

As analyzed in Section 4.1, we can incorporate the environment-specified factors Z ∈ Z

into the dynamics prediction process to generalize the dynamic functions on different

environments, i.e. extending the dynamics function from f : S × A → S to f :

S ×A × Z → S . Because Z is the same within an environment, we expect estimated

Ẑs from the same environment are similar while those from different environments are

dissimilar. Therefore, f models the commonalities of the transition dynamics in different

environments and Z models the differences. In the supervised dynamics generalization

setting, where the environment id is given, one can easily learn Z by using metric losses,

e.g., CPC [189] and relation loss [194] to enforce that the estimated Ẑs are similar in

the same environment and dissimilar in different environments. However, since the

environment label is unavailable in the unsupervised setting, we have to simultaneously

learn Z and discover the cluster structures. To this end, we propose an intervention

module to measure the similarities between each pair of ẑi and ẑj as the probability of
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them belonging to the same environment. Furthermore, we then introduce a relational

head to aggregate Ẑs with high probability using relation loss. By simultaneously

updating the dynamics prediction and the relation loss, we can cluster Ẑs from the same

environment, and learn an augmented dynamics prediction model f̂ . Next, we will give

details about our relational intervention approach.

4.3.3 Relational Context Encoder

To learn the environment-specified factor Z of each environment, we firstly introduce a

relational encoder g parameterized by ϕ. Similar to previous methods [187, 206, 320,

135, 219], we use the past transition segments τt−k:t−1 = {(st−k, at−k), ..., (st−1, at−1)}

as the input of g to estimate its corresponding ẑt−k:t−1:

ẑt−k:t−1 = g(τ it−k:t−1;ϕ).

After obtaining environment-specified ẑt−k:t−1 at timestep t, we incorporate it into the

dynamics prediction model f̂ to improve its generalization ability on different dynamics

by optimizing the objective function following [135, 219, 94]:

Lpred
θ,ϕ = − 1

N

N∑
i=1

log f̂(sit+1|sit, ait, g(τ it−k:t−1;ϕ); θ), (4.1)

where k is the length of transition segments, t is the current timestep and N is the sample

size. In practice, we sub-sample a mini-batch of data from the whole dataset to estimate

(4.1) and use stochastic gradient descent to update the model parameters.

However, as analyzed in Section 4.3.2, the vanilla prediction error (4.1) is not sufficient

to capture environment-specified Z of each environment, and even introduce redundant

information into it. In order to eliminate the redundant information within transition

segments and preserve the trajectory invariant information, we introduce a relational

head [194] as a learnable function h to pull factors Ẑ from the same trajectory together

and push away those from different trajectories. Concretely, the estimated ẑit−k:t−1 in a

mini-batch will be firstly aggregated as pairs, e.g. concatenate two factors as [ẑi, ẑj], and
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the pairs having two factors from the same trajectory are seen as positives, and vice versa.

Then the relational head h parameterized by φ takes a pair of aggregated factors as input

to quantify the similarity of given two factors and returns a similarity score ŷ. To increase

the similarity score ŷ of positive pairs and decrease those negatives, we minimize the

following objective:

Lrelation
φ,ϕ = − 1

N(N − 1)

N∑
i=1

N∑
j=1

[
yi,j·log h([ẑi, ẑj];φ)+(1−yi,j)·log (1−h([ẑi, ẑj];φ))

]
,

(4.2)

where yi,j = 1 stands for positive pairs, and yi,j = 0 stands for negatives. Because the

positive pairs have two factors belonging to the same trajectory, optimizing (2) can

increase the similarity of Ẑs estimated from the same trajectory, and push away those

factors estimated from different trajectories in their semantical space. Therefore, by

optimizing (4.2), the information that is invariant within a trajectory will be encoded

into Ẑ and the redundant information in transition segments will be reduced. (4.2) can

also be interpreted from the perspective of mutual information, if we regard the Ẑs from

the same trajectory as the positive pairs, optimizing (4.2) can be seen as maximizing

the mutual information between Ẑs from the same trajectory (Please refer to [256] and

Appendix D1.7), and thus preserve the invariant information with the same trajectory.

However, estimating trajectory invariant information is insufficient because the estimated

Ẑs in the same environment will also be pushed away, which may undermine the cluster

compactness for estimated Ẑs.
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FIGURE 4.3. (a) The illustration of causal graph, and the red line denotes
the direct causal effect from Z to St+1. (b) The illustration of estimating
the controlled causal effect.
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4.3.4 Interventional Prediction

Because the environment id of a trajectory is unknown, we cannot directly optimize

relational loss (4.2) to cluster Ẑ within an environment. We propose an interventional

prediction method to find the trajectories belonging to the same environment. Here we

formalize the dynamics prediction model using a graphical causal model, and the causal

graph is illustrated as Figure 4.3 (a), where the next state St+1 is caused by the current

state St, action At and Ẑ, and the dynamics prediction model f represents the causal

mechanism between them. Because Z from the same environment should have the same

influence on the states, and thus they should have the same causal effect on the next state

St+1 if given St and At under the causal framework. As such, we can find estimated Ẑ

belonging to the same environment by measuring the similarity of their causal effect on

St+1. As Figure 4.3 (a) shows, there are multiple paths from Z to St+1 and we roughly

categorize them into two categories. The first category is the direct path between Z and

St+1 ( shown as Figure 4.3). The second category contains all the indirect paths where Z

influences St+1 via previous states and actions. However, because the mediator in other

paths e.g. St, At, may amplify or reduce the causal effect of Z, we only consider the

direct path from Z to the next state(denote by the red line at Figure 4.3 (a)), which means

that we need to block all paths with meditors from Ẑ to St+1. By means of do-calculus

[196], we can estimate the direct causal effect of changing Z = ẑj to Z = ẑk on St+1

through calculating the controlled direct effect (CDE) [197] by intervening mediators

and Ẑ :

CDEẑj ,ẑk(st, at) =E[St+1|do(St = st, At = at), do(Z = ẑj)] (4.3)

− E[St+1|do(St = st, At = at), do(Z = ẑk)] (4.4)

=E[St+1|St = st, At = at, Z = ẑj ]− E[St+1|St = st, At = at, Z = ẑk],

(4.5)

where do is the do-calculus [196]. There is no arrow entering Ẑ, so the do operator on

Ẑ can be removed. Also, since there is no confounder between the mediators (St, At)

and St+1, so we can remove the do operator of them as well, and the equation become as

(D.3). Because the direct causal effects may differ for different values of St and At, we

should sample St and At independently of Z, i.e. sampling St and At [199] uniformly to
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get the average controlled direct causal effect from Ẑ to St+1. However, if we use the

uniformly generated St and At, the sampled distribution may differ from the training

distribution, resulting in inaccurate the next state prediction. As such, we directly sample

St and At from the observational data. For the convenience of optimization, we only use

a mini-batch of St and At pairs (sit, a
i
t), and concatenate them with ẑj and ẑk to calculate

the average controlled direct effect under f̂ :

ACDEẑj ,ẑk =
1

N

N∑
i=1

|CDEẑj ,ẑk(s
i
t, a

i
t)|, (4.6)

where N is the batch size, j and k are the id of Ẑ estimated from two transition seg-

ments. Specifically, because the factors ẑ estimated from the same trajectory should

be the same, and thus we minimize their controlled direct effect D.4 as Ldist between

them in the optimization process. Now we can use the calculated ACDEẑj ,ẑk as the

semantic distance dj,k between estimated ẑi and ẑj , and thus we can aggregate factors

Ẑ estimated from similar trajectories by the proposed relational head h. As such, we

apply a transformation to convert distance metric dj,k to a similarity metric w ∈ (0, 1],

which is wj,k = exp(−dj,k

β
), where β is a factor controlling the sensitivity of the distance

metric. Specifically, because the scale and size of state varies in different tasks, e.g. 3

dims in Pendulum but 20 dims in Half-Cheetah, the optimal β may vary in different

task. As such, we apply the normalization in the distance metric d, i.e., normalize d with

batch variance, to convert it as a relative distance within a single task, thus making the

optimal β stable in different tasks. Then we can directly aggregate similar trajectories by

extending the loss function (4.2) as follows:

Li−relation
φ,ϕ = − 1

N(N − 1)

N∑
i=1

N∑
j=1

[
[yi,j + (1− yi,j) · wi,j] · log h([ẑi, ẑj];φ)

+ (1− yi,j) · (1− wi,j) · log (1− h([ẑi, ẑj];φ))
]
, (4.7)

where the first term indicates that the factors from the different trajectories can be

aggregated with the similarity weight w and 1 those from the same trajectory, and the

second term means that factors from different trajectories should be pushed with each
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other with weight 1 − w. Similar to the analysis in section 3.3, optimizing the loss

function (6) can increase the similarity between Ẑ with weight w, and push away from

them with the weight 1 − w. Because Ẑs estimated from the same environment have

similar effects, these factors will be assigned with high similarities (estimated by the

intervention operation of the Chapter). By simultaneously updating the prediction loss

(5.4) and intervention relation loss 5.3, estimated Ẑs within the same environment will

be aggregated, and the learned dynamics function f̂ can learn the modals of transition

dynamics according to the Ẑ in different clusters. The training procedure of our approach

can refer to Algorithm process in Appendix D1.2.

4.4 Experiments

In this section, we conduct experiment to evaluate the performance of our approach by

answering the following questions:

• Can our approach reduce the dynamics prediction errors in model-based RL?

(Section 4.4.2.1)

• Can our approach promote the performance of model-based RL on environments

with unseen dynamics? (Section 4.4.2.2)

• Can our approach learn the semantic meaningful dynamics change? (Figuer 4.1

and AppendixC0.13)

• Is the similarity of w measured by the intervention module reasonable? (Ap-

pendix C0.7)

• Can solely relational learning improve the performance of model-based RL?

(Section 4.4.3)

4.4.1 Enviromental Setup

Implementation Details Our approach includes three learnable functions, including

relational encoder, relational head and prediction head. All three functions are constructed
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with MLP and optimized by Adam [116] with the learning rate 1e-3. During the training

procedure, the trajectory segments are randomly sampled from the same trajectory to

break the temporal correlations of the training data, which was also adopted by [219, 269,

271]. Specifically, the length of the transition segments, i.e., k, is 10. All implementation

details can be found in Appendix D1.1.

Datasets Following the previous methods [135, 219], we perform experiments on a

classic control task (Pendulum) from OpenAI gym [24] and simulated robotics control

tasks (HalfCheetah, Cripple-HalfCheetah, Ant, Hopper, Slim-Humanoid) from Mujoco

physics engine [254].

Dynamics Settings To change the dynamics of each environment, we follow previous

methods [320, 190, 135, 219] to change the environmental parameters (e.g. length and

mass of Pendulum) and predefine them in the training and test environmental parameters

lists. At the training time, we randomly sample the parameters from the training parameter

list to train our relational context encoder and dynamics prediction model. Then we test

our model on the environments with unseen dynamics sampled from the test parameter

list. Specifically, the predefined parameters in the test parameter list are outside the

training range. The predefined training and test parameter lists for each task are the same

with [135], and all details are given in Appendix D1.1.

Planning Following [135, 219], we use the model predictive model (MPC) [167] to

select actions based on learned dynamics prediction model, and assume that the reward

functions of environments are known. Also, the cross-entropy method (CEM) [39] is

used to optimize action sequences for finding the best performing action sequences.

Baselines We compare our approach with following state-of-the-art model-based RL

methods on dynamics generalization. Also, to show the performance gap between our

method and supervised dynamics generalization, we perform the method using true

environment label to cluster Z.

• Probabilistic ensemble dynamics model (PETS) [127]: PETS employs an prob-

abilistic dynamics models to capture the uncertainty in modeling and planning.

• Meta learning based model-based RL (ReBAL and GrBAL) [186, 187]: These

methods train a dynamics model by optimizing a meta-objective [49], and
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update the model parameters by updating a hidden with a recurrent model or by

updating gradient updates at the test time.

• Context-aware dynamics model (CaDM) [135]: This method design several

auxiliary loss including backward and future states prediction to learn the context

from transition segments.

• Trajectory-wise Multiple Choice Learning (TMCL) [219]: This method is the

state-of-the-art model-based RL method on dynamics generalization, which

introduces the multi-choice learning to cluster environments. TMCL needs

the adaptation in the test procedure, while our method does not, so we also

report the performance of TMCL without adaptation in Figure C.1 for the fair

comparison.

• True Label: The method uses our relational head to cluster Ẑ with the true

environment label (not the ground-truth of Z). All hyperparameters are same

with our method for the fair comparison.

4.4.2 Performance Comparisons with Baselines

4.4.2.1 Prediction Error Comparisons

We first evaluate whether the dynamics model trained by our methods can predict next-

states more accurately or not. Figure 4.4 shows that the average dynamics prediction error

of dynamics prediction models trained by three methods (CaDM [135], TMCL [219] and

ours). We can see that the dynamics model trained by our relational intervention method

has superior prediction performance over other state-of-the-art methods, achieving the

lowest prediction errors on almost all six tasks. Specifically, the prediction errors of our

model are lower than others by a large margin in Hopper and Pendulum, outperforming

the state-of-the-art methods by approximately 10%.
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FIGURE 4.4. The average prediction errors of dynamics models on train-
ing environments during training process (over three times). Specifically,
the x axis is the training timesteps and y axis is the log value of average
prediction prediction errors. More figures are given at Appendix C0.8.

TABLE 4.1. The average rewards of baseline model-based RL methods
and ours on test environments with unseen dynamics. Here we report the
average rewards over three runs (ours is ten). Specifically, the results of
methods with ∗ are from the paper [135].

PETS* ReBAL* GrBAL* CaDM TMCL Ours ↑ Ratio
Pendulum -1103 -943.6 -1137.9 -713.95±21.1 -691.2±93.4 -587.5±64.4 15.0%

Ant 965.883.5 63.0 44.7 1660±57.8 2994.9±243.8 3297.9±159.7 10.1%
Hopper 821.2 846.2 621 845.2±20.41 999.35±22.8 1057.4±37.2 5.8%

HalfCheetah 1720.9 52 -69.1 5876.6±799.0 9039.6±1065 10859.2±465.1 20.1%
C_HalfCheetah 1572 868.7 2814 3656.4±856.2 3998.8±856.2 4819.3±409.3 20.5%
Slim_Humanoid 784.5 97.25 -480.7 859.1±24.01 2098.7±109.1 2432.6±465.1 15.9%

4.4.2.2 Performance Comparisons

Then we evaluate the generalization of model-based RL agents trained by our methods

and baselines on test environments with unseen dynamics. Following the setting of [219],

we perform experiments three runs (ours with 10 runs to reduce random errors), and

give the mean of rewards at Table 4.1. We can see that the meta-learning based methods

[186, 187] do not perform better than vanilla PETS [127], while methods [135, 219] that

aim to learn a generalized dynamics prediction model are superior to others significantly.

Among which our approach achieves the highest rewards on all six tasks among all

methods. Figure D.1 shows the mean and standard deviation of average rewards during

the training procedure, indicating that the performance of our methods is better than

the other two methods consistently at the training time, which is sufficient to show the

superiority of our method over other methods. A fair comparison between TMCL (no

adaptation) and our method can be found at Appendix C0.6. In addition, we observe
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that our method achieves comparable results with the method directly cluster Ẑ using

the truth environment label, which indicates that our intervention module actually can

assign high similarities into Ẑs estimated from the same environment in an unsupervised

manner. We also observe the same results in the similarity visualization in the Appendix

C0.7, where we find that Ẑs from the same environment are assigned significant higher

similarities than those pairs from different environments.
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FIGURE 4.5. The average rewards of trained model-based RL agents on
unseen test environments. The results show the mean and standard devi-
ation of returns averaged over three runs. The fair comparison between
TMCL (no adaptation) and our method can be found in Appendix C0.6

4.4.3 Ablation Study

In this section, we evaluate the effect of the proposed relation head and intervention

prediction on the generalization improvement, respectively. Because the intervention

prediction is based on the relational head, we compare the performance of our approach

with and without the intervention. As Figure 4.6a and 4.6b show, after incorporating

the relational head and intervention prediction, the performance of model-based agents

and the generalization of the dynamics prediction model are both improved. However,

although the model without the intervention module has lower prediction errors in the

Pendulum task, it also has lower rewards than the whole model. One possible reason

is that the Pendulum is simple for the dynamics prediction model to learn, and thus

the dynamics prediction model with the vanilla relational head is a little over-fitting on

the training environments (Please refer to Appendix C0.9), limiting the performance

improvement. This phenomenon confirms the importance of our intervention prediction

on reducing the trajectory-specified redundant information.
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FIGURE 4.6. (a) The average rewards of trained model-based RL agents
on unseen environments. The results show the mean and standard de-
viation of returns averaged over three runs. (b) The average prediction
errors over the training procedure. Prediction errors on test environments
are given in Appendix C0.9

4.5 Conclusion

In this Chapter, we propose a relational intervention approach to learn a generalized

dynamics prediction model for dynamics generalization in model-based reinforcement

learning. Our approach models the dynamics change as the variation of environment-

specified factor Z and explicitly estimates Z from past transition segments. Because

environment label is not available, it is challenging to extract Z from transition segments

without introducing additional redundant information. We propose an intervention mod-

ule to identify the probability of two estimated factors belonging to the same environment,

and a relational head to cluster those estimated Ẑs are from the same environments with

high probability, thus reducing the redundant information unrelated to the environment.

By incorporating the estimated Ẑ into the dynamics prediction process, the dynamics

prediction model has a stronger generalization ability against the change of dynamics.

The experiments demonstrate that our approach can significantly reduce the dynamics pre-

diction error and improve the performance of model-based agents on new environments

with unseen dynamics.



CHAPTER 5

Hierarchical Prototypes for Unsupervised Dynamics Generalization

in Model-Based Reinforcement Learning

Generalization remains a central challenge in model-based reinforcement learning. Re-

cent works attempt to model the environment-specific factor and incorporate it as part

of the dynamic prediction to enable generalization to different contexts. By estimating

environment-specific factors from historical transitions, earlier research was unable to

clearly distinguish environment-specific factors from different environments, resulting in

poor performance. To address this issue, we introduce a set of environment prototypes

to represent the environmental-specified representation for each environment. By en-

couraging learned environment-specific factors to resemble their assigned environmental

prototypes more closely, the discrimination of factors between different environments

will be enhanced. To learn such prototypes in the unsupervised manner, we propose

a hierarchical prototypical method which first builds trajectory embeddings according

to the trajectory label information, and then hierarchically constructs environmental

prototypes from trajectory prototypes sharing similar semantics. Experiments demon-

strate that environment-specific factors estimated by our method have superior clustering

performance and can improve MBRL’s generalisation performance in six environments

consistently.

5.1 Introduction

Reinforcement learning (RL) has achieved great success in solving sequential decision-

making problems, e.g., board games [226, 227, 215], computer games [182, 225, 260],
68
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and robotics [138, 22], but it still suffers from the low sample efficiency problem, making

it challenging to solve real-world problems, especially for those with limited or expensive

data [63, 158, 159, 117].In contrast, model-based reinforcement learning (MBRL) [94,

103, 215, 312, 78, 76, 75, 137] has recently received wider attention, because it explicitly

builds a predictive model and can generate samples for learning RL policy to alleviate

the sample inefficiency problem.

As a sample-efficient alternative, the model-based RL method derives a policy from the

learned environmental dynamics prediction model. Therefore, the dynamics model’s

prediction accuracy is highly correlated with policy quality [94]. However, it has been

evidenced that the learned dynamics prediction model is not robust to the change of

environmental dynamics [135, 219, 70], and thus the agent in model-based RL algorithms

has a poor generalization ability on the environments with different dynamics. Such a

vulnerability to the change in environmental dynamics makes model-based RL methods

unreliable in real-world applications where the factors that can affect dynamics are

partially observed. For example, the friction coefficient of the ground is usually difficult

to measure, while the changes in it can largely affect the dynamics when controlling a

robot walking on the grounds, leading to the performance degradation of an agent trained

by model-based RL methods [289, 68, 186].

Recent Studies [219, 187, 135, 70] have demonstrated that incorporating environmental

factor Z into dynamics prediction facilitates the generalisation of model-based RL

methods to unseen environments. However, environmental factors are unobservable

in the majority of applications; for instance, the friction coefficient is not available for

robots. Therefore, estimating semantical meaningful Z for each environments is the

first step for generalization of model-based RL. However, it is not easy to implement,

because the environment is hard to label. For example, it is impractical to measure the

friction coefficient of every road. Without the label information of environments, Zs

estimated from previous methods [219, 187, 135, 70] cannot form clear clusters for

different environments as Figure 5.3 shows. These entangled Zs cannot represent the
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distinct environmental specific information, and thus may deviate the learned dynamics

prediction function from the true one, resulting in the poor generalization ability.

In this paper, we propose a hierarchical prototypical method (HPM) with the objective

of learning an environment-specific representation with distinct clusters. By repres-

enting environment-specific information semantically meaningfully, HPM learns more

generalizable dynamics prediction function. To achieve this, our method propose to

construct a set of environmental prototypes to capture environment-specific information

for each environment. By enforcing the estimated Ẑ to be more similar to its respective

environmental prototypes and dissimilar to other prototypes, the estimated Ẑs can form

compact clusters for the purpose of learning a generalizable dynamics prediction function.

Because environmental labels are not available, we cannot construct environmental pro-

totypes directly. To address this issue, we begin by developing easily-learned trajectory

prototypes based on the trajectory label. Then, environmental prototypes can be created

by merging trajectory prototypes with similar semantics, as suggested by the natural

hierarchical relationship between trajectory and environment.

With the built hierarchical prototypical structure, we further propose a prototypical

relational loss to learn Z from past transitions. Specifically, we not only aggregate the

Ẑs with similar causal effects by optimizing the relational loss [70] but also aggregate Ẑ

with its corresponding trajectory and environmental prototypes via the relational loss. In

addition, to alleviate the over-penalization of semantically similar prototypes, we propose

to penalize prototypes adaptively with the intervention similarity. In the experiments, we

evaluate our method on a range of tasks in OpenAI gym [24] and Mujoco [254]. The

experimental results show that our method can form more clear and tighter clusters for

Ẑs, and such Ẑs can improve the generalization ability of model-based RL methods and

achieve state-of-art performance in new environments with different dynamics without

any adaptation step.
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5.2 Related Work

Model-based reinforcement learning With the learned dynamics prediction model,

Model-based Reinforcement Learning (MBRL) takes advantage of high data efficiency.

The learned prediction model can generate samples for training policy [46, 277] or

planning ahead in the inference [7, 137, 253]. Therefore, the performance of MBRL

highly relies on the prediction accuracy of the dynamics predictive model. To improve the

predictive model’s accuracy of MBRL, several methods were proposed, such as ensemble

methods [35], latent dynamics model [76, 75, 215], and bidirectional prediction [128].

However, current predictive methods are still hard to generalize well on unseen dynamics,

which hinders the application of MBRL methods in the real-world problems.

Dynamics generalization in model-based reinforcement learning To adapt the

MBRL to unknown dynamics, meta-learning methods [187, 186, 210] attempted to

update model parameters by updating a small number of gradient updates [49] or hidden

representations of a recurrent model [44]. Then, using multi-choice learning, [135,

219] attempted to learn a generalised dynamics model by incorporating environmental-

specified information or clustering dynamics implicitly, with the goal of adapting any

dynamics without training. Through relational learning and causal effect estimation, RIA

[70] aims to explicitly learn meaningful environmental-specific information. However,

the dynamics change learned by RIA still suffer from a high variance issue.

Prototypical methods By learning an encoder to embed data in a low-dimensional rep-

resentation space, prototypical methods gain a set of prototypical embeddings, which are

referred to as prototypes [6, 27] that form the basis of this representation space. Prototyp-

ical methods aim to derive compact data representations gathering around corresponding

prototypes [144, 189, 267], which captures some basic semantic structures. Therefore,

prototypical methods have been applied into many areas, e.g. self-supervised learn-

ing [142, 28], few-shot learning [232, 14, 228], domain adaptation [251] and continue

learning [40, 299]. In the RL area, [295] ties representation learning with exploration

through prototypical representations for image-based RL, while our method focuses
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FIGURE 5.1. An overview of our Hierarchical Prototypical Method,
where the context encoder estimates the environmental-specific factor
ẑ and environments includes four ants with different destroyed leg with
red color. Items extracted from different environments are different colors.
We construct prototypes for each trajectory and environment, and denote
them as diamond and star, respectively. Each estimated ẑ are optimized
with its corresponding trajectory and environment prototype using our
prototypical relational learning as dotted line shows.

on the unsupervised dynamics generalization problem in model-based RL, aiming to

learn semantical meaningful dynamics change using prototypical method. Specifically,

our method propose a hierarchical method to construct environmental prototypes from

trajectory prototypes.

5.3 Method

In this section, we first introduce the formulation of the unsupervised dynamic general-

ization problem in model-based reinforcement learning. Then we present the details of

how our hierarchical prototype method learns the environment-specific factors.

5.3.1 Problem setup

We formulate the standard reinforcement learning as a markov decision process (MDP)

M = (S,A, r, f, γ, ρ0) over discrete time [201, 242], where S, A, γ ∈ (0, 1] and ρ0

are state space, action space, the reward discount factor, and the initial state distribution,

respectively. Dynamics function f : S ×A → S gives the next state st+1 conditioned
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on the current state st and action at, and reward function r : S × A → R specifies

the reward at each timestep t given st and at. The goal of RL is to learn a policy π(·|s)

mapping from state s ∈ S over the action distribution to maximize the cumulative

expected return Est∈S,at∈A[
∑∞

t=0 γ
t r(st, at)] over timesteps. In model-based RL, we

aim to learn a prediction model f̂ to approximate the dynamics function f , and then f̂

can generate training data to train policy π or predict the future sequences for planning.

With the data provided by learned dynamics model f̂ , model-based RL has higher data

efficiency and better planing ability compared with model-free RL.

In this Chapter, we consider the unsupervised dynamics generalization problem in

model-based RL. Different from the standard reinforcement learning, there exists an

unobserved variable Z that can affect the dynamics prediction function f in the dynamics

generalization problem. The goal of dynamics generalization is to derive a generalizable

policy from given K training MDPs {Mtr
i }Ki=0, and expect the policy can generalize well

on L test MDPs {Mte
j }Lj=0. Without losing generality, we assume all MDPs share the

same state and action space but preserve different factor Z.

In the context of model-based reinforcement learning, we need to learn the dynamics

function before learning policy. In order to generalize the dynamic functions on different

environment, we need to incorporate the unobserved variable Z into dynamics prediction

process, i.e., extending the dynamics function from f : S × A → S to f : S × A ×

Z → S. Since Z is not available, we should estimate it from past transition segments

τt−k:t−1 = {(st−k, at−k), ..., (st−1, at−1)} [219, 135, 70].

Next, we will present how our hierarchical prototypes method estimatesZ, and enable it to

learn the dynamics function f that can generalize to environments with unseen dynamics.

In Section 5.3.2, we present how our method hierarchically constructs prototypes as

a representative embedding to represent environmental-specific information for each

environment. In Section 5.3.3, we describe how we update prototypes dynamically and

how to estimate environmental-specific factors Z from past transition segments using

prototypes. Once Z are estimated, we describe how they enable dynamics function f to

generalize well environments with different dynamics.
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5.3.2 Hierarchical environment prototypes construction

The objective of our method is to construct a set of prototypes to represent the environmental-

specific information for each environment, and guide the context encoder to estimate

environmental-specific variable Z from historical transition segments. In each training

iteration, we randomly sample a trajectory from a subset of MDPs in the training MDPs.

Because labels of MDPs are not available, we cannot estimate environmental prototypes

directly. Furtunately, we still have the trajectory label information, and thus we can

construct the prototypes for each sampled trajectory first. Specifically, we denote the

prototype for j-th trajectory as cjtra. Because different trajectories may be sampled from

a single environment, the trajectory prototypes from the same environment should share

similar semantics for dynamics prediction. Therefore, we can construct environmental

prototypes hierarchically from trajectory prototypes sharing similar semantics. In this

way, environmental prototypes and trajectory prototypes form a natural hierarchical

structure, and environmental prototypes can be constructed utilising trajectory label

information even if no environmental label is available.

If we denote the wi,j
tra as the semantical similarity between the trajectory prototypes citra

and cjtra, we can construct a trajectory similarity matrix w as Figure 5.2 (b) shows, where

each row of w, such as wi represents the similarity between citra and all other trajectory

prototypes. Because it is unknown how many environments are in the sampled trajectories,

we directly construct environmental prototypes cienv for each trajectory prototype citra.

Specifically, each environmental prototype cienv is the mean of its corresponding trajectory

prototype citra and citra’s top k similar trajectory prototypes.

cienv =
1

K

∑
k∈{T i}

cktra, (5.1)

where Ti denotes the index set of the top-K similar trajectory prototypes with citra. In

this way, we can obtain the i-th environmental prototypes, but before that, we need to

calculate the semantic similarity matrix w.
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(a) Calculating Similarity between Prototypes via Causal Direct Effect (b) Merging Top_k Similar Trajectory Prototypes into Environment Prototypes

FIGURE 5.2. (a) The illustration of causal direct effect estimation
between two trajectory prototypes, where we calculate the mean dif-
ference over a batch of predicted next states as the similarity w of the two
prototypes. (b) The illustration constructed the similarity matrix between
trajectory prototypes. We use the mean of top_k (denoted by the red
color) similar trajectory prototypes as the corresponding environmental
prototypes.

Normally, we can directly use the euclidean distance to discriminate the similarity

between different trajectory prototypes. However, this ignores the semantic effect of

trajectory prototypes on dynamics prediction. If two trajectories prototypes are from

a single environment, their trajectory prototypes should share the same semantics, i.e.,

and their effects on the dynamics function should be the same. Therefore, we consider

take account the semantic effect on the dynamics prediction into similarity estimation.

However, it is challenging to estimate the effects of the trajectory prototype on the

dynamics function because Z is not the only factor that can influence the dynamics

function. To remove the effects of other factors, e.g. states and actions, on the dynamics

function, our method draws inspiration from the recently proposed RIA method [70]

to calculate the direct causal effects (CDE) of trajectory prototypes. By controlling

all factors that have effects on the dynamics function over a mini-batch, we can solely

estimate average CDE between different trajectory prototypes as their semantic difference

d. Concretely, we compute d between two trajectory prototypes using a mini-batch of St

and At pairs (sit, a
i
t) as Figure 5.2 (a) shows:

dij =
1

N

N∑
k=1

|CDEcitra,c
j
tra
(skt , a

k
t )|, (5.2)
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where N is the batch size, i and j are the id of trajectory prototypes. Please refer to

Appendix D1.6 for the details of CDE. With semantic difference d, we can convert

it as the semantic difference w via w = exp(−d
β
), where β is a factor that controls

the sensitivity of w. With the calculated similarity w, we can construct environmental

prototypes via equation 5.1.

Next, we will describe how to update the built trajectory and environmental prototypes to

ensure that hierarchical prototypes are representative for each trajectory and environment,

and how they help learn the context encoder.

5.3.3 Prototypical relational learning

As Figure 5.1 shows, we introduce a context encoder g parameterized by ϕ to es-

timate environmental-specific factor ẑit from the past transition segments τt−k:t−1 =

{(st−k, at−k), ..., (st−1, at−1)} following previous methods:

ẑit = g(τ it−k:t−1;ϕ).

In order to learn the context encoder and encourage the estimated environmental-specific

factor ẑit to be semantically meaningful, we optimize g via the proposed prototypical

relational loss to form a clear cluster for Zs from the same environments. Concretely, we

introduce a relational head [194] as a learnable function h to derive the environmental-

specific estimation ẑit closely surrounded its associated cluster prototypes. To achieve

this, we concatenate the ẑit and its assigned prototypes, e.g., citra as the positive pair, and

the concatenation of other prototypes are negative pairs. Then we use the relational head

h parameterized by φ to quantify the similarity score of ŷ. To increase the similarity

score ŷ of positive pairs and decrease those of negatives, we can regard it as a simple

binary classification problem to distinguish positive and negative pairs. This can be

regarded as maximizing the mutual information between Zs and its corresponding

prototypes (Please refer to [256, 70] and Appendix A.3). However, it neglects the

semantic correlation among different prototypes, and so it may excessively penalize some

semantically relevant prototypes. To alleviate such over-penalization, we propose to
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penalize prototypes adaptively with the intervention similarity [70] through the following

objective:

Li−p−relation
φ,ϕ = − 1

N(N − 1)

N∑
i=1

N∑
j=1

[
[yi,j + (1− yi,j) · wi,j] · log h([ẑi, cj];φ)

+ (1− yi,j) · (1− wi,j) · log (1− h([ẑi, cj];φ))
]
, (5.3)

where w ranges from 0 to 1, and we use it as the similarity between different proto-

types. In addition, the first term of equation 5.3 clusters zit with prototypes cj with

the similarity weight wi,j , and the second term push them away with weight 1 − wi,j .

To maintain the hierarchical prototypes structure [142, 73], we simultaneously update

the context encoder by optimizing the objective equation 5.3 between z with trajectory

and environmental prototypes. Specifically, the calculation of similarity wenv between

environmental prototypes and z is same with Section 5.3.2 as . In addition, we also

optimize the relation loss among different Zs following [70, 142] because Z itself can be

regarded as an instance prototype, and thus can retain the property of local smoothness

and help bootstrap clustering.

In order to improve its generalization ability on different dynamics, we incorporate the

estimated environment-specific ẑt into the dynamics prediction model f̂ and optimize the

objective function following [135, 219, 94]:

Lpred
θ,ϕ = − 1

N

N∑
i=1

log f̂(sit+1|sit, ait, g(τ it−k:t−1;ϕ); θ), (5.4)

where k is the length of transition segments, t is the current timestep, and N is the

sample size. In addition, we also enable the built prototypes to optimize equation 5.4

to ensure that the learned prototypes are semantically meaningful. Overall, our method

simultaneously optimize the prediction loss equation 5.4 and prototypical relational loss

equation 5.3 with prototypes in different levels to learn context encoder g and semantic

meaningful prototypes, which encourage the estimated environmental-specific Ẑ can

form clear clusters, and thus can learn a generalizable prediction function f .
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5.3.4 Difference to RIA

This chapter refers the idea of RIA [70] to estimate semantic similarities between different

prototypes. However, our method differs RIA from three aspects: 1) RIA estimates the

semantic similarities between different instance estimation ẑ while our method estimates

the semantic similarities between different prototypes. Considering the number of

prototypes are limited, the training procedure are faster and more stable than RIA. 2)

Our method fully takes the advantage the hierarchy between trajectory and environments,

and construct environmental prototype based on trajectory label information while RIA

ignores it. Thus our method can achieve better performance than RIA. 3) RIA only pulls

ẑ and other estimations with similar semantics, but our prototypical relational learning

further pulls the ẑ and its corresponding trajectory ctra and environmental prototypes

cenv.

5.4 Experiment

In this section, we perform experiments to evaluate the effectiveness of our approach

by answering the following questions: 1) Can our method encourages the learned Z to

form a clear cluster? (Section C0.13); 2) Can the learned Ẑ with the clear cluster reduce

the dynamics prediction errors in model-based RL? (Supplementary Material D1.2); 3)

Can the learned Ẑ with the clear cluster promote the performance of model-based RL

in environments with unseen dynamics? (Section 5.4.3); 4) Is our method sensitive to

hyperparameters? (Section 5.4.4)

5.4.1 Environmental setup

Implementation details Our method includes three learnable functions and a set of

learnable trajectory prototypes. The learnable functions are context encoder, relational

head and prediction head, and they all are constructed with MLP and optimized by Adam

[116] with 1e-3 learning rate. During the training procedure, the trajectory segments
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are randomly sampled from the same trajectory to break the temporal correlations of

the training data, which was also adopted by [219, 70]. Specifically, we combine

k = 3 similar trajectory embedding into environmental embedding, and the length of the

transition segments is 10, and the hyper-parameters are the same for all experiments, and

details can be found in supplementary material D1.1.

Tasks Following the previous methods [135, 219], we perform experiments on the

classic control algorithm (Pendulum) from OpenAI gym [24] and simulated robotics

control tasks (HalfCheetah, Swimmer, Ant, Hopper, Slim-Humanoid) from Mujoco

physical engine [254].

Dynamics settings To construct different dynamics of environments, we change the

environmental parameters (e.g., length and mass of Pendulum) and predefine them in the

training and test environmental parameters lists following previous methods [320, 190,

135, 219, 70]. Specifically, for the convthe training environmental parameters lists for all

tasks are {0.75, 0.8, 0.85, 0.90, 0.95, 1, 1.05, 1.1, 1.15, 1.2, 1.25}, and test environmental

parameters lists are {0.2, 0.4, 0.5, 0.7, 1.3, 1.5, 1.6, 1.8}. We can see that the parameters

in test list are out of range of the parameters in the training set. At the training time,

we randomly sample the parameters from the training parameter list to train our context

encoder and dynamics prediction model. Then we test our model on the environments

with unseen dynamics sampled from the test parameter list. All details are given in

supplementary material D1.1.

Planning Following [135, 219], we use the model predictive model (MPC) [167]

to select actions based on learned dynamics prediction model, and assume that reward

functions are known. In addition, we use the cross-entropy method (CEM) [39] to find

the best action sequences.

Baselines In this Chapter, we compare our approach with the following state-of-the-art

model-based RL methods on dynamics generalization:

• Context-aware dynamics model (CaDM) [135]: This method design several

auxiliary loss, including backward and future states prediction to learn the

context from transition segments.
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FIGURE 5.3. The PCA visualization of environmental-specific factors
estimated by TMCL [219], CaDM [135], RIA [70] and ours on the Half-
cheetah (upper part) and Pendulum (lower part) task.

• Trajectory-wise Multiple Choice Learning (TMCL) [219]: TMCL introduces

multi-choice learning to adapt to different environments. For a fair comparison,

we use the no adaptation version of this method.

• Relation Intervention Approach (RIA) [70]: This method proposes to use rela-

tional intervention loss to cluster Zs from the same environments.

It has been clearly evidenced that Probabilistic ensemble dynamics model (PETS) [127]

and Meta learning based model-based RL methods, e.g. Recurrent model ReBAL and

hidden-parameter model GrBAL [186, 187], perform worse than CaDM [135],TMCL

[219] and RIA [70], so we do not consider them as baselines in this Chapter.

5.4.2 Cluster visualization and analysis

TABLE 5.1. The quantitative evaluation results of estimated
environmental-specific factors.

ARI AMI V-means
TMCL CaDM RIA Ours TMCL CaDM RIA Ours TMCL CaDM RIA Ours

HalfCheetah 0.006 0.128 0.212 0.570 0.058 0.175 0.333 0.681 0.06 0.176 0.314 0.680
Pendulum 0.060 0.471 0.754 0.971 0.054 0.529 0.838 0.967 0.051 0.531 724 0.975
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We perform PCA visualization of estimated Ẑs from baselines and our method as

Figure 5.3 to evaluate the cluster performance of estimated Ẑs. We can see that our

method can achieve better cluster performance qualitatively. Specifically, most Ẑs

estimated by RIA [70] have good cluster performance in general, but the outliers decrease

the cluster performance. By contrast, we can see that there are fewer outliers in our

method than them in RIA because the built prototypes and the proposed prototypical

relational loss can enforce constraints into estimated Ẑs. More qualitatively cluster

comparisons can be found in Supplementary Material D1.8.

We also quantitatively evaluate the cluster performance of Ẑs estimated by baselines and

our method. Here we firstly perform k-means [168] on the estimated Ẑs, and then use

the ground-truth environmental label to calculate the cluster performance. Here we use

the popular mutual information-based metric AMI [259], random-index metric ARI[89]

and V-means [209] as the evaluation metrics. The results are shown in Table D.2, we

can see that Ẑs estimated by our method achieves the highest cluster performance. More

quantitatively cluster comparisons can be found in Supplementary Material D1.8.

5.4.3 Performance comparisons

Then, we evaluate the generalization of model-based RL agents trained by our methods

and baselines on test environments with unseen dynamics. Following the setting of

[219], we perform experiments across five runs, and show the test returns on the test

environments in Figure D.1. Note that the results are slightly different from the results in

RIA and TMCL paper since we change the parameter lists that change the environmental

dynamics. Specifically, we change the parameter lists of all environments to the same for

the convenience of performing environments.

As Figure D.1 shows, we can see that our method can achieve significantly better

performance than baselines in Ant, Halfcheetah, and Pendulum. Specifically, we can

see that our method outperforms the second-best method RIA by 20% in Ant and

Halfcheetah environments, which indicates that the changing parameter can largely
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FIGURE 5.4. The average returns of model-based RL agents on unseen
test environments. The results show the mean and standard deviation of
returns averaged over five runs. Specifically, we use the no adaptation
version of TMCL for a fair comparison. The performance comparisons
on dynamics prediction errors are given at Appendix D1.4.

change their dynamics. In addition, we can see that our method achieves only slightly

better performance than baselines in Hopper, Swimmer, and Slim_Humanoid problems.

For Hopper and Slim_Humanoid environment, we observe that both RIA and our method

can achieve comparable results in all test environments, which indicates that the change

of dynamics for Hopper is easy to model and solve. For the Swimmer environment, we

observe that TMCL [219] sometimes may have a significant performance decline at the

final training iteration. This may be because that TMCL may fail to learn the modalities

of dynamics function in the no adaptation version. Also, our method still achieves better

performance than RIA at the Swimmer task.
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FIGURE 5.5. Left Image: The sensitivity analysis about how many tra-
jectory prototypes should be combined into environmental prototypes.
Right Two Images: The similarity metrics used in combining trajectory
prototypes into environmental prototypes.

5.4.4 Ablation study

In this section, we first perform a sensitive analysis of how many trajectory prototypes

should be combined into environmental prototypes. The experiments are conducted at

the Pendulum task, and the results are shown as the left image of Figure 5.5, we can

see that no matter what k it is, our method consistently outperforms the baseline CaDM

[135], which indicates that our method is robust to the selection of k value. Specifically,

k = 1 means that there are no hierarchical prototypes because one trajectory prototype

can decide one environmental prototype, and thus environmental prototypes are the same

as trajectory prototypes. We can see that all experimental results with k > 1 are better

than the experimental result with k = 1, which shows the effectiveness of our proposed

hierarchical prototypes method and the necessity of the built environmental prototypes.

The results of k = 1 achieve the best performance on the Pendulum task, so we use it as

the default parameter in all experiments.

We also perform an ablation study about the similarity metric used to calculate the

similarity among trajectory prototypes. For most cluster methods, e.g. k-means [168],

they usually calculate the similarity among entities using the Euclidean distance, while our

method uses the direct causal effect as the similarity metric. To evaluate the effectiveness

of the similarity metrics based on direct causal effect [197], we perform experiments

on the Halfcheetah and Pendulum tasks, and we can see that using the causal effect to
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calculate the similarities among trajectory prototypes can achieve better performance

than using Euclidean distance on both tasks.

5.5 Limitation

Our paper only considers the unsupervised dynamics generalization in model-based

reinforcement learning, but model-free RL also suffers from this problem, and we will

apply our method to model-free RL in future work. In addition, there are many other

generalization problems in reinforcement learning area, e.g. observation generalization

[263, 118, 59] and action generalization [92], and it would be interesting to extend our

method into other generalization settings and train generalizable agents.

5.6 Conclusion

In this paper, we focus on the unsupervised dynamics generalization problem in model-

based reinforcement learning, and propose a hierarchical prototypical method to construct

environmental prototypes in an unsupervised manner. With the learned environmental

prototypes, we further propose a prototypical relational loss to learn a context encoder to

estimate environmental-specific factors from past transition segments, which enables the

dynamics prediction function in model-based reinforcement learning to generalize well

on environments with unseen dynamics. The experiments demonstrate that our method

can form clearer and tighter clusters for Ẑs from the same environment and improve the

performance of model-based agents in new environments with unseen dynamics.



CHAPTER 6

From Images to Textual Prompts: Zero-shot VQA with Frozen Large

Language Models

Large language models (LLMs) have demonstrated excellent zero-shot generalization

to new language tasks. However, effective utilization of LLMs for zero-shot visual

question-answering (VQA) remains challenging, primarily due to the modality discon-

nection and task disconnection between LLM and VQA task. End-to-end training on

vision and language data may bridge the disconnections, but is inflexible and compu-

tationally expensive. To address this issue, we propose Img2Prompt, a plug-and-play

module that provides the prompts that can bridge the aforementioned modality and task

disconnections, so that LLMs can perform zero-shot VQA tasks without end-to-end

training. In order to provide such prompts, we further employ LLM-agnostic models to

provide prompts that can describe image content and self-constructed question-answer

pairs, which can effectively guide LLM to perform zero-shot VQA tasks. Img2Prompt

offers the following benefits: 1) It can flexibly work with various LLMs to perform VQA.

2) Without the needing of end-to-end training, it significantly reduces the cost of deploy-

ing LLM for zero-shot VQA tasks. 3) It achieves comparable or better performance than

methods relying on end-to-end training. For example, we outperform Flamingo [3] by

5.6% on VQAv2. On the challenging A-OKVQA dataset, our method even outperforms

few-shot methods by as much as 20%.

85
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6.1 Introduction

Visual question answering (VQA) [5] is a prominent vision-language task that finds a

broad range of real-world applications, such as assisting blind individuals in understand-

ing their environments. A diverse set of VQA datasets have been proposed, some focusing

on image recognition [65, 5] and others on logical reasoning [172]. However, human

annotations are expensive to obtain and may introduce a variety of human biases [30, 11,

301], making the VQA system brittle towards new answer styles and question types[1,

101]. This has led researchers to zero-shot VQA methods [30, 11, 101] that do not require

ground-truth question-answer annotations, thereby facilitating more generalizable VQA

systems.

Recently, large language models (LLMs) (e.g., [25, 316]) have demonstrated excellent

capabilities to perform tasks with zero in-domain data, conduct logical reasoning, and

apply commonsense knowledge in NLP tasks [119, 274, 273]. As a result, recent

approaches [3, 293, 257] have resorted to leverage LLMs in zero-shot VQA.

However, applying LLMs to VQA tasks is less than straightforward, due to (1) the

modality disconnect between vision and language and (2) the task disconnect between

language modeling and question answering. A common technique is to finetune a

vision encoder jointly with the LLM [257, 3, 98] to align the vision and language

representation spaces, but this can incur prohibitive computational and data cost. For

example, Flamingo [3] finetunes on billions of image-text pairs with thousands of TPUs.

Further, the finetuning specializes and introduces strong interdependence between the

vision encoder and the LLM. If we need to upgrade the LLM as new versions emerge,

the entire model needs to undergo expensive re-training.

In contrast to the end-to-end integration of LLM into a VQA system, this Chapter

proposes a modular VQA system built on top of frozen off-the-shelf LLMs. This brings

two benefits. First, it can reduce the deployment cost and simplify the deployment.

Second, upgrading the LLM is straightforward. However, it is challenging to bridge

the modality disconnect and task disconnect without end-to-end training. PICa [293]
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converts images into captions, and provides exemplar QA pairs from training data as

prompt to the LLM. However, doing so assumes the existence of annotated training data

and the performance is sensitive to the selection of few-shot exemplars.

We propose Img2Prompt, a plug-and-play module that enables off-the-shelf LLMs to

perform zero-shot VQA. The central insight of Img2Prompt is that we can utilize a vision-

language model (e.g. BLIP [141]) and a question-generation model to translate the image

content into synthetic question-answer (QA) pairs, which are fed to the LLM as part of

the prompt. These exemplar QA pairs tackle the modality disconnect by describing the

image content verbally, and tackle the task disconnect by demonstrating the QA task

to the LLM. Notably, the exemplar QA pairs are constructed entirely based on the test

image and question, obviating the need for similar few-shot examples as required by PICa

[293], which are not always available in practical zero-shot scenarios. When applied to

the open-source OPT language models [316], Img2LLM achieves comparable or superior

zero-shot VQA performance to methods that perform costly end-to-end training.

With this Chapter, we make the following contributions.

• We propose Img2LLM, a plug-and-play module that converts an image into

synthetic question-answer pairs based solely on the current image of the question.

Img2LLM bridges the modality disconnect between language and vision as

well as the task disconnect between language modeling and visual question-

answering.

• Img2LLM enables off-the-shelf LLMs to perform zero-shot VQA without costly

end-to-end training or specialized textual QA networks [177], thereby allowing

low-cost and flexible model deployment and painless LLM upgrades (Table 6.3).

• Our experimental results show that the OPT models equipped with Img2LLM

achieve zero-shot VQA performance that is competitive or superior to the end-

to-end trained models. For example, we outperform Flamingo [3] by 5.6% on

VQAv2. We even outperform many few-shot VQA methods.
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6.2 Related Work

6.2.1 Recent Advances in VQA Methods

As a multi-modal evaluation benchmark, Visual Question Answering (VQA) that requires

the model to answer a natural language question according to the image, has been the

focus of active research [294, 4, 5, 216, 2]. The past few years witnessed rapid perform-

ance advances with large-scale image-text pretraining [96, 302, 161, 140, 143, 313, 272,

229, 141, 98, 38] followed byfine-tuning on VQA datasets. To tackle knowledge-based

VQA [216, 172], recent works [69, 145, 283, 165, 164, 171, 56, 139] incorporate external

knowledge, such as ConceptNet [233] or Wikipedia, but experimental results in [216]

show that these methods still struggle to answer questions requiring complex reasoning.

6.2.2 LLM for Zero/Few-Shot VQA Tasks

Large language models (LLMs) [26, 316, 34] trained on web-scale corpus are powerful

in natural language understanding and reasoning [319, 25]. To infer on task data, LLMs

typically generate target tokens autoregressively. In specific, given prompt C and task

input x, an LLM generates target tokens Y = {yi}ni=1, with yi = argmax pθ(yi|y<i, C, x)

and θ the model parameters. Prior VQA methods using LLMs mainly fall into two

categories: multi-modal pretraining and language-mediated VQA.

Multi-modal pretraining. These approaches align vision and language embeddings by

training additional alignment modules, as shown in Figure 6.1(a). Considering that LLMs

are too large to finetune efficiently, [257] opt to fine-tune only the visual encoder while

Flamingo [3] trains extra cross-attention layers to model cross-modality interactions.

However, this paradigm suffers from two drawbacks: 1) Highly computationally ineffi-

cient. Jointly aligning vision backbones and LLMs requires large compute resources. For

example, training Flamingo requires 1536 TPUv4 over two weeks. Hence, it becomes

prohibitively expensive to switch to a different LLM. 2) Catastrophic forgetting. The
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enable LLM to perform VQA tasks, where blue block denotes that the in-
ner parameters are frozen while pink block indicates the inner parameters
are trainable.

alignment step may be detrimental to LLMs’ reasoning ability, if the LLMs are jointly

trained with the visual model [3].

Language-mediated VQA. Instead of vectorized representations, this VQA paradigm

directly resorts to natural language as the intermediate representation of the image and no

longer requires expensive pretraining. As depicted by Figure 6.1(b), it first converts the

current image to language descriptions and feeds the descriptions, possibly accompanied

by in-context exemplars, to a frozen LLM. In a few-shot setting, PICa [293] generates

captions for the image and selects training data samples as in-context exemplars, but its

performance degrades substantially when the exemplars are omitted. As a concurrent

zero-shot approach, [177] generates question-relevant captions. Due to the zero-shot

requirement, it is unable to provide in-context exemplars and does not reap the benefits

of in-context learning. As a result, it has to rely on a QA-specific LLM, UnifiedQAv2

[111], to achieve high performance.

6.3 Method

Difficulties in utilizing LLMs effectively in zero-shot VQA stem mainly from two

obstacles: (i) The modality disconnection: LLMs do not natively process images and

encoding visual information into a format that LLMs can process can be a challenge. (ii)
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The task disconnection: LLMs are usually pretrained using generative [25] or denoising

objectives [42] on language modeling tasks. As the LLMs are unaware of the tasks of

question answering or VQA, they often fail to fully utilize contextual information in

generating the answers.

In language-mediated VQA [293, 177], the modality disconnection is addressed by

converting the image to intermediate language descriptions instead of dense vectors

(§6.2.2). The task disconnection must be addressed using either few-shot in-context

exemplars [293] or an LLM directly finetuned on textual QA [177]. It is not clear how to

tackle the task disconnection on generic LLMs under zero-shot settings.

We propose a new zero-shot technique to address the task disconnection on generic

LLMs, Img2Prompt (Figure 6.1c), which generates image-relevant exemplar prompts

for the LLM. Given a question Q and an image, our key insight is that we can generate

synthetic question-answer pairs as in-context exemplars from the current image. The

exemplars not only demonstrate the QA task but also communicate the content of the

image to the LLM for answering the question Q, thereby hitting two birds with one stone.

Img2Prompt is LLM-agnostic; it unlocks the knowledge and the reasoning capacity of

off-the-shelf LLMs, offering a powerful yet flexible solution for zero-shot VQA.

6.3.1 Answer Extraction

In order to incorporate the image content into the exemplars for in-context learning, from

the current VQA image, we first seek words that could serve as answers to synthetic

questions. We generate a number of captions using an off-the-shelf question-relevant

caption generation module (§6.3.3). Following recent papers [30, 134], we extract

noun phrases (including named entities), verb phrases, adjective phrases, numbers, and

boolean-typed words like “yes” and “no” as potential answers1. We show some extracted

answer candidates in Figure 6.2 and Appendix A.3.

1We use the spaCy parser at https://spacy.io/

https://spacy.io/
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TABLE 6.1. Results from mixing captions and exemplar prompts on 30B
OPT [316].

Prompt Template Caption Prompt Exemplar Prompt VQAv2 val OK-VQA
Instruction ✗ ✗ 18.1 3.3

Instruction + Captions ✓ ✗ 46.1 23.5
Instruction + Question-Answer Pairs ✗ ✓ 57.9 41.1

Instruction + Captions + Question-Answer Pairs ✓ ✓ 59.5 41.8

6.3.2 Question Generation

With the extracted answer candidate set {âj}Uj=1, we can directly use any question

generation network [102, 160, 286, 113, 2] to generate specific questions for each answer

candidate. In this Chapter, we experiment with both template-based and neural question-

generation methods. Note that to avoid violating the zero-shot requirements, our method

is purely textual-based without access to any VQA data.

Template-based Question Generation. Using an off-the-shelf parser, we obtain the

part-of-speech for each answer, and design specific question templates for each POS

type. For example, for answers that are nouns, we use the question “What object is in

this image?” For verb answers, we use the question “What action is being taken in this

image?” Due to space constraints, we put the complete list of templates in Appendix A.5.

Neural Question Generation. Inspired by [30], we train a neural question generation

model on textual QA datasets. Specifically, we finetune a pretrained T5-large model [203]

to generate questions from answers. The input to the model contains the prompt “Answer:
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[answer]. Context: [context]”, where [answer] denotes the answer text and

[context] denotes the context text from textual QA datasets. During inference,

we replace [answer] with an extracted answer candidate and [context] with the

generated caption from which the answer was extracted. The model is finetuned on

five textual QA datasets including SQuAD2.0 [205], MultiRC [110], BookQA [178],

CommonsenseQA [247] and Social IQA[213].

With the above question generation methods, we acquire a set of synthetic question-

answer pairs {q̂j, âj}Uj=1. We use these question-answer pairs as exemplars of LLM

in-context learning [25], which guides the LLM to perform QA task given the image

content and bridges the task disconnect between language modelling and VQA.

As a sneak preview, we show effects of exemplar QA pairs in Table 6.1. The details of

the instructions are explained in §6.3.4. We observe that exemplar QA prompts perform

considerably better than caption prompts (detailed in §6.3.3) only, demonstrating their

efficacy in bridging the task disconnection between LLM pre-training and VQA tasks.

Moreover, since the exemplar prompts already describe much content of the image, which

helps to bridge the modality disconnection, adding captions on top does not provide

much new information and brings only limited performance gains.

6.3.3 Question-relevant Caption Prompt

In addition to the synthetic exemplar QA pairs, we also supply question-relevant image

captions to the LLM. We observe that the question may ask about specific objects or

regions in the image [282] but generic captions generated by existing networks may not

contain relevant information. In Figure 6.2, the question “What items are spinning in

the background which can be used to control electricity?" is relevant only to the wind

turbines. However, captions generated from the whole image are likely to focus on the

salient orange boat, leaving LLM with no information to answer the question. To address

this issue, we generate captions about the question-relevant portion of the image and

include them in the prompt to the LLM.
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To achieve this, we first determine the regions of the image that are relevant to the

question, by using the Image-grounded Text Encoder (ITE) in BLIP [141], as which

assigns a similarity score sim(v, q) to any pair of image v and textual question q. With

ITE, we use GradCAM [218], a feature-attribution interpretability technique, to generate

a coarse localisation map highlighting matching image regions given a question [141].

Briefly, GradCam qualifies the cross-attention scores from the Transformer network by

the gradient of ITE simlarity function sim(v, q) with respect to the cross-attention scores.

As this technique was proposed in [177], we leave the details to Appendix A.1.

Having obtained the patch relevance r, we sample a subset of image patches with

probability proportional to patch relevance r. After that, we generate captions from the

sampled image patches using top-k sampling [47]. To generate semantically meaningful

captions, a short prompt, “a picture of," is also fed into the text decoder. We repeat this

M times for each image to generate M diverse captions, and keep only captions that are

not exact substrings of others.

However, due to the non-deterministic nature of top-k sampling, the caption model may

generate noisy captions that have a negative impact on performance. To remove noisy

captions, we use ITE to calculate the similarity score between the generated caption and

sampled question-relevant image patches, and filter captions with less than 0.5 matching

scores. Overall, this process yields synthetic captions that are question-relevant, diverse,

and clean, providing a bridge between visual and language information.

6.3.4 Prompt Design

With synthetic question-relevant captions and question-answer pairs, we construct com-

plete prompts for LLM by concantenating the instruction, captions, and QA exemplars.

The instruction text is “Please reason the answers of question according to the contexts."

The caption prompt is formatted as “Contexts: [all captions]". Individual QA

exemplars are formatted as “Question: [question] Answer: [answer]” and con-

catenated. We position the current question as the last portion of the prompt, formatted
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as “Question: [question]. Answer: ”. Finally, to get the answer, we perform greedy

decoding on the LLM and remove meaningless tokens as in Flamingo.

Furthermore, as the input to LLMs has maximum lengths, e.g. 2048 in OPT and GPT3, it

is necessary to select a subset of question-relevant captions and question-answer pairs to

construct the prompt. To select the most informative prompt, we first count the frequency

of the synthetic answer candidates in 100 generated captions. We then select 30 answer

candidates with highest frequencies and generate one question for each. Also, we include

30 answers with the lowest frequency and one caption containing each answer. See §6.4.5

for analysis of caption selection strategies.

6.4 Experiment

In this section, we first validate the efficacy of Img2Prompt by comparing it with other

zero-shot and few-shot VQA methods. Then, we perform ablation studies on important

design choices, such as prompt patterns and caption selection strategies, to understand

their effect. We also show qualitative examples and include discussion on observed

failure cases.

6.4.1 Environment Setup

Datasets. We validate our method on VQAv2 [65], OK-VQA [172] and A-OKVQA [216]

datasets, which contain questions requiring perception, reasoning and commonsense

to answer. Specifically, VQAv2 [65] contains 214,354 questions in the validation set

and 107,394 in the test-dev dataset. OK-VQA [172] and A-OK-VQA [216] emphasize

on commonsense reasoning, among which OK-VQA contains 5,046 test questions and

A-OKVQA [216] contains 1,100 validation questions and 6,700 test questions.

Implementation details. To obtain question-relevant caption prompt, we use BLIP [141]

to generate captions and perform image-question matching. To localize the image

regions relevant to the question, we generate GradCam from the cross-attention layer of
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BLIP image-grounded text encoder. We then sample K ′ = 20 image patches based on

GradCam, and use them to obtain 100 question-relevant captions. For the LLMs, our

main result uses the open-source OPT model with multiple different sizes. Our ablation

study also experiments with various other LLMs to show the generalization ability of our

method. We use LLMs to generate answers auto-regressively, without access to either

answer list or training samples, thereby facilitating zero-shot VQA. We follow official

evaluation protocols and report VQA scores on each dataset.

Competing methods. We compare with prior VQA methods, which rougly fall into three

categories: (i) Zero-shot methods with frozen LLMs, such as PICa [293]. Our method also

belongs to this category, yet unlike PICa, Img2Prompt requires no training samples to

compose the prompts. (ii) Zero-shot methods with extra multi-modal pre-training, such as

Flamingo [3], Frozen [257], VL-T5 [32], FewVLM [98] and VLKD [38]. These methods

require large-scale vision-language datasets and are costly to update. We also include

results from VQ2A [30] and WeaQA [11] in this category, with caveats that they assume

access to answer candidates which may not be available in practice. Therefore, their

results should be interpreted with caution. (iii) For reference purposes, we also include

available results from few-shot methods. These include few-shot results of PICa [293],

FewVLM [98] and ClipCap [183].

6.4.2 Main Results

Main quantitative results are shown in Table 6.2. We summarize our findings as follows.

State-of-the-art results on zero-shot evaluation with plug-in frozen LLMs. Img2Prompt

surpasses PICa, the best prior zero-shot model with frozen LLMs, by a significant margin

(45.6 versus 17.7 on OK-VQA), thereby establishing a new state-of-the-art. In addition,

we remark that despite PICa uses frozen LLMs, it requires training samples to build

prompts. In contrast, our method generates question-answers with no access to VQA

samples, thus fully fulfilling the zero-shot requirements.
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TABLE 6.2. Performance on VQAv2, OK-VQA, and A-OKVQA. A few
methods do not strictly satisfy the zero/few-shot requirements: methods
without end-to-end training but assumes access to training samples are
labeled with †; methods that answer from a predefined list of candidates
are in grey. Further, ✗ annotates methods requiring no end-to-end training,
which is desirable, and ✓ otherwise.

Methods End-to-End Shot VQAv2 OK-VQA A-OKVQA
Training? Number val test test val test

Zero-Shot Evaluation with Frozen Large Language Model
PICa175B

† ✗ 0 - - 17.7 - -
Img2LLM6.7B ✗ 0 57.6 57.0 38.2 33.3 32.2
Img2LLM13B ✗ 0 57.1 57.3 39.9 33.3 33.0
Img2LLM30B ✗ 0 59.5 60.4 41.8 36.9 36.0
Img2LLM66B ✗ 0 59.9 60.3 43.2 38.7 38.2
Img2LLM175B ✗ 0 60.6 61.9 45.6 42.9 40.7

Zero-Shot Evaluation with Extra End-to-End Training
VL-T5no-vqa ✓ 0 13.5 - 5.8 - -
FewVLMbase ✓ 0 43.4 - 11.6 - -
FewVLMlarge ✓ 0 47.7 - 16.5 - -
VLKD ViT-B/16 ✓ 0 38.6 39.7 10.5 - -
VLKD ViT-L/14 ✓ 0 42.6 44.5 13.3 - -

Frozen7B ✓ 0 29.5 - 5.9 -
Flamingo3B ✓ 0 - 49.2 41.2 - -
Flamingo9B ✓ 0 - 51.8 44.7 - -
Flamingo80B ✓ 0 - 56.3 50.6 - -

Zero-shot Evaluation with Access to Answer Candidates
WeaQA ZSL ✓ 0 46.8 - - - -

VQ2A ✓ 0 61.1 - 19.8 - -
Few-Shot Evaluation

ClipCap→Cap→GPT175B ✗ 10 - - - 16.6 15.8
ClipCap→Rel→GPT175B ✗ 10 - - - 18.1 15.8

FewVLMbase ✓ 16 48.2 - 15.0 -
FewVLMlarge ✓ 16 51.1 - 23.1 - -

PICa175B
† ✗ 1 - - 36.4 - -

PICa175B
† ✗ 4 - - 43.3 - -

PICa175B
† ✗ 16 54.3 - 46.5 - -

PICa175B-Ensemble ✗ 80 56.1 - 48.0 - -

Scaling effect of LLMs and their emergent capabilities on VQA. When increasing the

number of parameters of LLMs from 6.7B to 175B, we see a 3-10 points improvement in

VQA across datasets. This shows that stronger language modelling capabilities help better

comprehend the question, thus giving more accurate answers. Such a trend is more clear
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and consistent on OK-VQA and A-OKVQA, whose questions demand commonsense

reasoning and external knowledge that LLMs excel at providing. This corroborates our

belief that LLMs are beneficial to VQA.

Another intriguing phenomenon we observe is that the effect of scaling LLMs becomes

obvious only when the model size becomes sufficiently large, for example, when using

30B or larger models, while not entirely predictable on smaller ones (6.7B and 13B).

This echoes with the recent finding on the emergent abilities when using LLMs off-the-

shelf [275] for language tasks, while confirming the same trend for the first time when

using frozen LLMs for vision(-language) tasks.

Competitive performance with end-to-end pretraining and few-shot models. Img2Prompt

obtains superior performance to most models with end-to-end pretraining, as well as those

evaluated in few-shot setups. For example, on VQAv2 our method surpasses Flamingo80B,

which cost over 500K TPU hours and billion-scale datasets to train, by a margin of 5.6

points. On A-OKVQA, Img2Prompt more than doubles the best reported results so

far, from ClipClap. The only a few exceptions are on OK-VQA, where our method

obtains better results than Flamingo9B, yet is not able to stay on par with Flamingo80B.

Considering that Img2Prompt is flexible to adapt to updated and stronger LLMs with

zero extra training cost, we consider it a more approachable solution to practical adoption

of VQA systems, than those trained end-to-end. We also include comparisons with

supervised models in Appendix A.4. Img2Prompt achieves better performance than most

supervised models, despite the fact that it uses zero training data and is evaluated in a

zero-shot setup. These results once again validates its effectiveness.

TABLE 6.3. Zero-shot VQA performance with different LLMs.

Methods VQAv2 val OK-VQA
PICa GPT-3 175B - 17.7

Frozen7B 29.5 5.9
Ours GPT-Neo 2.7B 50.1 31.5
Ours BLOOM 7.1B 52.4 32.4

Ours GPT-J 6B 56.4 37.4
Ours OPT 6.7B 57.6 38.2
Ours OPT 175B 60.6 45.6
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6.4.3 Experimental Results of Different LLMs

In Table 6.3, we evaluate the performance of Img2LLM on various open-sourced LLMs

other than OPT, including GPT-J [262], GPT-Neo [20] and BLOOM [214]. The experi-

mental results show that Img2LLM enables various LLMs to perform zero-shot VQA

tasks, and that all of them achieve superior performance to zero-shot PICa [293] and

Frozen [257]. This is a strong evidence for showing our method’s generalization ability

with different LLMs.

6.4.4 Analysis on Question Generation Methods

Table 6.4 shows the performance of different question selection strategies described in

Section 6.3.2. We compare three question generation techniques, include image-agnostic,

which uses questions sampled from other images; template-based, which uses template

questions, and neural-based, which uses neural generated questions. Further, we compare

two synthetic QA selection strategies. The random strategy, which selects QA pairs for

prompt randomly; the max freq. approach, which selects answer candidates that are most

frequent in the captions, and also retrieve the associated synthetic questions to build the

prompt.

Among the three question generation techniques, Agnostic perform the worst whereas

Neural performs the best. We attribute the differences to the quality of QA pairs. Agnostic

QA pairs contain information irrelevant to the current image and may mislead the

LLM. Template questions feature little linguistic variation and hence cannot demonstrate

different QA strategies. Neural has the most relevant information and the most linguistic

diversity. QA pair with maximum answer frequency outperform random questions. We

hypothesize that the most frequent answers describe the most salient or important aspects

of the image, thereby providing more information than random questions.

In addition, we evaluate visual information quality encoded in the exemplar prompts

using the answer hit rate and the answer noise rate. Answer hit rate (AHR) is defined as

the proportion of QA pairs containing the ground-truth answer. Answer noise rate (ANR)
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TABLE 6.4. Effect of question selection strategies.

OK-VQA VQAv2
PICa175B 17.7 -

Agnostic Random 35.9 52.9

Template Random 40.2 53.0
Max Freq. 41.5 55.8

Neural Random 40.5 57.0
Max Freq. 41.8 59.5

TABLE 6.5. Ablations on prompts designs.

Methods OK-VQA VQAv2 val
CQA-CQA-CQA 37.8 52.1
CCC-QAQAQA 41.8 59.5

TABLE 6.6. Ablation on caption selection methods.

Caption Random Max Min
Selection Frequency Frequency

OK-VQA Acc 41.3 41.1 41.8

is defined as the ratio of ground-truth answers to the total number tokens in the exemplar

prompts. Table 6.7 indicates that exemplar prompts generated from question-relevant

captions have a higher AHR, hence enhancing the VQA performance. In addition, the

caption filter procedure can remove some noisy captions, allowing it to achieve a higher

ANR than its competitors. The experimental results demonstrate that improving both the

AHR and the ANR can improve the quality of prompts and VQA performance.

TABLE 6.7. The experimental results on QA pairs generated from differ-
ent captions. The results are run with OPT 30B.

Exemplar Prompts
Generation Source

OK-VQA VQAv2 val
VQA Answer Answer VQA Answer Answer
Score Noise Rate Hit Rate Score Noise Rate Hit Rate

Caption from Complete Image 39.8 0.018 0.480 57.1 0.0290 0.725
Question-relevant Caption 40.6 0.022 0.581 58.1 0.0303 0.821

Question-relevant Caption with Filter 41.8 0.025 0.566 59.5 0.0313 0.804
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6.4.5 Ablation on Caption Selection

As Table 6.6 shows, we evaluate the performance different caption selection strategies,

where Max Frequency selects captions containing 30 answers with highest frequencies

and Min Frequency selects answers with the lowest frequencies. As the exemplar

prompts are produced with answers with the highest frequencies, the Max Frequency

strategy does not provide more information than exemplar prompts. In contrast, the Min

Frequency strategy chooses captions that can provide some information not in the QA

pairs, providing a performance boost.

6.4.6 Ablation Study on Prompt Design

We have two options to construct LLM’s prompt. The first option is to append a syntheic

QA pair after the caption that the QA pair is generated from. This can be described as

CQA-CQA-CQA, where C, Q, A stand for caption, synthetic question, and synthetic

answer respectively. Alternatively, we can present all captions at once, followed by all

question-answer pairs, which we denote as CCC-QAQAQA. Experimentally (Table 6.5),

the second design performs significantly better than the first. We hypothesize that the

first design may induce the LLM to read only one caption before answering, since in the

prompt this caption contains all the information needed for the question. While it is hard

to pinpoint the actual mechanism, the results highlight the importance of QA prompts

and their positions.

6.4.7 Examples and Failure Case Analysis

In Figure 6.3, we show four examples of caption and exemplar prompts and the pre-

dictions, including cases of success and failure. In Figure 6.3(a), the captions and the

synthetic QA pairs provide the information that a man is making drinks at a bar. The LLM

draws on background knowledge and correctly infers that his job is bartender. In Figure

6.3(c), while the prediction is understandable (even if not strictly grammatical), the LLM

is unable to make inferences based on qualitative physics and predict the right answer.
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Synthet ic Quest ion 1: who is holding on to the bearded man on the back 
of the motorcycle?  
Answer: A girl 
Synthet ic Quest ion 2: what is the size of the girl riding on the motorcycle? 
Answer: litt le
Quest ion: The girl behind the man likely is of what relation to him?
Predicted Answer:  daughter

Synthet ic Quest ion 1: who is pouring a drink at a bar?  
Answer: A man 
Synthet ic Quest ion 2: where is a man in a red shirt making 
drinks? Answer: A bar
Quest ion: What type of profession is the man in red in?
Predicted Answer:  bartender  

Capt ion 1: a cargo bike sitt ing on a tire 
wheel.
Capt ion 2: the man is riding a bike on 
sands.                                                 
Capt ion 3: a man stands on a wheel on 
some sands.

Quest ion: Why is he using knee pads?
GT Answer: Protect ion/ Safety/ Prevent  injury  

Synthet ic Quest ion 1: On what part of the body is a 
skateboarder wearing knee pads?  Answer: Knee 
Synthet ic Quest ion 2: What is the purpose of knee pads?  
Answer: Protective
Quest ion: Why is he using knee pads?  
Predicted Answer:  protect his knee    

Quest ion:what  is the purpose of the wide t ires on that  bike?                     
GT answer:balance/ t ract ion/ brake

Synthet ic quest ion 1:what are the tires on?
Answer: wheels
Synthet ic quest ion 2:what is a man doing on a bike?
Answer: riding
Quest ion: What is the purpose of the wide tires on that bike?        
Predicted answer: ride sand

Capt ion 1: a skateboarder wearing knee 
pads on and protective gear on his knee
Capt ion 2: a man on skateboard in a 
helmet and knee pads
Capt ion 3: a skateboarder skateboarding 
with knee guards on

Quest ion: What  type of profession is the man in red in?   
GT Answer: bartender  

Capt ions 1: a man in red shirt at 
a bar making drinks
Capt ions 2: a man in a red shirt 
is making a wine tasting
Capt ions 3: a man in a red shirt 
at a bar serving a bar

Quest ion: The girl behind the man likely is of what  relat ion to him?   
GT Answer: daughter  

Capt ions 1: a man is riding the back 
of a litt le girl on a motorcycle
Capt ions 2: an image of bearded 
man and a girl on a motorcycle 
riding on the motorcycle
Capt ions 3: man and child sitt ing 
on a motorcycle on the street

(a) (b)

(c) (d)

FIGURE 6.3. Example predictions made by Img2LLM. Specifically, (a)
and (b) are successful cases, while (c) and (d) are failure cases. See more
examples at Appendix A.5.

These results highlight the importance to apply appropriate commonsense knowledge in

open-ended VQA.

6.5 Limitation

One limitation of the proposed approach is that generating image captions and question-

answer pairs incurs extra inference overhead. On an 8×A100 machine, our current

implementation brings about 24.4% additional computational time on top of the inference

time of 175B OPT. We note that further reduction of the overhead can be obtained by

shortening the prompt, trading accuracy for speed. Additionally, our method avoids ex-

pensive end-to-end multimodal representation alignment, which, in the case of Flamingo,

took more than 500K TPU hours.
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6.6 Conclusion

In this Chapter, we propose Img2LLM, a plug-and-play module designed to exploit

the knowledge and reasoning power of large language models (LLMs) off-the-shelf

for zero-shot VQA tasks. Concretely, Img2LLM provides visual information and task

guidance to LLMs in the format of easily-digestible prompts. This eliminates the

requirement for the expensive end-to-end vision-language alignment, increasing model

deployment flexibility while decreasing model deployment cost. The experiments show

that Img2Prompt enables different LLMs to achieve comparable or even superior zero-

shot VQA performance to other methods that require costly end-to-end training.
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APPENDIX A

Appendix of Chapter 2

A0.1 Proof of Proposition 1

PROOF. Let hc be complementary function of h, such that X = H(h(X), hc(X)).

Let X1 = h(X) and X2 = hc(X), then we have pX,Y (x, y) = pX1,X2,Y (x1, x2, y). Using

the decomposition pX1,X2,Y (x1, x2, y) = pX1(x1)pX2,Y |X1(x2, y|x1), we have

I(Y,X) = I(Y,X1) + EX1 [I(Y |X1, X2|X1)], (A.1)

where I(·, ·) ≥ 0 is the mutual information. By maximizing I(Y,X1), the best solution

we can achieve is I(Y,X1) = I(Y,X), which implies I(Y |X1, X2|X1) = 0. This

means the conditional independence of Y and X2 given X1, i.e., Y ⊥⊥ X2|X1, which is

equivalent to Y ⊥⊥ X|h(X). Then it suffices to show that maximizing mutual information

I(Y,X1) is equivalent to minimizing the cross-entropy loss or mean squared loss under

some parametric assumptions.

We first expand the mutual information I(Y,X1) as

I(Y,X1) = H(Y )−H(Y |X1)

= H(Y ) +

∫
p(y, x1) log p(y|x1)dydx1. (A.2)

For regression problems, we use q(y|x1) = N(wTx1|σ2) to approximate p(y|x1) and

write (A.2) as

I(Y,X1) ≈ H(Y )− 1

2σ2

∫
p(y, x1)(y − wTx1)

2dydx1. (A.3)
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It is straightforward to see that maximizing I(Y,X1) is equivalent minimizing the mean

squared loss. For classification, we use q(y = k|x1) =
expwT

k x1∑K
k′=1 expwT

k′x1
to approximate

p(y|x1) and rewrite (A.2) as

I(Y,X1) ≈ H(Y ) +

∫ K∑
k=1

p(y = k, x1)
expwT

k x1∑K
k′=1 expw

T
k′x1

dx1. (A.4)

Therefore, maximizing I(Y,X1) is equivalent minimizing the cross-entropy loss for

classification. □

A0.2 Results of Fashion-MNIST and MNIST

A0.2.1 Results of CIFAR-10

The details of experimental settings of CIFAR-10 could be found at the table A.1, and

the results of CIFAR-10 could be found at the main paper.

Classifier Details
Architecture Resnet-18
Batch Size 128

Training epochs 20
Optimizer SGD

Learning Rate 1e-2
L2 Penalty Parameter 5e-4

Label Transformation Details
Architecture One-Layer Network
Label Influence Recovery Details

Generator Architecture BigGAN
Training Method BigGAN [23]

Distribution Matching
Optimizer Adam

Learning Rate 8e-5
Training epochs 1000

TABLE A.1. The experimental details on CIFAR-10 dataset.
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A0.2.2 Results of Fashion-MNIST

The details of experimental settings of Fashion-MNIST could be found at the table

A.2. The MSE error of the estimated label weights P T
Y /P

S
Y , accuracy and F1 score of

FASHION-MNIST are shown as Figure A.1, A.2, A.3.

Classifier Details
Architecture Discriminator of DCGAN
Batch Size 128

Training epochs 20
Optimizer SGD

Learning Rate 1e-2
L2 Penalty Parameter 5e-4

Label Transformation Details
Architecture One-Layer Network

Label Influence Recovery Details
Generator Architecture Generator of DCGAN

Training Method TAC-GAN [61]
Distribution Matching

Optimizer Adam
Learning Rate 8e-5

Training epochs 1000

TABLE A.2. The experimental details on FASHION-MNIST dataset.
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FASHION-MNIST    RANDOM DIRICHLET SHIFT

FIGURE A.1. (a) Mean squared error of estimated label weights (Lower
is better), (b) accuracy and (c) F-1 score (Higher is better) on FASHION-
MNIST for uniform training set and random Dirichlet shifted test set,
where smaller alpha corresponds to bigger shift.
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FIGURE A.2. (a) Mean squared error of estimated label weights (Lower
is better), (b) accuracy and (c) F-1 score (Higher is better) on FASHION-
MNIST for uniform training set and Tweak-One shifted test set, where
alpha is the probability of tweaked class.
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FIGURE A.3. (a) Mean squared error of estimated label weights (Lower
is better), (b) accuracy and (c) F-1 score (Higher is better) on FASHION-
MNIST for uniform training set and minority-class shifted test set, where
alpha is the ratio of minority classes.

A0.2.3 Results of MNIST

The details of experimental settings of MNIST could be found at the table A.3. The MSE

error of the estimated label weights P T
Y /P

S
Y , accuracy and F1 score of MNIST are shown

as Figure A.4, A.5, A.6.
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Classifier Details
Architecture Two-layer Network
Batch Size 128

Training epochs 20
Optimizer SGD

Learning Rate 1e-2
L2 Penalty Parameter 5e-4

Label Transformation Details
Architecture One-Layer Network
Label Influence Recovery Details

Generator Architecture Four-layer Network
Training Method TAC-GAN [61]

Distribution Matching
Optimizer Adam

Learning Rate 8e-5
Training epochs 1000

TABLE A.3. The experimental details on MNIST dataset.
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FIGURE A.4. (a) Mean squared error of estimated label weights (Lower
is better), (b) accuracy and (c) F-1 score (Higher is better) on MNIST for
uniform training set and random Dirichlet shifted test set, where smaller
alpha corresponds to bigger shift.
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FIGURE A.5. (a) Mean squared error of estimated label weights (Lower
is better), (b) accuracy and (c) F-1 score (Higher is better) on MNIST for
uniform training set and Tweak-One shifted test set, where alpha is the
probability of tweaked class.
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FIGURE A.6. (a) Mean squared error of estimated label weights (Lower
is better), (b) accuracy and (c) F-1 score on MNIST for uniform training
set and minority-class shifted test set, where alpha is the ratio of minority
classes.
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A0.3 Label Weights Visualization of Continuous Synthetic Data

Experimens

Regressor Details
Architecture Three-layer Network
Batch Size 64

Training epochs 1000
Optimizer Adam

Learning Rate 1e-3
Label Transformation Details

Architecture Three-layer Network
Label Influence Recovery Details

Generator Architecture Three-layer Network
Training Method TAC-GAN [61]

Distribution Matching
Optimizer Adam

Learning Rate 1e-3
Training epochs 10000

TABLE A.4. The experimental details on Moon Synthetic dataset.

A0.3.1 Results of Shift A
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FIGURE A.7. (a) The illustration of Moon Synthetic Data (Shift A, 1st
experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.
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FIGURE A.8. (a) The illustration of Moon Synthetic Data (Shift A, 2nd
experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.
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FIGURE A.9. (a) The illustration of Moon Synthetic Data (Shift A, 3rd
experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.
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FIGURE A.10. (a) The illustration of Moon Synthetic Data (Shift A,
4th experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.
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FIGURE A.11. (a) The illustration of Moon Synthetic Data (Shift A,
5th experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.
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A0.3.2 Results of Shift B
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FIGURE A.12. (a) The illustration of Moon Synthetic Data (Shift B,
1st experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.
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FIGURE A.13. (a) The illustration of Moon Synthetic Data (Shift B,
2nd experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.
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FIGURE A.14. (a) The illustration of Moon Synthetic Data (Shift B,
3rd experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.
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FIGURE A.15. (a) The illustration of Moon Synthetic Data (Shift B,
4th experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.
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FIGURE A.16. (a) The illustration of Moon Synthetic Data (Shift B,
5th experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.

A0.3.3 Results of Shift C
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FIGURE A.17. (a) The illustration of Moon Synthetic Data (Shift C,
1st experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.
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FIGURE A.18. (a) The illustration of Moon Synthetic Data (Shift C,
2nd experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.
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FIGURE A.19. (a) The illustration of Moon Synthetic Data (Shift C,
3rd experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.
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FIGURE A.20. (a) The illustration of Moon Synthetic Data (Shift C,
4th experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.
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FIGURE A.21. (a) The illustration of Moon Synthetic Data (Shift C,
5th experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.

A0.3.4 Results of Shift D
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FIGURE A.22. (a) The illustration of Moon Synthetic Data (Shift D,
1st experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.
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FIGURE A.23. (a) The illustration of Moon Synthetic Data (Shift D,
2nd experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.
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FIGURE A.24. (a) The illustration of Moon Synthetic Data (Shift D,
3rd experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.
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FIGURE A.25. (a) The illustration of Moon Synthetic Data (Shift D,
4th experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.
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FIGURE A.26. (a) The illustration of Moon Synthetic Data (Shift D,
5th experiment), (b) The visualization of label weight P T

Y /P
S
Y of KMM,

KMM(feature), our framework and the Ground Truth.
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A0.4 Results of dsprite Dataset

The details of experimental settings of dsprite could be found at the table A.5. The results

of it could be found at the main paper.

Regressor Details
Architecture Discriminator of DCGAN
Batch Size 128

Training epochs 500
Optimizer Adam

Learning Rate 1e-4
Label Transformation Details

Architecture Three-Layer Network
Label Influence Recovery Details

Generator Architecture Generator of DCGAN
Training Method TAC-GAN [61]

Distribution Matching
Optimizer Adam

Learning Rate 1e-4
Training epochs 1000

TABLE A.5. The experimental details on dsprite dataset.



APPENDIX B

Appendix of Chapter 3

B0.1 Details of Solving α

To solve the rSMI(V xi , V ŷi), we directly estimate the density ratio using a linear

combination of kernel functions of {vxi
j }Mj=1 ∈ V xi and {vŷij }Mj=1 ∈ V ŷi:

Si

βSi + (1− β)Qi
= ωα(v

xi , vŷi) =
m∑
l=1

αlϕl(v
xi , vŷi) = αTϕ(vxi , vŷi), (B.1)

where ϕ ∈ Rm is the kernel function, α ∈ Rm is the parameter vector we need to solve,

and m is the number of kernels. α is learned so that the following squared error J(α)

[235] is minimized:

J(α) = EβSi+(1−β)Qi
[(ωα(v

xi , vŷi)−ω∗(vxi , vŷi))2] = EQ[(1−β)ω2
α]+ES[βω

2
α−2ωα]+J0,

where J0 is a constant number respect to α, and therefore can be safely ignored. Thus,

the optimization problem is given as:

min
α

[αTHα− 2αTh],

where

H = (1− β)EQ[ϕϕ
T ] + βES[ϕϕ

T ], h = ES[ϕ].

For computational efficiency, we define the kernel function ϕ(vxi , vŷi) as the product

of K(vxi ; kc) ∈ Rm and L(vxi ; lc) ∈ Rm, which are kernel functions of vxi and vŷi

respectively:

ϕ(vxi , vŷi) = K(vxi) ◦ L(vŷi),
150
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where ◦ denotes the Hadamard product. Approximating the expectations in H and h by

empirical averages, and adding a quadratic regularizer αTRα to avoid over-fitting, the

objective function in our optimize problem becomes:

Ĵ(α) = [αT Ĥα− 2ĥTα + λαTRα], (B.2)

where R is the positive semi-definite regularization matrix, and

Ĥ =
1− β
n

(K ◦ L)(K ◦ L)T +
β

n2
(KKT ) ◦ (LLT ), ĥ =

1

n2
(K1n) ◦ (L1n),

where n is the number of samples, 1n is the n-dimensional vector filled by ones, and

K and L are two m × n matrices composed by kernel functions. The equation B.2 is

a unconstrained quadratic problem, and thus could be solved by analytically and the

optimal solution of α̂ is:

α̂ = (Ĥ + λR)−1ĥ.

B0.2 Experimental Analysis
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FIGURE B.1. The training curves and the sensitive analysis about β on
Digits datasets
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B0.2.1 β Analysis

We conduct the sensitive analysis of β on the digits datasets (each experiment is repeated

3 times) and the results are shown as Figure B.1 (b). We can see the performance of

translation models are all improved with varied β, and we use 0.5 for convenience.

B0.2.2 Generation Diversity Analysis

We conduct the generation diversity experiments on the edge2shoes dataset. Following

MUNIT [88], we calculate the average LPIPS distance between 1900 pairs of randomly

generated images (sampled from 100 input images). MUNIT with SCC has the average

LPIPS of 0.120, improving the diversity of original MUNIT model with 0.104 LPIPS

score. Therefore, our SCC has no negative impact on generation diversity. Some

generation examples are given as Figure B.2.

FIGURE B.2. The generation example of MUNIT+SCC on the
edge2shoes. Specifically, images at first two rows are source domain
images and the others are translated images by MUNIT+SCC.

FIGURE B.3. The generation example of MUNIT on the edge2shoes.
Specifically, images at first two rows are source domain images and the
others are translated images by MUNIT.
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B0.2.3 Stability Analysis

We conduct the training stability analysis of our SCC on the digits datasets and the results

are shown as Figure B.1 (a). We can see the training procedure is stable with our SCC.

B0.3 Experiments

B0.3.1 KID scores of Qualitative evluation

Following the recent work [114], we use KID score [19] as the evaluation metric to

evaluate the . The results are reported as Table B.1, and we can see that the vanilla GAN

method coupled with our SCC can achieve the comparable results with those methods

with larger model size. In addition, a simple generator based on res-blocks trained by the

combination of cycle, geometry and our SCC constraint can achieve SOTA performance

on almost all datasets.

B0.4 Experimental Details

B0.4.1 Digits

All digits images are resized to 32× 32 resolution. Following [51], the network details

of this experiment are given in Table B.2.

Following all settings of the original models, the learning rate for generator and discrim-

inator is 0.0002, the training epochs is 40000 and the batch size is 64.

B0.4.2 Cityscapes

All images are resized to 128× 128 resolution. Following [321, 51], the network details

of this experiment are given in Table B.3.
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TABLE B.1. KID scores for style transfer tasks. The results of baselines
(AGGAN [249] , DRIT [133] , UNIT [148] , MUNIT [88]) are from
[114]. Here U (light) is the light version of U-GAT-IT. Specifically,
VGG(cosine)/VGG(L2) refer to the Contextual loss [175] and Content
loss [57], respectively, and they optimize contextual and L2 distance of
input and translated images’ VGG features, respectively.

Params selfie2anime horse2zebra photo2por anime2selfie zebra2horse por2photo
AGGAN \ 14.63±0.55 7.58±0.71 2.33±0.36 12.72±1.03 8.80±0.66 2.19±0.40
DRIT 65.0M 15.08±0.62 9.79±0.62 5.85±0.54 14.85±0.60 10.98±0.55 4.76±0.72
UNIT \ 14.71±0.59 10.44±0.67 1.20±0.31 26.32±0.92 14.93±0.75 1.42±0.24
MUNIT 46.6M 13.85±0.41 11.41±0.83 4.75±0.52 13.94±0.72 16.47±0.954 3.30±0.47
U-GAT-IT(full) 134.0M 11.61±0.57 7.06±0.8 1.79±0.34 11.52±0.57 7.47±0.71 1.69±0.53
U-GAT-IT(light) 74.0M 12.31±0.50 7.25±0.8 3.43±0.28 15.22±0.51 9.83±0.58 2.67±0.33
U (light)+SCC 74.0M 10.37±0.32 5.19±0.46 3.19±0.26 10.30±0.47 7.80±0.48 1.85±0.26
GAN+VGG(cosine) 588.1M 12.77±0.38 9.39±0.39 3.95±0.26 14.81±0.41 10.36±0.51 3.05±0.25
GAN+VGG(L2) 588.1M 11.42±0.42 6.87±0.58 1.87±0.25 12.28±0.45 9.15±0.49 1.77±0.27
GAN+VGG(L1) 588.1M 11.32±0.45 8.71±0.39 2.59±0.27 13.18±0.39 9.76±0.53 2.31±0.28
GAN + SCC 14.1M 11.37±0.41 7.28±0.52 3.86±0.39 11.61±0.40 7.15±0.46 1.88±0.25
CycleGAN 28.3M 13.08±0.49 8.05±0.72 1.84±0.34 11.84±0.74 8.0±0.66 1.82±0.36
Cycle + SCC 28.3M 11.66±0.41 6.59±0.49 2.91±0.22 10.83±0.44 6.77±0.52 1.62±0.15
GcGAN-rot 16.9M 11.89±0.42 7.05±0.45 2.24±0.26 13.28±0.35 7.67±0.47 1.84±0.28
GcGAN + SCC 16.9M 10.75±0.42 5.12±0.44 1.97±0.24 10.96±0.40 7.10±0.50 1.64±0.22
CUT 18.1M 12.1±0.42 8.45±0.45 2.85±0.33 12.45±0.54 8.99±0.5 2.23±0.31
CUT + SCC 18.1M 11.75±0.41 6.26±0.44 2.31±0.3 12.05±0.44 8.4±0.43 2.11±0.26
Gc+Cycle+SCC 45.2M 10.61±0.44 4.82±0.68 1.64±0.24 10.92±0.35 6.28±0.52 1.31±0.27

Following all settings of the original models, the learning rate for all generators and

discriminators is 0.0002, the batch size is 1 and the training epochs for CUT is 400 and

other models is 200.

B0.4.3 Maps

All images are resized to 256× 256 resolution. Following [321, 51], the network details

is similar to the details of Cityscape, but the generator contains 9 res-blocks for images

with 256× 256 resolution. Following all settings of the original models, the learning rate

for all generators and discriminators is 0.0002, the batch size is 1 and the training epochs

for CUT is 400 and other models is 200.
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TABLE B.2. The network details of digits translation tasks, where C
= Feature channel, K = Kernel size, S = Stride size, Deconv/Conv =
Deconvolutional/Convolutional layer and "channels" donotes the image
channels of target domain, such as 1 for MNIST, 3 for MNIST-M.

Generator
index Layers C K S

1 Conv + LeakyReLU 64 4 2
2 Conv + LeakyReLU 128 4 2
3 Conv + LeakyReLU 128 3 1
4 Conv + LeakyReLU 128 3 1
5 Deconv + LeakyReLU 64 4 2
6 Deconv + LeakyReLU channels 4 2
7 Tanh - - -

Discriminator
index Layers C K S

1 Conv + LeakyReLU 64 4 2
2 Conv + LeakyReLU 128 4 2
3 Conv + LeakyReLU 256 4 2
4 Conv + LeakyReLU 512 4 2
5 Conv 512 4 2

B0.4.4 Style Transfer

All settings are same with Maps B0.4.3. The details of datasets as follows:

selfie2anime This dataset is from U-GAT-IT [114], which contains 3400 training

images and 100 images for test.

horse2zebra This dataset is from CycleGAN [321], whose training sets contains 1,067

horse images and 1,334 zebra images. The test set consists of 120 horse images and 140

zebra images.

portrait2photo This dataset is from DRIT [133], whose training sets contains 6,452

photo images and 1,811 portrait images. The test set consists of 751 photo images and

400 portrait images. Following all settings of the original models, the learning rate for all

generators and discriminators is 0.0002 and the training epochs for CUT is 400 and other

models is 200.
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TABLE B.3. The network details of digits translation tasks, where C
= Feature channel, K = Kernel size, S = Stride size, Deconv/Conv =
Deconvolutional/Convolutional layer and ResBlk = A residual block

Generator
index Layers C K S

1 Conv + ReLU 64 7 1
2 Conv + ReLU 128 3 2
3 Conv + ReLU 256 3 3

4-9 ResBlk + ReLU 256 3 1
10 Deconv + ReLU 128 3 2
11 Deconv + ReLU 64 3 2
12 Conv 3 7 1
13 Tanh - - -

Discriminator
index Layers C K S

1 Conv + LeakyReLU 64 4 2
2 Conv + LeakyReLU 128 4 2
3 Conv + LeakyReLU 256 4 2
4 Conv + LeakyReLU 512 4 1
5 Conv 512 4 1

B0.5 Analysis on the Cat2Dog Dataset

To analyze the performance of our SCC on geometry-variant datasets, we incorporate our

SCC constraint into CycleGAN model and train it on the cat→ dog dataset. The results

are shown as Figure B.4 , we can see that the trained translation model can successfully

translate dog images at the top row to cat images and preserve the basic image content

(i.e. locations of eyes, mouth, directions of faces), even if there are some changes of

geometric structure. However, as images at the bottom row show, the translation model

fails to translate the dog images to cat images in a meaningful way, as the mouth of dogs

block the background but the mouth of cats do not, and so the translation model need

to "imagine" some background area that be blocked, which needs us to propose more

constraints.
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Input Cyc+SCC Input Cyc+SCC Input Cyc+SCC Input Cyc+SCC

Input Cyc+SCC Input Cyc+SCC Input Cyc+SCC Input Cyc+SCC

FIGURE B.4. Qualitative results on a geometry-variant dataset, including
Dog→ Cat. Images at the top row are successful cases, while images at
the bottom row are failure cases.

B0.6 Generated Samples

B0.7 GTA→ Cityscapes

Input Label GAN+SCC CycleGAN Cyc+SCC

GcGAN GcGAN+SCC CUT CUT+SCC DRIT

Input Label GAN+SCC CycleGAN Cyc+SCC
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GcGAN GcGAN+SCC CUT CUT+SCC DRIT

Input Label GAN+SCC CycleGAN Cyc+SCC

GcGAN GcGAN+SCC CUT CUT+SCC DRIT

Input Label GAN+SCC CycleGAN Cyc+SCC

GcGAN GcGAN+SCC CUT CUT+SCC DRIT
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Input Label GAN+SCC CycleGAN Cyc+SCC

GcGAN GcGAN+SCC CUT CUT+SCC DRIT

TABLE B.5. Qualitative results on GTA→ Cityscapes. Obviously, the
semantic information, such as sky, is better preserved by the translation
model further constrained by our SCC.

B0.7.1 Maps

Input Ground

Truth

Cycle Cycle+SCC GcGAN-

Mix

GcGAN-

Mix + SCC
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Input Ground

Truth

Cycle Cycle+SCC GcGAN-

Mix

GcGAN-

Mix + SCC

TABLE B.6. Qualitative results on the Maps dataset.

B0.7.2 Cityscapes

Input CycleGAN[321] Cyc+SCC GcGAN[51] GcGAN+SCC CUT CUT+SCC

Input CycleGAN[321] Cyc+SCC GcGAN[51] GcGAN+SCC CUT CUT+SCC

TABLE B.7. Qualitative results on the Cityscape Dataset.

B0.7.3 Qualitative Results
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Input GAN+SCC CycleGAN Cyc+SCC GcGAN GcGAN+SCCGc+Cyc+SCCUGATIT

MUNIT DRIT CUT CUT+SCC UGATIT(light)U(light)+SCCGAN+Contextual

Input GAN+SCC CycleGAN Cyc+SCC GcGAN GcGAN+SCCGc+Cyc+SCCUGATIT

MUNIT DRIT CUT CUT+SCC UGATIT(light)U(light)+SCCGAN+Contextual

Input GAN+SCC CycleGAN Cyc+SCC GcGAN GcGAN+SCCGc+Cyc+SCCUGATIT

MUNIT DRIT CUT CUT+SCC UGATIT(light)U(light)+SCCGAN+Contextual

Input GAN+SCC CycleGAN Cyc+SCC GcGAN GcGAN+SCCGc+Cyc+SCCUGATIT
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MUNIT DRIT CUT CUT+SCC UGATIT(light)U(light)+SCCGAN+Contextual

Input GAN+SCC CycleGAN Cyc+SCC GcGAN GcGAN+SCCGc+Cyc+SCCUGATIT

MUNIT DRIT CUT CUT+SCC UGATIT(light)U(light)+SCCGAN+Contextual

Input GAN+SCC CycleGAN Cyc+SCC GcGAN GcGAN+SCCGc+Cyc+SCCUGATIT

MUNIT DRIT CUT CUT+SCC UGATIT(light)U(light)+SCCGAN+Contextual

Input GAN+SCC CycleGAN Cyc+SCC GcGAN GcGAN+SCCGc+Cyc+SCCUGATIT

MUNIT DRIT CUT CUT+SCC UGATIT(light)U(light)+SCCGAN+Contextual

TABLE B.8. Qualitative results on Selfie→ Anime. Obviously, the geo-
metry structure, such as face shape, is better preserved by the translation
model further constrained by our SCC.
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Input GAN+SCC CycleGAN Cyc+SCC GcGAN GcGAN+SCCGc+Cyc+SCCUGATIT

MUNIT DRIT CUT CUT+SCC UGATIT(light)U(light)+SCCGAN+Contextual

Input GAN+SCC CycleGAN Cyc+SCC GcGAN GcGAN+SCCGc+Cyc+SCCUGATIT

MUNIT DRIT CUT CUT+SCC UGATIT(light)U(light)+SCCGAN+Contextual

Input GAN+SCC CycleGAN Cyc+SCC GcGAN GcGAN+SCCGc+Cyc+SCCUGATIT

MUNIT DRIT CUT CUT+SCC UGATIT(light)U(light)+SCCGAN+Contextual

Input GAN+SCC CycleGAN Cyc+SCC GcGAN GcGAN+SCCGc+Cyc+SCCUGATIT

MUNIT DRIT CUT CUT+SCC UGATIT(light)U(light)+SCCGAN+Contextual
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Input GAN+SCC CycleGAN Cyc+SCC GcGAN GcGAN+SCCGc+Cyc+SCCUGATIT

MUNIT DRIT CUT CUT+SCC UGATIT(light)U(light)+SCCGAN+Contextual

TABLE B.9. Qualitative results on photo → portrait. Obviously, the
semantic information, such as face shape, is better preserved by the
translation model further constrained by our SCC.

Input GAN+SCC CycleGAN Cyc+SCC GcGAN GcGAN+SCCGc+Cyc+SCCUGATIT

MUNIT DRIT CUT CUT+SCC UGATIT(light)U(light)+SCCGAN+Contextual

Input GAN+SCC CycleGAN Cyc+SCC GcGAN GcGAN+SCCGc+Cyc+SCCUGATIT

MUNIT DRIT CUT CUT+SCC UGATIT(light)U(light)+SCCGAN+Contextual
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Input GAN+SCC CycleGAN Cyc+SCC GcGAN GcGAN+SCCGc+Cyc+SCCUGATIT

MUNIT DRIT CUT CUT+SCC UGATIT(light)U(light)+SCCGAN+Contextual

TABLE B.10. Qualitative results on Horse → Zebra. Obviously, the
semantic information, such as horse shape, is better preserved by the
translation model further constrained by our SCC.

B0.7.4 Digits

GAN GAN + SCC

CycleGAN CycleGAN + SCC

GcGAN-rot GcGAN-rot + SCC
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GcGAN-vf GcGAN-vf + SCC

Gc-rot+Cycle+SCC Gc-vf+Cycle

TABLE B.11. Qualitative comparisons on SVHN→MNIST.

GAN GAN + SCC

CycleGAN CycleGAN + SCC
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GcGAN-rot GcGAN-rot + SCC

GcGAN-vf GcGAN-vf + SCC

Gc-rot+Cycle+SCC Gc-vf+Cycle

TABLE B.12. Qualitative comparisons on MNIST→MNIST-M.
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B0.7.5 Ablation Study

FIGURE B.5. The overlarge λSCC example on SVHN→MNIST.

An example of SVHN to MNIST translation when λSCC is set to 25 is shown as Figure

B.5. The images are almost translated without any changes in geometry structures.

However, the overlarge λSCC causes the translation model neglect the style information

from adversarial loss, resulting in some images with opposite color. This phenomenon

indicates that our SCC has good performance on the preservation of geometry structure

but should be appropriate with style information.
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Appendix of Chapter 4

C0.1 Environmental Settings

We follow the environmental settings of [135] in dynamics generalization. The details of

settings are given as follows:

• Pendulum We modify the mass m and the length l of Pendulum to change its

dynamics.

• Half-Cheetah We modify the mass of regid link m and the damping of joint d

of Half-Cheetah agent to change its dynamics.

• Crppled_Cheetah We cripple the id of leg c of Half-Cheetah agent to change

its dynamics.

• Ant We modify the mass of ant’s leg m to change its dynamics. Specifically, we

modify two legs by multiplying its original mass with m, and others two with
1
m

.

• Slim_Humanoid We modify the mass of rigid link m and the dampling of joint

d of the Slim_Humanoid agent to change its dynamics.

• Hopper We modify the mass of m of the Hopper agent to change its dynamics.

The training and test modified parameter list can be found at the Table C.1.

C0.2 Algorithm

The training procedure is give at Algorithm 2.
169
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TABLE C.1. The environmental settings in our paper.

Training Parameter List Test Parameter List Episode Length

Pendulum

m ∈ {0.75,0.8,0.85,0.90,0.95,
1,1.05,1.1,1.15,1.2,1.25}

l ∈ {0.75,0.8,0.85,0.90,0.95,
1,1.05,1.1,1.15,1.2,1.25}

m ∈ {0.2,0.4,0.5,0.7,
1.3,1.5,1.6,1.8}

l ∈ {0.2,0.4,0.5,0.7,
1.3,1.5,1.6,1.8}

200

Half-Cheetah m ∈ {0.75,0.85,1.00,1.15,1.25}
d ∈ {0.75,0.85, 1.00,1.15,1.25}

m ∈ {0.2,0.3,0.4,0.5,
1.5,1.6,1.7,1.8}

d ∈ {0.2,0.3,0.4,0.5,
1.5,1.6,1.7,1.8}

1000

C_Cheetah c ∈ {0,1,2,3} c ∈ {4,5} 1000

Ant m ∈ {0.85,0.90,0.951.00} m ∈ {0.20,0.25,0.30,0.35,0.40,
0.45,0.50,0.55,0.60} 1000

Slim_Humanoid m ∈ {0.80,0.90,1.00,1.15,1.25}
d ∈ {0.80,0.90,1.00,1.15,1.25}

m ∈ {0.40,0.50,0.60,0.70,
1.50,1.60,1.70,1.80}

d ∈ {0.40,0.50,0.60,0.70,
1.50,1.60,1.70,1.80}

1000

Hopper m ∈ {0.5, 0.75, 1.0, 1.25, 1.5} m ∈ {0.25, 0.375, 1.75, 2.0} 500

C0.3 Training Details

Similar to the [135], we train our model-based RL agents and relational context encoder

for 20 epochs, and we collect 10 trajectories by a MPC controller with 30 horizon from

environments at each epoch. In addition, the cross entropy method (CEM) with 200

candidate actions is chosen as the planing method. Specifically, the batch size for each

experiment is 128, β is 6e-1. All module are learned by a Adam optimizer with 0.001

learning rate.

C0.4 Network Details

Similar to the [135], the relational encoder is constructed by a simple 3 hidden-layer

MLP, and the output dim of environmental-specific vector ẑ is 10. The relational head is

modelled as a single FC layer. The dynamics prediction model is a 4 hidden-layer FC

with 200 units.
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Algorithm 1 The training algorithm process of our relational intervention approach
Initialize parameters of relational encoder ϕ, dynamics prediction model θ and rela-
tional head φ
Initialize dataset B ← ∅
for Each Iteration do

sample environmentsMi from training environments {Mtr
i }Ki=0 ▷ Collecting Data

for T = 1 to TaskHorizon do
Get the estimation of the environment-specified factor ẑit−k:t−1 = g(τ it−k:t−1;ϕ)
Collect (st, at, st+1, rt, τ

i
t−k:t−1) fromMi with dynamics prediction model θ

Update B ← B ∪ (st, at, st+1, rt, τ
i
t−k:t−1)

end for
for Each Dynamics Training Iteration do ▷ Update ϕ,θ and φ

for k = 1 to K do
Sample data τ i,b,Pt−k:t−1 , τ i,b,Kt:M and τ j,b,Pt−k:t−1 , τ j,b,Kt:M with batch size B,from B
Get the estimation of the environment-specified factor ẑi,B,,P

t−k:t−1 =

g(τ i,B,P
t−k:t−1;ϕ) and

ẑij,B,,P
t−k:t−1 = g(τ j,B,P

t−k:t−1;ϕ)

Estimate the probability w of ẑi,B,,P
t−k:t−1 and ẑj,B,,P

t−k:t−1 belonging to the same
environment.

Compute the total loss
Ltot=Lpred

ϕ,θ (τ i,B,,K
t:M , ẑi,B,,P

t−k:t−1)+L
i−relation
ϕ,φ (ẑi,B,,P

t−k:t−1)+Ldist
ϕ,θ (τ

i,B,K
t:M , ẑi,B,P

t−k:t−1)

Update θ , ϕ , φ← ∇θ,ϕφ
1
B
Ltot

end for
end for

end for

C0.5 Connection between Relation Loss and Mutual Information

Given a pair of data (x, y) ∈ X × Y , we donote the joint distribution of X and Y are

PXY , and their marginal distributions are PX and PY , respectively. By definition, the

mutual information between X and Y is:

I(X;Y ) = EPXY
[log(

p(x, y)

p(x)p(y)
)] (C.1)

To estimate mutual information betweenX and Y , [256] proposes a probabilistic classifier

method. Concretely, we can use a Bernoulli random variable C to classify one given

data pair (x, y) from the joint distribution PXY (C = 1) or from the product of marginal

distribution P (X)P (Y ) (C = 0) . Therefore, the mutual information I(X;Y ) between
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X and Y can be rewrite as:

I(X;Y ) = EPXY
[log(

p(x, y)

p(x)p(y)
)]

= EPXY
[log(

p(x, y|C = 1)

p(x, y|C = 0)
)]

= EPXY
[log(

p(C = 0)P (C = 1|x, y)
p(C = 1)P (C = 0|x, y)

)] (C.2)

Obviously, p(C=0)
p(C=1)

can be approximated by the sample size, i.e. nPXPY

nPXY

, while P (C=1|x,y)
P (C=0|x,y)

can be measured by a classifier h(C|x, y), and it can be learned by our relation loss with

relational head h:

Lrelation
φ,ϕ = −

[
C · log h([x, y];φ) + (1− C) · log (1− h([x, y];φ))

]
, (C.3)

where C = 1 if the given pair (x, y) is from the joint distribution PXY , and C = 0 if

the given pair (x, y) is from the product of the marginal distributions PXPY . Because
p(C=0)
p(C=1)

tend to be a constant, optimizing our relation loss is actually estimating the

mutual information I(X;Y ) between X and Y . As such, if we regard the pairs of (ẑ)

from the same trajectory/environment as positive pairs, and others are negative pairs,

optimizing 4.2 is actually maximizing the mutual information between (ẑ) from the

same trajectory/environment, and thus preserve the trajectory/environment invariant

information. If the readers are interested in the concrete bound about this method to

estimate mutual information, please refer to [256].

C0.6 Fair Comparison with TMCL

Because TMCL needs an adaptation process when deploying it into the real world while

our method does not. For the fair comparison and show the significance of our method

over TMCL, we test the performance of TMCL with no adaptation, and show the results

below:
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FIGURE C.1. The estimated similarities between Ẑs (learned by the
model without Intervention module) from different environments and
anchors (mass=1) on different tasks, where the box represent the range of
50% samples, the line in the middle of a box denotes the average similarity
and the top/bottom lines denote the max/min similarities.

We can see that the average returns of TMCL without adaptation are significantly lower

than ours, especially for the classic control task Halfcheetah. The experimental compar-

ison with TMCL without adaptation is direct evidence to support our claim: environment-

separated Zs is important for the generalization of dynamics functions, and our method

can significantly outperform baselines in zero-shot unseen test environments with differ-

ent dynamics. Specifically, the performance of TMCL with no adaptation is still superior

to the CaDM, this is because TMCL uses the invariance of Z within a trajectory (Z should

predict other states within a trajectory in TMCL), which is similar to our paper with no

intervention module.

C0.7 Similarities Visualiaztion

To evaluate the correctness of the estimated similarity of our intervention module, we use

a ẑi estimated from the environment where the mass is 1 as the anchor, and randomly

sample 200 ẑj estimated from different environments (including mass = 1). Then we

calculate the similarity between anchor ẑi and ẑj , and visualize the similarities according

to their environments. As Figure C.2 shows, ẑjs belonging to the same environment

with the anchor ẑi have significant higher similarities than those belonging to other

environments, and even higher than 0.8 in some tasks (all are higher than 0.6), which

shows that our intervention module can successfully identify whether two ẑs from the

same environment or not.
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To study the role of the intervention module, we also visualize the similarity of ẑi learned

by the model without the intervention module, and the results are given as Figure C.3. Fig-

ure C.3 shows that many contexts from different environments still have high similarities.

This indicates that the existing relational learning cannot separate environment-specified

factors Zs. By contrast, after incorporating the intervention module, the contexts from

different environments have significantly smaller similarities than those from the same

environments. The comparison between Figures C.2 and C.3 directly shows that our

intervention module is valuable to predict whether two contexts are from the same

environment or not.
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FIGURE C.2. The estimated similarities between Ẑs (learned by the
model with Intervention module) from different environments and anchors
(mass=1) on different tasks, where the box represent the range of 50%
samples, the line in the middle of a box denotes the average similarity and
the top/bottom lines denote the max/min similarities.
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FIGURE C.3. The estimated similarities between Ẑs (learned by the
model without Intervention module) from different environments and
anchors (mass=1) on different tasks, where the box represent the range of
50% samples, the line in the middle of a box denotes the average similarity
and the top/bottom lines denote the max/min similarities.

C0.8 Prediction Errors on Traing Environments

The prediction errors of each method on training environment are given at Figure C.4.
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FIGURE C.4. The average prediction errors of dynamics models on train-
ing environments during training process (over three times). Specifically,
the x axis is the training timesteps and y axis is the log value of average
prediction prediction errors. More figures are given at Appendix C0.8.

C0.9 Prediction Errors on Test Environments

The prediction errors of each method on test environments are given at Table C.2.

Specifically, we test each test environment 10 times, and plot the average prediction error

to reduce random errors (Figure C.5).
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FIGURE C.5. The average prediction errors of dynamics models on test
environments during training process (over three times). Specifically,
the x axis is the training timesteps and y axis is the average log value of
prediction prediction errors.
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TABLE C.2. The prediction errors of methods on test environments

CaDM [135] TMCL [219] Ours
Hopper 0.0551± 0.0236 0.0316 ± 0.0138 0.0271 ± 0.0011

Ant 0.3850 ± 0.0256 0.1560 ± 0.0106 0.1381 ± 0.0047
C_Halfcheetah 0.0815 ± 0.0029 0.0751 ±0.0123 0.0525 ± 0.0061
HalfCheetah 0.6151 ± 0.0251 1.0136 ± 0.6241 0.4513 ±0.2147
Pendulum 0.0160 ±0.0036 0.0130± 0.0835 0.0030 ± 0.0012

Slim_Humanoid 0.8842 ± 0.2388 0.3243 ± 0.0027 0.3032 ± 0.0046

C0.10 Prediction Errors on Specified Environment

The prediction errors of each method on specified environment are given at Table C.3,

C.4 and C.5.

TABLE C.3. The prediction errors of methods on specified environment
of Hopper Task.

mass CaDM [135] TMCL [219] Ours
0.25 0.0443 ± 0.0049 0.0294 ± 0.0131 0.0120 ± 0.0025
1.75 0.0459 ± 0.0006 0.0131 ± 0.0138 0.0132 ± 0.0013

TABLE C.4. The prediction errors of methods on specified environment
of Ant Task.

mass CaDM [135] TMCL [219] Ours
0.30 0.0928 ± 0.0019 0.0910 ± 0.0200 0.0669 ± 0.0040
0.50 0.1013 ± 0.0057 0.0887 ± 0.0212 0.0671 ± 0.0034

TABLE C.5. The prediction errors of methods on specified environment
of Slim_Humanoid Task.

mass CaDM [135] TMCL [219] Ours
0.50 0.1614 ± 0.0165 0.1860 ± 0.0040 0.1282 ± 0.0295
0.70 0.1512 ± 0.0152 0.1550 ± 0.0186 0.1236 ± 0.0162
1.50 0.1601 ± 0.0202 0.1873 ± 0.0087 0.1444 ± 0.0233
1.70 0.1439 ± 0.02029 0.1688 ± 0.01032 0.1217 ± 0.0206

C0.11 The Average Returns on Test Environments during Training

Process

The average returns on test environments during training process are given at Figure C.6.
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FIGURE C.6. The average rewards of trained model-based RL agents on
unseen environments. The results show the mean and standard deviation
of returns averaged over three runs.

C0.12 Quantitative Clustering Performance Comparison

To quantitatively evaluate the Ẑs’ clustering performance, we use K-means algorithm to

predict each Z’s environment id, and compare them with the true environment id. The

details are provided in demo of K-means and evaluation metrics. The results are given at

below. Specifically, TMCL has lower clustering performances than CaDM, but TMCL

still has higher returns on test environments than CaDM. This is because TMCL clusters

environments via multiplying dynamics functions rather than separating Zs.

TABLE C.6. Quantitatively clustering evaluation results of Ẑ on Pendu-
lum.

homo compl v-meas ARI AMI
CaDM 1 0.655 0.627 0.516 0.599
TMCL 0 0.298 0.217 0.088 0.165

Ours (no Intervention) 0 0.768 0.762 0.760 0.653
Ours 1 0.932 0.932 0.937 0.931

According to the quantitative clustering performance measures, we can see that the

clustering performance of our method is superior to baselines by a large margin, and the

results are consistent with the performance on the test environments.

 https://scikit-learn.org/stable/auto_examples/cluster/plot_kmeans_digits.html#sphx-glr-auto-examples-cluster-plot-kmeans-digits-py
https://scikit-learn.org/stable/modules/clustering.html#clustering-evaluation
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TABLE C.7. Quantitatively clustering evaluation results of Ẑ on Half-
cheetah.

homo compl v-meas ARI AMI
CaDM 0 0.262 0.260 0.203 0.257
TMCL 0 0.239 0.165 0.051 0.126

Ours (no Intervention) 0 0.368 0.362 0.265 0.353
Ours 0 0.416 0.411 0.312 0.405

TABLE C.8. Quantitative clustering evaluation results of Ẑ on
Slim_Humanoid.

homo compl v-meas ARI AMI
CaDM 0 0.046 0.045 0.027 0.042
TMCL 0 0.002 0.002 0.000 0.000
Ours 0 0.055 0.052 0.037 0.058

TABLE C.9. Quantitative clustering evaluation results of Ẑ on
Cripple_Halfcheetah.

homo compl v-meas ARI AMI
CaDM 1 0.733 0.716 0.686 0.701
TMCL 0 0.253 0.000 0.000 0.000
Ours 1 0.853 0.851 0.860 0.849

TABLE C.10. Quantitative clustering evaluation results of Ẑ on Hopper.

homo compl v-meas ARI AMI
CaDM 0 0.019 0.018 0.010 0.015
TMCL 0 0.023 0.008 0.000 0.003
Ours 0 0.130 0.108 0.049 0.089

C0.13 Visualization

C0.14 T-SNE Visualization

C0.15 PCA Visualization
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FIGURE C.7. The T-SNE visualization of estimated context
(environmental-specific) vectors in the Pendulum task, where
mass = 0.5 and mass =1.3 are from test environments.
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vectors in the Hopper task.
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FIGURE C.12. The PCA of estimated context (environmental-specific)
vectors in the Cripple_Halfcheetah task.
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APPENDIX D

Appendix of Chapter 5

D1 Appendix

We public all training details at Appendix D1.1 and D1.3.

D1.1 Environmental Settings

We follow the environmental settings of [135, 70] and give the details of settings as

follows:

• Pendulum We modify the mass m and the length l of Pendulum to change its

dynamics.

• Half-Cheetah We modify the mass of rigid link m and the damping of joint d

of Half-Cheetah agent to change its dynamics.

• Swimmer We modify the mass of rigid link m and the damping of joint d of

Swimmer agent to change its dynamics.

• Ant We modify the mass of ant’s leg m to change its dynamics. Specifically, we

modify two legs by multiplying its original mass with m, and others two with
1
m

.

• Slim_Humanoid We modify the mass of rigid link m and the dampling of joint

d of the Slim_Humanoid agent to change its dynamics.

• Hopper We modify the mass of m of the Hopper agent to change its dynamics.
184
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Specifically, all training and test parameter lists are set as {0.75, 0.8, 0.85, 0.90, 0.95, 1, 1.05, 1.1,

1.15, 1.2, 1.25} and {0.2, 0.4, 0.5, 0.7, 1.3, 1.5, 1.6, 1.8}, respectively.

D1.2 Algorithm

The training procedure is give at Algorithm 2.

Algorithm 2 The training algorithm process of our relational intervention approach
Initialize parameters of context encoder ϕ, dynamics prediction model θ and relational
head φ
Initialize dataset B ← ∅
for Each Iteration do

sample environmentsMi from training environments {Mtr
i }Ki=0 ▷ Collecting Data

for T = 1 to TaskHorizon do
Get the estimation of the environment-specified factor ẑit−k:t−1 = g(τ it−k:t−1;ϕ)
Collect (st, at, st+1, rt, τ

i
t−k:t−1) fromMi with dynamics prediction model θ

Update B ← B ∪ (st, at, st+1, rt, τ
i
t−k:t−1)

Initialize trajectory prototype Ci
tra for each sampled trajectory

end for
for Each Dynamics Training Iteration do ▷ Update ϕ,θ and φ

for k = 1 to K do
Sample data τ i,b,Pt−k:t−1 , Ci

tra and τ j,b,Pt−k:t−1 , Cj
tra with batch size B,from B

Get the estimation of the environment-specified factor ẑi,B,P
t−k:t−1 =

g(τ i,B,P
t−k:t−1;ϕ) and

ẑj,B,P
t−k:t−1 = g(τ j,B,P

t−k:t−1;ϕ)

Estimate the similarity w between Ci
tra and Cj

tra

Construct w between Ci
tra and Cj

tra

Combing top_k similar Ci
tra into environmental prototypes Ci

env

Ltot=Lpred
ϕ,θ (τ i,B,,K

t:M , ẑi,B,P
t−k:t−1) + L

i−relation
ϕ,φ (ẑi,B,P

t−k:t−1, C
i) with prototypes in

different levels.
Update θ , ϕ , φ← ∇θ,ϕφ

1
B
Ltot

end for
end for

end for

D1.3 Training Details

Similar to the [135, 70], we train our model-based RL agents and context encoder for

20 epochs, and we collect 10 trajectories by a MPC controller with 30 horizon from
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environments at each epoch. In addition, the cross entropy method (CEM) with 200

candidate actions is chosen as the planing method. Specifically, the batch size for each

experiment is 128, β is 6e-1. All module are learned by a Adam optimizer with 0.001

learning rate.

D1.4 Prediction Error
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FIGURE D.1. The average prediction errors of model-based RL agents on
training environments. The results show the mean and standard deviation
of prediction errors averaged over five runs. Specifically, we use the no
adaptation version of TMCL for a fair comparison.

TABLE D.1. The average prediction errors of model-based RL agents
on test environments. The results show the mean and standard deviation
of prediction errors averaged over five runs. Specifically, we use the no
adaptation version of TMCL for a fair comparison.

TMCL CaDM RIA Ours
HalfCheetah 0.025±0.011 0.027±0.013 0.021±0.031 0.015±0.022
Pendulum 0.013±0.084 0.016±0.004 0.003±0.001 0.002±0.001

Ant 0.069±0.013 0.054±0.026 0.051±0.024 0.037±0.012
Hopper 0.061±0.013 0.069 ±0.028 0.032±0.023 0.026±0.011

Slim_Humanoid 0.111±0.023 0.145±0.021 0.105±0.012 0.100±0.015
Swimmer 0.078±0.065 0.067±0.085 0.037±0.065 0.023±0.021
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D1.5 Network Details

Similar to the [135], the context encoder is constructed by a simple 3 hidden-layer MLP,

and the output dim of environmental-specific vector ẑ is 10. The relational head is

modelled as a single FC layer. The dynamics prediction model is a 4 hidden-layer FC

with 200 units.

D1.6 Direct Causal Effect between Trajectory Prototypes

Concretely, the direct causal effect difference between two trajectory prototypes cjtra and

cktra can be calculated through the controllable causal effect [197] given as following:

CDE
cjtra,c

k
tra

(st, at) =E[St+1|do(St = st, At = at), do(Z = cjtra)] (D.1)

− E[St+1|do(St = st, At = at), do(Z = cktra)] (D.2)

=E[St+1|St = st, At = at, Z = cjtra]− E[St+1|St = st, At = at, Z = cktra],

(D.3)

where do is the do-calculus [196]. Because we control all variables that can influence on

the St+1, and there is no other confounder between the mediators (St, At) and St+1 except

Z [70], we can remove all do operators in equation D.2. Therefore, the intervention

distribution of controlling Z, and (St, At) equation D.2 is equal to the conditional

distribution equation D.3. In addition, the direct causal effects between cjtra and cktra may

differ for different values of St and At, so we should sample St and At independently of

Z to calculate the average controlled direct effect.

Concretely, we directly use a mini-batch of St and At pairs (sit, a
i
t) to calculate the

average controlled direct effect of them as Figure 5.2 (a) shows:

wjk =
1

N

N∑
i=1

|CDEcjtra,c
k
tra
(sit, a

i
t)|, (D.4)

where N is the batch size, j and k are the id of trajectory prototypes.
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D1.7 Connection between Relation Loss and Mutual Information

We denote the environmental-specific factor as Z and its prototypes as C. By definition,

the mutual information between Z and C should be:

I(Z;C) = EPZC
[log(

p(z, c)

p(z)p(c)
)] (D.5)

where PZC is he joint distribution of Z and C, and PZ and PC are their marginal distribu-

tions. To estimate mutual information between Z and C, we can use the probabilistic

classifier method proposed by [256]. Concretely, we can use a Bernoulli random vari-

able Y to classify one given data pair (z, c) from the joint distribution PZC (Y = 1) or

from the product of marginal distribution P (Z)P (C) (Y = 0) . Therefore, the mutual

information I(Z;C) between Z and C can be rewrite as:

I(Z;C) = EPZC
[log(

p(z, c)

p(z)p(c)
)]

= EPZC
[log(

p(z, c|Y = 1)

p(z, c|Y = 0)
)]

= EPZC
[log(

p(Y = 0)P (Y = 1|z, c)
p(Y = 1)P (Y = 0|z, c)

)] (D.6)

Obviously, p(Y=0)
p(Y=1)

can be approximated by the sample size, i.e. nPZPC

nPZC

, while P (Y=1|z,c)
P (Y=0|z,c)

can be measured by a classifier h(Y |z, c) with the below our relational loss:

Lrelation
φ,ϕ = −

[
Y · log h([z, c];φ) + (1− Y ) · log (1− h([z, c];φ))

]
, (D.7)

where Y = 1 if the given pair (z, c) is from the joint distribution PXY , and Y = 0 if

the given pair (z, c) is from the product of the marginal distributions PZPC . Because
p(Y=0)
p(Y=1)

tend to be a constant, optimizing our relation loss is actually estimating the mutual

information I(Z;C) between Z and C. Therefore, optimizing equation D.7 is actually

maximizing the mutual information between (ẑ) and its corrsponding prototype which

represents the semantics of trajectorey or environment. If the readers are interested in the

concrete bound about this method to estimate mutual information, please refer to [256,

70].



D1 APPENDIX 189

D1.8 Visualization and Analysis

TABLE D.2. The quantitative evaluation results of estimated
environmental-specific factors.

ARI AMI V-means
TMCL CaDM RIA Ours TMCL CaDM RIA Ours TMCL CaDM RIA Ours

HalfCheetah 0.006 0.128 0.212 0.570 0.058 0.175 0.333 0.681 0.06 0.176 0.314 0.680
Pendulum 0.060 0.471 0.754 0.971 0.054 0.529 0.838 0.967 0.051 0.531 0.724 0.975

Slim_Humanoid 0.001 0.139 0.212 0.472 0.004 0.121 0.245 0.613 0.004 0.139 0.213 0.612
Swimmer 0.052 0.583 0.586 0.615 0.052 0.582 0.597 0.638 0.012 0.528 0.595 0.637
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FIGURE D.2. The PCA visualization of environmental-specific factors
estimated by TMCL [219], CaDM [135], RIA [70] and ours on the Pen-
dulum task.
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FIGURE D.3. The PCA visualization of environmental-specific factors
estimated by TMCL [219], CaDM [135], RIA [70] and ours on the Half-
cheetah task.
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FIGURE D.4. The PCA visualization of environmental-specific factors
estimated by TMCL [219], CaDM [135], RIA [70] and ours on the
slim_humanoid task.
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FIGURE D.5. The PCA visualization of environmental-specific factors
estimated by TMCL [219], CaDM [135], RIA [70] and ours on the swim-
mer task.
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Appendix of Chapter 6

E0.1 Details about Question-Relevant Caption Generation

Concretely, we denote features of image patches extracted by ITE as f i
v ∈ RK×Di

v and

question features as f i
q ∈ RL×Di

q , where i is the number of the layer of ITE, K is the

number of images patches, L is the number of token in the given question, Di
v is the

dimension of patch feature in the i-th layer of ITE network and Di
q is the dimension of

textual feature in the i-th layer of ITE network. For cross-attention head in i-th layer, the

cross-attention scores W i between each image patch and each token in question can be

calculated directly as

W i = softmax

f i
qW

i
QW

i
K

⊤
f i
v
⊤√

Di
q

 . (E.1)

where W i
Q ∈ RDi

q×Di
q is the query head and W i

K ∈ RDi
v×Di

q is the key head in the i-th

layer of ITE network. With Equation E.3, we obtain a cross-attention matrixW i ∈ RL×K ,

where each row is the cross-attention scores of each token in the question over all image

patches. Specifically, the attention matrix W i can be regarded as the patch importance

for ITE to calculate the similarity of whole image and question, but it still contains

redundancy that contributes only a minor performance loss [18], indicating that some

patches are uninformative. In order to find these less relevant image patches, we follwing

GradCAM and compute the derivative of the cross-attention score from ITE function

sim(v, q), i.e., ∂ sim(v, q)/∂W , and multiplying its gradient matrix with the cross-

attention scores element-wisely. The relevance of the kth image patch with the question,

rik, can be computed as the average over H attention heads and the sum over L textual
191
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tokens:

rik =
1

H

L∑
l=1

H∑
h=1

min

(
0,

∂ sim(v, q)

∂W ih
lk

)
W ih

lk , (E.2)

where h is the index of attention heads and i is the layer index of ITE.

E0.2 Experimental Results of Supervised Learning Methods in

A-OKVQA

We show the experimental comparisons between our method and supervised model on

A-OKVQA dataset [216] as Table E.8 shows. We can observe that our method outperform

almost all supervised model with smaller size language model. This strongly support our

method’s effectiveness in leveraging reasoning power of large language models.

TABLE E.1. The experimental comparisons with models trained in A-
OKVQA training dataset.

Methods A-OKVQA
Val Test

Models Fine-Tuned in A-OKVQA Training Set
Pythia [97] 25.2 21.9

ViLBERT [161] 30.6 25.9
LXMERT [248] 30.7 25.9

KRISP [171] 33.7 27.1
GPV-2 [105] 48.6 40.7

Zero-Shot Evaluation with Plug-in Frozen Large Language Model
Ours6.7B 33.3 32.2
Ours13B 33.3 33.0
Ours30B 36.9 36.0
Ours66B 38.7 38.2
Ours175B 42.9 40.7

E0.3 Template-Based Question Design

We design question templates for each part of speech type of answers as Table E.7 shows.
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TABLE E.2. The question templates for answers with different part of
speech.

Part of Speech of Answer Question Templates

Noun What item is this in this picture?
What item is that in this picture?

Verb

What action is being done in this picture?
Why is this item doing in this picture?

Which action is being taken in this picture?
What action is item doing in this picture?

What action is item performing in this picture?

Adjective
How to describe one item in this picture?
What is item’s ADJ TYPE in this picture?

What is the ADJ TYPE in this picture?
Num How many things in this picture?

E0.4 Sensitive Analysis

We evaluate the sensitive analysis about the QA pairs and number of captions in prompt

for LLM as Table E.8 shows. We can observe that the differences in QA scores on

OK-VQA dataset are not higher than 1 as long as QA pairs in prompts. The results

demonstrate the performance of our method is robust with different numbers of QA pairs

and captions.

TABLE E.3. The experimental results of using different number of cap-
tions and QA pairs as prompts. The experiments are run on OK-VQA
with OPT 30B.

QA Pairs
Caption 0 10 20 30 40 50

0 3.3 19.6 22.7 23.4 24.0 24.8
10 40.9 41.6 42.1 42.1 41.9 42.2
20 41.2 41.3 41.3 41.7 42.2 42.0
30 41.0 41.0 41.7 41.8 41.6 41.5
40 40.3 40.7 40.6 40.3 40.3 41.1
50 40.6 40.6 40.7 40.9 40.6 41.1
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TABLE E.4. The experimental results of using different number of
patches to generate question-relevant captions. The experiments are run
on OK-VQA with OPT 30B.

Patch_num 10 20 40 Full
41.2 41.8 41.6 39.8

TABLE E.5. The experimental results of generating different number of
question-relevant captions. The experiments are run on OK-VQA with
OPT 30B.

Caption_num PICa 10 30 50 100
17.7 38.3 40.9 41.4 41.8

E0.5 Examples

E0.6 Details about Question-Relevant Caption Generation

Concretely, we denote features of image patches extracted by ITE as f i
v ∈ RK×Di

v and

question features as f i
q ∈ RL×Di

q , where i is the number of the layer of ITE, K is the

number of images patches, L is the number of token in the given question, Di
v is the

dimension of patch feature in the i-th layer of ITE network and Di
q is the dimension of

textual feature in the i-th layer of ITE network. For cross-attention head in i-th layer, the

cross-attention scores W i between each image patch and each token in question can be

calculated directly as

W i = softmax

f i
qW

i
QW

i
K

⊤
f i
v
⊤√

Di
q

 . (E.3)

where W i
Q ∈ RDi

q×Di
q is the query head and W i

K ∈ RDi
v×Di

q is the key head in the i-th

layer of ITE network. With Equation E.3, we obtain a cross-attention matrixW i ∈ RL×K ,

where each row is the cross-attention scores of each token in the question over all image

patches. Specifically, the attention matrix W i can be regarded as the patch importance

for ITE to calculate the similarity of whole image and question, but it still contains

redundancy that contributes only a minor performance loss [18], indicating that some

patches are uninformative. In order to find these less relevant image patches, we follwing

GradCAM and compute the derivative of the cross-attention score from ITE function
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sim(v, q), i.e., ∂ sim(v, q)/∂W , and multiplying its gradient matrix with the cross-

attention scores element-wisely. The relevance of the kth image patch with the question,

rik, can be computed as the average over H attention heads and the sum over L textual

tokens:

rik =
1

H

L∑
l=1

H∑
h=1

min

(
0,

∂ sim(v, q)

∂W ih
lk

)
W ih

lk , (E.4)

where h is the index of attention heads and i is the layer index of ITE.

E0.7 Experimental Results of Supervised Learning Methods in

A-OKVQA

We show the experimental comparisons between our method and supervised model on

A-OKVQA dataset [216] as Table E.8 shows. We can observe that our method outperform

almost all supervised model with smaller size language model. This strongly support our

method’s effectiveness in leveraging reasoning power of large language models.

TABLE E.6. The experimental comparisons with models trained in A-
OKVQA training dataset.

Methods A-OKVQA
Val Test

Models Fine-Tuned in A-OKVQA Training Set
Pythia [97] 25.2 21.9

ViLBERT [161] 30.6 25.9
LXMERT [248] 30.7 25.9

KRISP [171] 33.7 27.1
GPV-2 [105] 48.6 40.7

Zero-Shot Evaluation with Plug-in Frozen Large Language Model
Ours6.7B 33.3 32.2
Ours13B 33.3 33.0
Ours30B 36.9 36.0
Ours66B 38.7 38.2
Ours175B 42.9 40.7

E0.8 Template-Based Question Design

We design question templates for each part of speech type of answers as Table E.7 shows.
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TABLE E.7. The question templates for answers with different part of
speech.

Part of Speech of Answer Question Templates

Noun What item is this in this picture?
What item is that in this picture?

Verb

What action is being done in this picture?
Why is this item doing in this picture?

Which action is being taken in this picture?
What action is item doing in this picture?

What action is item performing in this picture?

Adjective
How to describe one item in this picture?
What is item’s ADJ TYPE in this picture?

What is the ADJ TYPE in this picture?
Num How many things in this picture?

E0.9 Sensitive Analysis

We evaluate the sensitive analysis about the QA pairs and number of captions in prompt

for LLM as Table E.8 shows. We can observe that the differences in QA scores on

OK-VQA dataset are not higher than 1 as long as QA pairs in prompts. The results

demonstrate the performance of our method is robust with different numbers of QA pairs

and captions.

TABLE E.8. The experimental results of using different number of cap-
tions and QA pairs as prompts. The experiments are run on OK-VQA
with OPT 30B.

QA Pairs
Caption 0 10 20 30 40 50

0 3.3 19.6 22.7 23.4 24.0 24.8
10 40.9 41.6 42.1 42.1 41.9 42.2
20 41.2 41.3 41.3 41.7 42.2 42.0
30 41.0 41.0 41.7 41.8 41.6 41.5
40 40.3 40.7 40.6 40.3 40.3 41.1
50 40.6 40.6 40.7 40.9 40.6 41.1

E0.10 Examples
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TABLE E.9. The experimental results of using different number of
patches to generate question-relevant captions. The experiments are run
on OK-VQA with OPT 30B.

Patch_num 10 20 40 Full
41.2 41.8 41.6 39.8

TABLE E.10. The experimental results of generating different number of
question-relevant captions. The experiments are run on OK-VQA with
OPT 30B.

Caption_num PICa 10 30 50 100
17.7 38.3 40.9 41.4 41.8
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Question: what kind of bird are they? GT answer: seagull/pelican/seagul
Caption 1: two seagulls and a seagull on a wooden platform
Caption 2: a group of seagulls sit on some wood
Caption 3: a group of seagulls sitting down in the sunshine
Synthetic question 1: what birds are sitting on a wooden post?
Answer: seagulls
Synthetic question 2: how many seagulls are standing on top of a wooden post?
Answer: two
Question: what kind of bird are they?
Predicted answer: seagull

(a)
Question: what kind of beverage could one make with the item on top of the stove? GT answer: tea

Caption 1: a white kitchen with a stove, sink, and tea cups
Caption 2: kitchen with microwave, pots, coffee maker, stove and chairs
Caption 3: a kitchen filled with silver stove top oven sitting next to a microwave
Synthetic question 1: what is in the kitchen with a tea kettle?
Answer: stove
Synthetic question 2: what is on the counter next to the stove?
Answer: microwave
Question: what kind of beverage could one make with the item on top of the stove?
Predicted answer: tea

(b)

Question: what fabric are these jackets made of? GT answer: denim/jean
Caption 1: a man wearing a denims shirt stands at a motorcycle
Caption 2: man in denim jacket and blue uniform jacket on a red motorcycle
Caption 3: a man wearing blue denim clothes is standing near motorcycles
Synthetic question 1: what is a man wearing on a motorcycle?
Answer: a denim jacket
Synthetic question 2: what type of vehicle is the man sitting on?
Answer: motorcycle
Question: what fabric are these jackets made of?
Predicted answer: denim

(c)

Question: what style of fence is this? GT answer: picket/pickett
Caption 1: a fence of picket white boards with a gate
Caption 2: the house is fenced in in front of a white picketed fence
Caption 3: a white picket with pink roses in front of it
Synthetic question 1: what color is the picket fence in front of a house?
Answer: white
Synthetic question 2: what type of fence is in front of a house?
Answer: picket
Question: what style of fence is this?
Predicted answer: picket

(d)

Question: what is on the ears of the cattle in this photo? GT answer: tag
Caption 1: a row of cows, tied up to wires, yellow ears tags
Caption 2: a group of cows in grass with some yellow tags on their ears
Caption 3: cows with numbered ear tags standing behind a fence
Synthetic question 1: what are the cows wearing on their ears?
Answer: tags
Synthetic question 2: what color are the ear tags on the cows?
Answer: yellow
Question: what is on the ears of the cattle in this photo?
Predicted answer: tag

(e)

FIGURE E.1. Success case analysis for OK-VQA. Green color indicates
answer cues and correct prediction.
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Question: why is timing of the essence when delivering this food item? GT answer: temperature/hot still/stay hot
Caption 1: two pizza boxes have pepper pizza and take out
Caption 2: two boxes are opened up of two different pizzas
Caption 3: there are two small baked pizzas on the table
Synthetic question 1: what are two large pizzas sitting in?
Answer: boxes
Synthetic question 2: where are two large pizzas sitting next to each other?
Answer: table
Question: why is timing of the essence when delivering this food item?
Predicted answer: hot

(a)
Question: what era is this furniture from? GT answer: victorian/1940s

Caption 1: a living room with a small television in front of the window
Caption 2: a vintage tv is sitting on a nice table in the living room
Caption 3: a large house shaped model is sitting in a living room
Synthetic question 1: what type of room has a tv in the center?
Answer: living
Synthetic question 2: how large is the tv in the living room?
Answer: small
Question: what era is this furniture from?
Predicted answer: vintage

(b)

Question: what kind of sporting event is this? GT answer: soccer/not sure/pole vault
Caption 1: man on horse coming off from arena, holding something
Caption 2: a man is riding a horse during a soccer game
Caption 3: a man holding a red flag near a large person in a green field
Synthetic question 1: who is riding a horse in the middle of a stadium?
Answer: man
Synthetic question 2: what color is the flag on display at a football game?
Answer: red
Question: what kind of sporting event is this?
Predicted answer: football

(c)

Question: what type of clouds are in the picture? GT answer: cumulus/cumuli/nimbus
Caption 1: a cloudy - filled sky on a cloudy day over a zebras
Caption 2: the clouds are gray and full of clouds
Caption 3: there are many different clouds in this sky
Synthetic question 1: what is in the background of a photo of a zebra?
Answer: sky
Synthetic question 2: what type of sky is above on a cloudy day?
Answer: cloudy
Question: what type of clouds are in the picture?
Predicted answer: cloud

(d)

Question: how many people can this bus carry? GT answer: 50/40/39
Caption 1: a passenger bus traveling on a street side
Caption 2: blue commuter bus with parked on the side of the road
Caption 3: a bus that says aradara rides down the street
Synthetic question 1: what color bus is driving down the street?
Answer: blue
Synthetic question 2: what is making it's way down the street?
Answer: bus
Question: how many people can this bus carry?
Predicted answer: many

(e)

FIGURE E.2. Failure case analysis for OK-VQA. Red color indicates
incorrect prediction.
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Question: which food has the least carbs? GT answer: soup/vegetable/salad
Caption 1: a table holding food including soup, sandwiches and fruit
Caption 2: the soup is very creamy in the bowl
Caption 3: sandwiches and soup is sitting on a table spread
Synthetic question 1: where is soup served on a table?
Answer: bowl
Synthetic question 2: what is on a plate next to a bowl of soup?
Answer: sandwich
Question: which food has the least carbs?
Predicted answer: soup

(a)
Question: in which way are the adults shown here likely related to the child? GT answer: parents/grandparents

Caption 1: a family sitting down on a bench in a park
Caption 2: a family sitting behind a park bench talking to a toddler
Caption 3: two people sitting on benches with a baby next to them
Synthetic question 1: what is sitting on a bench?
Answer: a baby
Synthetic question 2: who sits next to a toddler on a bench?
Answer: couple
Question: in which way are the adults shown here likely related to the child?
Predicted answer: parents

(b)

Question: what other surface is this game played on? GT answer: grass/clay/concrete
Caption 1: a blue surface with a blue tennis court
Caption 2: a man running across a blue tennis court with a racquet
Caption 3: a blue tennis court with a single game of tennis in progress
Synthetic question 1: what color is the tennis court?
Answer: blue
Synthetic question 2: what sport is a man playing on a blue court?
Answer: tennis
Question: what other surface is this game played on?
Predicted answer: grass

(c)

Question: what are they waiting to do when they stand next to the street? GT answer: cross/ride bus/light change
Caption 1: traffic and pedestrians at an intersection near a fire hydrant
Caption 2: a sidewalk and pedestrian crosswalk on a busy city street
Caption 3: a red fire hydrant stands besides a street that has a crosswalk
Synthetic question 1: where is a fire hydrant on a busy street?
Answer: crosswalk
Synthetic question 2: where are people waiting at a crosswalk?
Answer: intersection
Question: what are they waiting to do when they stand next to the street?
Predicted answer: cross

(d)

Question: what kind of resort are these people at? GT answer: ski resort/ski/snow
Caption 1: a group of people are skiing high up a slope
Caption 2: many people skiing down a ski slope during the day
Caption 3: a crowd of people on skis coming down the mountain
Synthetic question 1: what are people doing on a snow covered mountain?
Answer: ski
Synthetic question 2: who is skiing on a snow covered mountain?
Answer: people
Question: what kind of resort are these people at?
Predicted answer: ski resort

(e)

FIGURE E.3. Success case analysis for A-OKVQA. Green color indicates
answer cues and correct prediction.
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Question: this dish is suitable for which group of people? GT answer: vegetarian/vegan/family
Caption 1: a pasta dish sitting on top of a white plate
Caption 2: a broccoli pasta dish that has very pasta
Caption 3: a dish of pasta with noodles and tomato sauce
Synthetic question 1: what vegetable is on a white plate?
Answer: broccoli
Synthetic question 2: what color is a plate of pasta with broccoli on it?
Answer: white
Question: this dish is suitable for which group of people?
Predicted answer: children

(a)
Question: what is in front of the monitor? GT answer: chair/keyboard/webcam

Caption 1: a corner table with computer computer on the desk
Caption 2: a computer on the small desk in a small office area
Caption 3: view of a computer monitor in a light lit room
Synthetic question 1: what is a computer sitting on in a corner of a room?
Answer: desk
Synthetic question 2: how big is the desk in the corner?
Answer: small
Question: what is in front of the monitor?
Predicted answer: desk

(b)

Question: what type of shot is the woman about to hit? GT answer: forehand/tennis shot/swing
Caption 1: tennis player is hitting a tennis ball with her racket
Caption 2: a woman in pink outfit hitting a tennis ball
Caption 3: a woman in a cropped top and pants swinging a tennis racquet
Synthetic question 1: what is a tennis player doing with a tennis racket?
Answer: swinging
Synthetic question 2: who is swinging a tennis racket at a tennis ball?
Answer: woman
Question: what type of shot is the woman about to hit?
Predicted answer: volley

(c)

Question: what is in the bottles? GT answer: alcohol/liqueur/baileys
Caption 1: a sandwich on a plate with a glass of beer bottle
Caption 2: a table that has a sandwich, beer, and beer on it
Caption 3: a sandwich on a plate with a glass of beer bottle
Synthetic question 1: what is next to a sandwich and a beer?
Answer: bottle
Synthetic question 2: where is a sandwich with a beer and beer on a plate?
Answer: table
Question: what is in the bottles?
Predicted answer: beer

(d)

Question: why is the woman holding the umbrella? GT answer: shade/sun protection/get shadow
Caption 1: a young woman and the umbrella are on an orange blanket
Caption 2: a woman's umbrella and two dogs under an umbrella
Caption 3: a woman holding an umbrella is getting some light under her umbrella
Synthetic question 1: who is holding an umbrella while her dog sits under it?
Answer: woman
Synthetic question 2: what is a woman holding and a dog under it?
Answer: an umbrella
Question: why is the woman holding the umbrella?
Predicted answer: to protect herself from the sun

(e)

FIGURE E.4. Failure case analysis for A-OKVQA. Red color indicates
incorrect prediction.
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Question: what can the ram eat in this photo? GT answer: grass
Caption 1: the ram is standing outside on the green grass
Caption 2: a ram with white curly horns standing in a field
Caption 3: shaggy coated sheep with horns facing away in the center of a grass field
Synthetic question 1: where is a ram standing?
Answer: grass
Synthetic question 2: what animal is standing in a grassy field?
Answer: sheep
Question: what can the ram eat in this photo?
Predicted answer: grass

(a)
Question: what does the sign say? GT answer: stop

Caption 1: a stop sign with cloudy sky behind it
Caption 2: a red stop sign with a sky background
Caption 3: a tall stop sign on a rural road
Synthetic question 1: what color is the stop sign?
Answer: red
Synthetic question 2: what type of sky is behind a stop sign?
Answer: cloudy
Question: what does the sign say?
Predicted answer: stop

(b)

Question: what type animal is on the woman's pants? GT answer: owl/penguins
Caption 1: a girl is sitting on the ground in owl patterned pants
Caption 2: a woman with owly print pajamas pants is sitting in front of a pile of
Caption 3: a girl seated on the ground wearing pajamas
Synthetic question 1: where is a young girl wearing owl pants sitting?
Answer: the ground
Synthetic question 2: how is a young girl wearing owl pants doing?
Answer: sitting
Question: what type animal is on the woman's pants?
Predicted answer: owl

(c)

Question: how many children are at the table? GT answer: 3
Caption 1: three small little kids gather together on a dining table
Caption 2: a group of kids posing at a party table
Caption 3: three children sitting at a table with their food smiling at a picture
Synthetic question 1: what type of table are the three children sitting at?
Answer: dining
Synthetic question 2: how are the three children sitting at a table?
Answer: smiling
Question: how many children are at the table?
Predicted answer: 3

(d)

Question: is there broccoli in this dish? GT answer: yes
Caption 1: broccoli floret rice is in a large black pot
Caption 2: there is a closeup of a veggie salad
Caption 3: broccoli rice in a black bowl, ready to be eaten
Synthetic question 1: what is covered in broccoli in a pan?
Answer: rice
Synthetic question 2: what is a dish filled with broccoli and other vegetables in?
Answer: pot
Question: is there broccoli in this dish?
Predicted answer: yes

(e)

FIGURE E.5. Success case analysis for VQAv2. Green color indicates
answer cues and correct prediction.
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Caption 1: the cathedral tower is with the clock on a steeple
Caption 2: a clock and a two crosses on top of a church
Caption 3: the top of a red cathedral with a clock on the tower
Synthetic question 1: what part of a building has a clock on it?
Answer: top
Synthetic question 2: what color is the building with a clock on top?
Answer: red
Question: what is atop this building?
Predicted answer: a clock

Question: what is atop this building? GT answer: cross/stars/cross and stars

(a)

Caption 1: two girl sitting and talking, one is looking at something
Caption 2: an older woman and young woman using cellphones
Caption 3: two girls sitting on a brick wall during the day time
Synthetic question 1: who are sitting on a bench looking at their phones?
Answer: women
Synthetic question 2: what type of wall are the two women sitting on?
Answer: brick
Question: what are they standing by?
Predicted answer: brick wall

Question: what are they standing by? GT answer: bushes/tree/bricks

(b)

Caption 1: two zebras walking by a feeder full of food
Caption 2: pair of zebras standing together at water trough in zoo
Caption 3: the zebras are eating out of a feeder box
Synthetic question 1: how many zebras are standing next to each other?
Answer: two
Synthetic question 2: what are the zebras doing?
Answer: eating
Question: how many zebras are there?
Predicted answer: 2

Question: how many zebras are there? GT answer: 3 

(c)

Caption 1: a lot of buses sit parked in a line in front of a hill
Caption 2: a group of purple passenger buses all in a row
Caption 3: a row of purple bus buses next to each other
Synthetic question 1: how are the buses parked?
Answer: a line
Synthetic question 2: what color buses are parked in front of each other?
Answer: purple
Question: how many buses are in the picture?
Predicted answer: several

Question: how many buses are in the picture? GT answer: 8 

(d)

Caption 1: a living room scene with a clock and tv
Caption 2: a chair is in front of a television that is being displayed
Caption 3: lounge chair with a clock that is hanging on the wall, and leather chair sits
Synthetic question 1: what is on in a living room?
Answer: television
Synthetic question 2: how is a wall clock displayed in a living room?
Answer: hanging
Question: are the numbers on the clock Roman numerals?
Predicted answer: no

Question: are the numbers on the clock Roman numerals? GT answer: yes 

(e)

FIGURE E.6. Failure case analysis for VQAv2. Red color indicates
incorrect prediction.
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