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Abstract 

The studies consist of two simulations of active tool vibration control and tool condition monitoring 
respectively and a hardware-in-the-loop laboratory demonstration of active tool vibration control 
typical to turning. 

Besides reducing the restricting effects of tool vibrations on productivity, work-piece surface finish 
and tool life, it is desirable to handle lack of space at the tool tip and the cost of control systems in 
turning processes in an effective way. These two aspects are here considered by means of the concept 
of a self-sensing actuator (SSA) in the simulation of tool vibration control. In the simulation an IIR-
filter represents the structure of the passive tool holder.  A known pre-filtering technique was applied 
to the error in a feedback filtered-x LMS algorithm to maintain the stability of the control system. The 
self-sensing path is modelled and illustrated. The IIR-filters and their inverses were used for 
modelling this path, with equations resulting from the nodal displacements associated with nodes that 
have forces acting on them. For the cantilever type structure a considerable reduction of 93% of the 
displacement r.m.s. values of the tool tip, was obtained when using this control system.  

Signal processing using orthogonal cutting force components for tool condition monitoring (TCM) 
has established itself in literature. Single axis strain sensors however limit TCM to linear combination 
of cutting force components. This situation may arise when a single axis piezoelectric actuator is 
simultaneously used as an actuator and a sensor, e.g. its vibration control feedback signal exploited 
for monitoring purposes. Processing of a linear combination of cutting force components to the 
reference case of processing orthogonal components is compared. The same time-delay neural 
network structure has been applied in each case. Reconstruction of the dynamic force acting at the 
tool tip in a turning process is described. By simulation this dynamic force signal was applied to a 
model of the tool holder equipped with a SSA.  Using a wavelet packet analysis, wear-sensitive 
features were extracted. The probability of a difference less than 5 percentage points between the 
flank wear estimation errors of abovementioned two processing strategies is at least 95 %. 

This study proves the basic concept of adaptive feedback active vibration control in combination with 
a self-sensing actuator to control tool vibrations. The structure involved is representative of a tool post 
clamped tool holder. The advantages that adaptive control hold when applied to non-stationary 
vibrations motivate this investigation. Secondly the dual functionality of a piezoelectric element is 
utilized for system simplification. Actuator linearization measures are considered and a model for the 
system’s forward path identified. The tool vibrations signal for this work is of 100 Hz bandwidth 
around the representative tool holder bending mode. A downscaled force based on real cutting force 
characteristics was artificially applied to the representative tool holder.  Limited form locking contact 
with the tool holder restricted the actuator’s reaction to compressive forces only. Results of up to 70% 
attenuation of vibration induced strain on the SSA were achieved. This method clearly shows concept 
viability. 

 

Keywords 

Tool vibration, active control, self-sensing actuator, turning process, tool wear-monitoring, structure 
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CHAPTER 1 

 

 

INTRODUCTION 

 

Firstly a background provides an understanding of the technology utilized in this work and also the 

problem of tool vibrations that it is used for. The following section gives an outline of the fields in 

which the applications of the piezoelectric transducer can be found, one of them being the control of 

tool vibration.  How tool vibrations are caused is briefly explained in a description of their causal 

mechanisms. It becomes clear that tool vibrations cannot be avoided however controlled or utilized in 

tool condition monitoring (TCM). This in turn leads to a brief description of the application field of 

tool vibration control and tool vibration monitoring.  

In support of the motivation of this work the benefits to the particular machining process under 

consideration are mentioned. In pursuit of aims critical to this work contributions were made to 

research in the manufacturing field which are then contained in a separate section.  

 

 

1.1.     BACKGROUND 

 

 

1.1.1  The piezo effect   

 

Piezoelectric transducers have the property of either polarizing in the same direction as the applied 

force or perpendicular to it. In the same way but reciprocal they provide strain and thus stroke either in 

the same direction of the polarization due to an applied voltage or perpendicular to it (Heimann , Gerth 

& Popp, 2001:52; Roddeck, 2003:11). This is the piezo effect, which is called the longitudinal effect 

when force or strain is in the same direction and the transversal effect when directions are 

perpendicular respectively. 

Both functions are investigated in this work to determine its viability in active tool vibration control 

and tool condition monitoring. Both, control and monitoring in that case happen via a self-sensing 

actuator (SSA), as a transducer, made of piezoceramic material. Firstly however, some general 
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applications of piezoelectric transducers as well as particular examples of indirect and direct measuring 

techniques utilizing piezoelectric material are given (Uchino, 1997:1-12;157-172). 

 

 

1.1.2   Applications of piezoelectric transducers 

The fields of optics and astronomy employ piezoelectric transducers for positioning purposes and 

vibration control respectively. In the case of optical systems the use is to make the latter adaptive to the 

application, while in the case of astronomy the underlying reason for use is to cut out or limit the effect 

of disturbances that come from the shuttle that carries them. Another application field is in fluid 

control, e.g. to produce ink drops, change valve positions or for adjustable flow guiding vanes. In the 

millimetre size range piezoelectric material lends itself to piezoelectric ultrasonic motors with 

sufficient energy efficiency. Electromagnetic motors in contrast become less efficient with decreasing 

size. 

Some examples of indirect measuring techniques of piezoelectric transducers include electrical, 

optical, x-ray and ultrasonic techniques. Often this indirect function comes down to positioning or 

utilizing the piezo-effect. 

In electrical techniques such as strain gauge measurement resistance change is due not only to size 

change of the wires but also to the piezo resistive effect (Uchino, 1997:157; Roddeck, 2003:169).  This 

effect is less notable in metal gauges however pronounced and therefore utilized in gauges of 

semiconductor material. Another application is in a high accuracy capacitance bridge of a dilatometer 

where a piezo actuator has the function to cancel changes to the capacitor gap caused by low-frequency 

drift. 

An X-ray method can measure lattice parameter changes in crystalline material due to piezoelectric 

strain (Uchino, 1997:164). This method proved to be unpractical for displacement sensors, however 

has scientific value.  

Small special (inter-digital) electrodes on the face of a piezo ceramic cylinder which is mounted on a 

shaft produce a standing ultrasonic wave around the cylinder (Uchino, 1997:164). The resulting 

periodic stress concentration at the nodal points on the piezo electric material induces corresponding 

piezoelectric charges. These are measurable with charge probes and provide an indication of the angle 

of rotation. 

An example of a direct measuring technique is the use of piezoelectric material in accelerometers. 

These contain a seismic mass attached to one face of a piezoelectric stack element. A voltage is 
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induced due to the pressure during acceleration. This effect of voltage as a result of pressure and 

resulting strain of the piezo electric body is also exploited in force transducers described in Heimann et 

al. (2001:87). Piezoelectric material can therefore also be used for strain sensing and have a signal-to-

noise ratio superior to that of strain gauges (Moheimani, 2006:22). 

Besides abovementioned general applications and measuring techniques piezoelectric transducers also 

find their use in active structures. This is the case when lack of stiffness is addressed by means of 

piezoelectric actuators in order to obtain protection against excessive vibrations (Roddeck, 2003:18; 

Isermann, 1996).  

Precision machining utilize piezoelectric actuators e.g. for vibration control (Pan & Su, 2001; Andrén, 

Håkansson,  & Claesson, 2003; Xu & Han, 1999; Fawcett, 1990). The piezoelectric transducer also has 

a micro-displacement sensitivity and can therefore be used for position sensing (Uchino, 1997:157). 

Both these functions are exploited in this study. With application to the field of turning it investigates 

how the actuator function can be used for vibration control. Simultaneously it exploits the sensor 

function for two purposes. The first is to let the sensed strain serve as a feedback signal in closed loop 

control and secondly to utilize for acquisition of strain data, e.g. to monitor tool wear. 

 

1.1.3   Tool vibrations 

Due to the application field of piezoelectric transducers in this study a brief background pertaining to 

the nature of tool vibrations and causal mechanisms is given. 

An investigation into the nature of tool vibrations, i.e. regarding their properties, was performed by 

Sturesson, Håkansson,  & Claesson (1997) and  Andrén, Håkansson, Brandt & Claesson (2004a,b) 

respectively for external and internal turning, i.e. boring, processes. They found that tool vibrations are 

non-stationary in each case. To be more specific findings of Sturesson et al. (1997) were that external 

turning is a weakly stationary process which is known to be a special case of non-stationarity 

(Meirovitch, 2001:688).  For external turning spectral densities of vibrations tangential to the work 

piece and also the coherence function between these and vibrations in the feed direction are given 

(Sturesson et al., 1997). From resulting graphs and modal participation factors in both directions it is 

concluded that vibration power depends not only on the cutting data, the structural properties of the 

machine tool system and also the work piece material. Along with Marui, Ema & Kato (1983) the 

deflection considered to be the main one in this work for tool holder with classic shank is in the 

tangential force direction. Similarly, the finding made for internal turning (Andrén et al., 2004b), was 

that the main vibration energy is in the cutting speed direction. Andrén et al. (2004a) and Sturesson et 
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al. (1997) both showed by measurement that tangential or cutting speed directed and feed tool 

vibrations are not always Gaussian distributed. For this finding they gave as possible reason the 

physical limitation of motion in feed and tangential or cutting speed direction. 

About two decades ago two main causes for machine tool vibrations have been pointed out. These 

were mode coupling shown by Bukkapatnam & Fofana (2001) and regenerative effects, which Lee, 

Nian, & Tarng (2001) reported on. Mode coupling happens when the tool motion is in directions 

associated to different degrees of freedom at the same time. Tlusty & Ismail (1981) demonstrated 

mode coupling self-excitation in their analysis of the non-linearity in turning. In mode coupling 

vibration each direction has amplitude and phase differing from that of the other direction. This is also 

shown by Gasparetto (1998), who did a short system theory analysis on the mode coupling 

phenomenon. It illustrates the variation of work done by cutting tool between two extreme position 

points of its motion indicating an exchange of energy across system boundaries. In addition variations 

in uncut chip thickness cause cutting force variations resulting in tool vibration leaving an uneven 

surface and allowing cause and effect to repeat itself from cut to cut. This kind of vibration is therefore 

described as regenerative.  

Chen, Ulsoy & Koren (1993) and Rahman & Ito (1985) in earlier publications show how delayed 

feedback of the cut surface affects the cutting process and regenerate cutting force variations by means 

of block diagrams. Both have in common that they make use of linear time invariant (LTI) modelling 

to perform a stability analysis with focus on simplicity and lathe specific aspects respectively. 

As seen from above literature LTI modelling is thus suited to describe mode coupling and regenerative 

chatter but Bukkapatnam et al. (2001) and Deshpande & Fofana (2001) extend their description of 

these phenomena and move closer to reality by performing a non-linear modelling assisted by chaos 

theory of the dynamics of the process and the structure involved to also other effects besides the 

abovementioned two, such as ploughing and tool wear to be included. 

Likewise the research of Jemielniak & Widota (1989) and Lai (1987) can be placed into the category 

of a non-linear approach to chatter vibration modelling via algorithm programming. 

In the studies of Doi & Kato (1956) and Marui et al. (1983) the mechanism underlying to regenerative 

chatter was investigated and explained and clearly show the lag between the horizontal work piece 

displacement and the vertical cutting force. The work of Kaneko, Sato, Tani & O-hori (1984) confirm 

this mechanism. 

Authors such as Fabris & D’Souza (1974) also point to the fact that a lag exists between cutting force 

variations and chip thickness variations. These authors refer to this phenomenon and bring up the term, 
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hysteresis.  The conclusion of this is that the relationship cannot be described with a linear but rather a 

non-linear hysteresis model. Non-linear modelling is therefore more appropriate to describe the variety 

of effects and relationships present in a cutting process, as Bukkapatnam et al. (2001) pointed out in 

their work. 

 

1.1.4   Tool vibration control and tool wear monitoring 

Tool vibrations in turn affect tool wear adversely and detail on this consequence can be found in Chiou 

& Liang (1999), Murata & Kokubo (1994). Therefore some background is given on approaches 

described in the literature to deal with tool vibrations, either to control them or to use them for tool 

wear monitoring purposes.  

Pan et al. (2001) make use of a robust adaptive controller and models the process as being uncertain 

and linear. They do address chatter as a result of the aforementioned hysteresis relationship between 

the cutting force and chip thickness.  

Pratt & Nayfeh (1999) adopts structural as well as cutting force non-linearities in their initially linear 

model. They then present a second order linear feedback compensator to address the chatter 

phenomenon directly through active control. 

From a non-linear model based on chaos theory Bukkapatnam, Lakhtakia & Kumara (1995) develop 

Mandelbrot sets to train a neural network with a closed control loop. These are sets that describe the 

state trajectories for different vectors of control parameters such as feed rate and depth of cut. 

According to the monitored states of the dynamic system, the control parameters are then selected by a 

neural network which is trained for optimal control. The objectives are to achieve a minimum 

reduction in material removal rate and a minimum transition time from the undesired to a desired 

stable state. 

Tool vibration control with the focus on non-linear modelling is mentioned above to point to real rather 

than simplified characteristics of machine tool dynamics. Such non-linear approaches to machine tool 

dynamics can be followed if the research emphasis is on understanding its characteristics and 

relationship to cutting parameters. Lai (1987) grouped researchers into those that investigate physical 

phenomena of chatter and those interested in simply the active control of it. 

An active control approach is taken by Andrén et al. (2003) who have implemented a feedback version 

of the filtered-x LMS adaptive control for its simplicity.  

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 1    Introduction 
 

__________________________________________________________________________________ 
Department of Mechanical and Aeronautical Engineering 6 

For the same reason this research employs the filtered-x LMS adaptive control however in such a way 

as to accommodate a self-sensing actuator and investigate its viability in tool condition monitoring 

(TCM). This study is therefore placed in the category of active control inclusive of a TCM function. 

This was done with a long term objective of simultaneous active tool vibration control and tool 

condition monitoring.  

Tool vibration is to be reduced by means of active control to avoid increased work piece surface 

roughness and tool wear but can provide information on tool condition too. Bonifacio & Diniz (1994) 

and Abouletta & Mádl (2001) reported on the correlation of tool vibration and surface finish which can 

also indicate the end of tool life according to Bonifacio et al. (1994). 

Tool condition monitoring (TCM) can be sophisticated such as with the use of neural networks which 

is the interest of Liu & Altintas (1998), Sick (2002) and Choudhury & Bartarya (2003) and allows to 

indicating tool condition during the cutting process. More than a decade ago Sick (2002) gave deeper 

insight on the situation regarding the research into the use of neural networks for tool wear monitoring 

while Cho, Lee & Chu (1999) gave a general view on the state of machining process monitoring with 

respect to sensors and decision-making algorithms in Korea. Both these researchers indicate a gap 

between academic research and practicality in the years up to their publication. Neural networks in the 

research here provide the same signal processing method while making a quantified comparison 

between two sensing methods one of which being the case of using an SSA as sensor. 

Non-neural network indication of tool wear is also possible as Bahre, Rosenberger & Warnecke 

(1992), Bonifacio et al. (1994) and Li, Wong, & Nee (1997) have shown, by respectively monitoring 

signal features, simply the root-mean-square value or from the horizontal/vertical acceleration based 

coherence function from an accelerometer instrumented tool holder. 

The choice of a simple control algorithm which leaves aside causes of vibration but deals with it 

simply as a disturbance allows firstly a broad treatment of the problem and secondly to explore the 

particular application of the SSA. 

 

 

1.2. THESIS MOTIVATION 

 

i. The need for the use of an SSA originates from the existence of the dual need to control tool 

vibrations and the need to monitor tool condition. This need can be met with a device of dual 

functionality. This means that actuator and sensor, both necessary elements of feedback 

control, are combined in a single transducer. The particular way which is looked at in this 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 1    Introduction 
 

__________________________________________________________________________________ 
Department of Mechanical and Aeronautical Engineering 7 

study is by means of a single transducer, viz. a piezoelectric stack actuator. By limiting TCM 

and tool vibration control to a single device two important tasks can be accomplished. 

Information regarding such a self-sensing actuator is readily available from research done by 

Dosch & Inman (1992) and Anderson & Hagood (1994) in a laboratory environment. An 

investigation is therefore conducted into necessary aspects of active tool vibration control and 

TCM using a SSA. 

ii. Regarding the part of the control of tool vibrations it is argued with Pratt et al. (1999) to adopt 

a direct approach to handle the stability problem of the cutting process. Modification of the 

structural properties by means of passive control or adding structural reinforcement would be 

cumbersome to adjust if cutting or tool parameters are changed. Active controllers, used in this 

work, can be coded and embedded on a digital signal processor and allow for convenient 

adjustments in contrast to analogue controller. An adaptive control scheme was selected for its 

ability to limit non-stationary vibrations. Literature supports adaptive control in turning 

processes (Pan et al., 2001; Andrén et al., 2003). An improved surface finish is a direct benefit 

flowing directly out of vibration control as it is clear from Abouletta et al. (2001), Bonifacio et 

al. (1994) that surface roughness correlates with severity of tool vibrations. 

iii. The benefits regarding the part of TCM result in improved productivity and extended 

utilization of tool inserts if this concept is implemented in real turning processes. Further 

advantages are improved work piece surface finish, also thoroughly referenced to by Landers 

& Ulsoy (1996), as well as reduced waste of tool inserts with more reliable online knowledge 

of the end of tool life, also referred to in Dimla Snr. (2000) and Silva, Reuben, Baker  & 

Wilcox (1998). Improved utilization of tool inserts will thus result in less premature cutting 

process interruptions and therefore fewer interruptions in total. 

iv. With a collocated actuator-sensor-system such as the SSA type it is known Preumont (2002:75) 

that stability between input and output is guaranteed, if the actuator dynamics are neglected.  

v. The emphasis of the thesis is to pave the way toward further research of detail aspects of the 

SSA concept in so far that a basic set-up was developed. Structural investigations into 

favourable positioning of the piezoelectric elements into the real tool holder fall outside the 

scope of this research. In a similar way specialized attention to circuit layout to meet specific 

requirements with respect to noise levels is excluded from the scope of this work. 

vi. Since this work was towards a complete system the result is towards a prototype which could 

be taken to market with little additional research and development effort. 
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1.3.      AIMS AND CONTRIBUTIONS 

As a basis for the long term objective of simultaneous active tool vibration control and TCM more 

laboratory work had to be done and aims set to determine the viability of the SSA concept for such an 

objective. Therefore this section presents the following aims and contributions made in this study. 

i. The selection of a functional adaptive control algorithm was seen as one of the aims. 

a. The use of a filtered-u adaptive infinite impulse response (IIR) filter (Elliott, 2001:163) as a 

potential configuration for vibration control in simulation was considered, due to fewer filter 

coefficients required. This consideration was also made since these filters can have self-

stabilizing properties in spite of their poles being prone to migrate outside the discrete z-

domain unit-circle. However, stability was not obtained. 

 

b. The simulation of tool vibration control and its problem approach to determine the effect of 

typical tool vibration control via a SSA using a filtered-x LMS algorithm can be seen as a 

contribution towards problem understanding. 

 
 

ii. A contribution towards TCM is an investigation of the viability of TCM using a unidirectional 

strain signal typical for SSA based systems. 

 

iii. A further contribution is the combination of the SSA with an active control system as proof of 

concept typical for turning process conditions in a hardware-in-the-loop (HIL) experimental 

setup. 

 

iv. A new application of the SSA concept and an extended functionality was investigated as 

contribution to the field of manufacturing. It was aimed to demonstrate that the SSA based 

control could be applied to structures in particular tool holders in typical turning processes. The 

principle of collocated control using an SSA will also be relevant to the field of structural 

vibrations in general. 

v. The final contribution is the result that a test of the complete control system with the SSA 

concept produced, which suggest its viability. 

a. In this research a prototype system is developed. The minimum outcome was to investigate 

the potential that lies in this system to be developed further into a product and register a clear 

reduction in the root-mean-square value of tool vibrations.   
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b. Associated with the system tested is the evidence that the units in the system’s forward and 

feedback paths can simultaneously bring forth the result of attenuated typical tool vibrations 

and information on tool condition. 

 

 

1.4.      ORGANIZATION  

     

The further organization of this work covers 3 main chapters and a chapter of conclusions of the work 

followed by appendices. 

In the second chapter a linear simulation is done on a desk top of active tool vibration control using a 

self-sensing actuator. Discrete z-domain transfer functions between nodes of the passive structure were 

used for this purpose. These originated from a finite element model of an industrially speaking 

common tool holder and properties of an existing type of piezoelectric actuator. In this simulation the 

signal representing the cutting force were data acquired from a turning process with a manually 

operated lathe.  

The next chapter compares two neural network based tool condition monitoring (TCM) processes 

quantitatively. The two TCM processes differ from one another concerning their respective sensing 

method. Unidirectional cutting forces that would be sensed by an existing piezoelectric SSA are 

compared to orthogonal signals as sensed by a strain gauge instrumented tool holder. These methods 

then differ from one another with respect to tool wear sensitive feature selection as a result of their 

difference in sensing. 

The fourth chapter is a realization of the simulation of the second chapter. This part of the work 

consists of a setup to demonstrate the concept of a self-sensing actuator in active control of typical tool 

vibrations. Instead of building the system to be controlled from separate transfer functions as in chapter 

2, a single-input-single-output (SISO) model constituted the forward path. This path includes all 

modules between the DSP and a strain proportional signal from the sensing circuit. This chapter 

uncovers areas of the work that need further attention before a final implementation on a lathe. 

The thesis ends with a conclusion of the studies and points out several aspects that constitute topics for 

projects towards research and development of a tool holder for active tool vibration control and 

simultaneous TCM. 
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CHAPTER 2 

 

 

SIMULATION OF TOOL VIBRATION CONTROL IN TURNING, 
USING A SELF-SENSING ACTUATOR  
 

 

2.1.     INTRODUCTION 

 

The first step of the investigation into the viability of using a self-sensing actuator for tool vibration 

control is the simulation of it. It consists of the formulation of the structural dynamic problem and 

using it as a plant model in the simulation of active tool vibration control. The main contents of this 

chapter consist of the paper by Freyer, Theron & Heyns (2008). 

 

In machining, and particularly in turning processes, tool vibration is a problem which commonly 

has to be dealt with, mainly because of its constraining effect on productivity, work-piece surface 

finish and tool life. Tool vibration constrains productivity since the selection of cutting parameters 

is restricted to values lying in a region in which they guarantee a stable but not the most productive 

operation (Yeh & Lai, 1995). Tool vibration affects the surface finish of work-pieces during cutting 

owing to the relative motion of the tool and the work-piece (Cheung & Lee, 2000). Compression 

and friction during chatter are additional sources of energy dissipation, which promote flank wear 

on the cutting tool and reduce tool life (Chiou & Liang, 2000).  

 

Control over tool vibration can be approached by using passive methods in which either structural 

stiffness is added to the lathe or a tuned vibration absorber is applied to the process (Tarng,  Kao,  

& Lee, 2000). However, active control has become a favoured method since significant advances 

have been made in the development of micro-positioning actuators over the past decades. These 

developments allowed a choice between semi-active and fully active vibration absorbers. Semi-

active means that the control force is located between the primary and absorber structure, whereas 

active means that the control force is applied more directly, between ground and the primary 

structure directly (Pratt & Nayfeh, 1997). Examples of active tool vibration control are represented 

by the work done by Andrén et al. (2003) and Pan et al. (2001). They respectively used adaptive 

filter and adaptive control methods to handle process uncertainties. In the control of tool vibrations, 

the problems other than process uncertainties are the lack of space around the tool tip and the 
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additional cost of a sensor to pick up the tool displacements. This chapter shows through simulation 

that these two problems can be solved when a self-sensing actuator is employed in the control 

system. Piezoceramics can be used in this fashion, because it is possible to exploit the piezoelectric 

and reciprocal effect simultaneously. Besides the piezoelectric effect of piezoceramics, i.e. the 

generation of a voltage if a force load is applied to such a material, it also exhibits a reciprocal 

effect which consists of undergoing a change in length when a voltage is applied across its 

electrodes. This means that the piezo actuator can simultaneously function as a sensor, i.e. as a self-

sensing actuator (SSA). The possibility of functioning as an SSA has already been investigated by 

Dosch et al. (1992) and was then covered in further detail by Anderson et al. (1994). In turning 

processes, this principle can be used as a self-sensing actuator in a closed-loop tool vibration 

control system. Therefore, by using an SSA instead of a separate actuator and sensor, the above-

mentioned problems can be overcome.  

 

This chapter addresses critical issues in the simulation of tool vibration control in turning 

processes, using a self-sensing actuator. It answers the main question of how the displacement of 

the tool tip, as a result of both the cutting force and the actuator force can be measured when the 

SSA is placed at an offset from the tool tip. In this case, one could anticipate that models 

representing the force displacement relationships between the tool tip and the actuator and vice 

versa, would play a significant role in the simulation. The work in this chapter therefore shows how 

the actuator structure of the passive tool holder as well as the sensing path of the SSA may be 

modelled to incorporate not validated but realistic model parameters. It furthermore describes how 

these models, in the form of IIR-filters, can be incorporated into the feedback-filtered-x LMS 

adaptive algorithm. The stability problems associated with the IIR-filter are dealt with by using the 

principle of pre-filtering the error signal with the poles of the passive tool-holder structure 

(Vipperman, Burdisso & Fuller, 1993). Another critical question that is addressed here is what 

signal should be used to represent the cutting force during the simulation. Pertaining to this 

question this chapter gives details of how a representative cutting-force signal is obtained from a 

practical turning process and then processed for use in the simulation of tool vibration control. The 

results of a simulation of the control system give an indication of to what extent the attenuation of 

tool vibration is possible. 
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2.2.     SELF-SENSING ACTUATOR (SSA) IN TURNING 

 

2.2.1   Requirements to consider 

Three equally important aspects need attention for the simulation of tool vibration control. They are 

firstly the question of a representative cutting-force signal, secondly the decision about a suitable 

actuator and thirdly the requirement of an effective control method.  

 

As this part of the work deals with the simulation stage of vibration control, a signal was needed 

which could represent a typical cutting force in the turning process. To meet this need, the cutting 

force of a practical turning process was measured and the signal stored. This signal constitutes the 

source of vibration during simulation. 

 

The decision about which actuator would comply with the requirements of the application under 

consideration was mainly based on the criterion that it should be self-sensing. The reasons for this 

criterion are the lack of mounting space at the tool tip and the additional cost of an otherwise 

separate sensor. Another requirement emanated from the nature of the turning process, which 

requires actuators that can control the vibration from high cutting forces at a high frequency. All 

these requirements for an actuator could be met by a piezoelectric type of actuator, which would 

satisfy the main need of serving simultaneously as an actuator and a sensor. The first purpose of the 

sensor is to pick up the resultant displacement of the tool tip, which can be used as feedback in a 

closed-loop control system. As the self-sensing actuator is a collocated sensor-actuator pair situated 

at an offset from the tool tip (Figure 2.1), it will not be able to capture the true displacement of the 

tool tip. It will only sense a voltage, which is also influenced by the dynamics of the passive tool-

holder structure. Therefore linear parametric models of the passive tool-holder structure will be 

involved in the simulation of the control system. The position for the actuator at an offset from the 

tool tip requires the structural modes participating in the direction of the cutting force to be 

included in these models. Their digital representations should therefore be in the form of IIR-filters. 

These models are the elements of a dynamic flexibility matrix, which relates forces at two points of 

interest to their respective displacements. The two mentioned points of interest are the tool tip and 

the connecting point of the actuator and tool-holder. These are the points where internal and 

external forces respectively act in and on to the passive structure. The need for linear parametric 

models can be satisfied numerically by generating a finite element (FE) model of the passive tool-

holder structure in MSC-Patran and running a modal analysis in MSC-Nastran.  
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Figure 2.1: Tool-holder clamp with tool holder, SSA and work piece. 

 

The third of the above-mentioned aspects is the requirement for an active control method. It is most 

important that such a method should have the property of being adaptive, owing to the random and 

non-stationary nature of a turning process. A control algorithm often recommended in the literature 

on active vibration control because of its simplicity, is the filtered-x LMS (Fuller et al., 1996). 

Because this algorithm makes use of an adaptive filter it is suited to dealing with the above-

mentioned type of tool vibrations induced by the cutting force (Andrén et al., 2003). For the use of 

this control method, two problems have to be addressed. The first one is directly linked to the 

choice of the filtered-x LMS control algorithm. The uses of IIR-filters for the models, which form 

the elements of the dynamic flexibility matrix of the passive structure, introduce stability problems 

in an adaptive control algorithm such as the chosen LMS-type. This problem will therefore require 

stabilizing measures in the control system. The second problem, also linked to the LMS-type 

algorithm, is that a reference signal should be available to the adaptive filter and its algorithm. In 

the application to tool vibration control, the tool tip displacement, due to the control action and 

cutting forces should serve as a reference signal, but it cannot be measured. In relation to the first 

of these two problems, Vipperman et al. (1993) propose a technique, which is mentioned in the 

previous section and used to avoid the stability problem. It involves the pre-filtering of the error 

signal, which is the tool tip displacement resulting from both the actuator and the cutting force 

input into the tool holder. The second problem is overcome by using a feedback version of the 

filtered-x LMS algorithm as proposed by Kuo & Morgan (1996), so that the need for a reference 
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signal is met. This is possible because the cutting force measured for simulation purposes is close 

to being a narrowband disturbance. 

 

 

2.2.2 Assumptions 

 

This part of the work represents a preliminary investigation for the implementation of self-sensing 

actuators in turning. Various assumptions were made of which the validity will become clearer 

during future practical implementation. These assumptions are however believed to be reasonable. 

 

 The cutting process (CP) causes a cutting force at the tool tip and there is no feedback 

from the controlled tool tip to the CP, i.e. the control system has no influence on the 

cutting force. 

 The tool holder acts like a cantilever, which is supported by the SSA at an offset from the 

tool tip. 

 The structure is lightly damped and a proportional viscous damping model is sufficient. 

 In the envisaged implementation stage the sensing circuit will be of a full-bridge type. 

Here, the bridge is assumed to be balanced, i.e. the branch of the bridge parallel to the 

branch containing the SSA, contains an impedance component equal to that of the SSA. 

 

 

2.3.     REPRESENTATIVE CUTTING-FORCE VIBRATION SOURCE 

 

Strain gauges mounted on a turning tool holder (Figure 2.2) were connected in bridge circuits also 

shown in Appendix B and served as transducers to measure the cutting force. The signal data 

acquired were then post-processed so that they could be used as a typical vibration source in the 

simulation of the control system.  

 

The cutting was done by using a Mitsubishi TNMG 160408 UTi20T uncoated-carbide tool insert 

on EN 19 steel with the following cutting parameters:  

Depth of cut:  1 mm 

Feed:  0.3 mm/rev  

Cutting speed: 84 to 124.2 m/min  
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Figure 2.2: Tool holder with strain gauges (SG): SGs 1 to 4 in full-bridge measure the thrust force; 
SGs 5 and 6 in half-bridge measure the feed force; SGs 7 and 8 in half-bridge measure the cutting 

force. 
 

The cutting parameters were chosen from a region recommended by the insert manufacturer for 

that specific insert and work-piece material. However, the parameters were selected as low as 

possible to avoid being forced by reducing the work-piece diameter to make large changes in the 

speed on the lathe. The cutting speed was then chosen so that the total time of cutting-force 

measurement was kept as short as possible and corresponded to an insert life span of 95 minutes of 

cutting time. 

 

The static cutting force was calibrated on the abovementioned strain gauge instrumented tool 

holder. The modal mass of the tool holder was, however, taken into account later during the 

simulation stage. The calibration was performed by measuring voltages ݒ௜ while applying three 

different known forces in the jth direction and zero force in the remaining directions. Using the 

three different force/voltage pairs, each coefficient ܽ௜௝ in the jth column of the calibration matrix  ࡭  

was determined three times from the relationship defined as 

 

࢜ ൌ  (2.1)                                                                    ,ࢌ࡭
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where the force vector ࢌ ൌ ሾܨ௫ ௬ܨ  .௭ሿ் and the average were then taken for each coefficientܨ

The force vector signals, ࢌ௞, could then be obtained from the measured voltage signals ࢜࢑ ൌ

ሾ࢜૚࢑ ࢜૛࢑ ࢜૜࢑ሿ்  with 

࢑ࢌ ൌ  (2.2)                                                            ,૚࢜࢑ି࡭

 

where the subscript  ݇ refers to the signal sequence at time ݐ௞  and will henceforth be used as such.  

The matrix inversion was simply performed in MATLAB (2003b) and the inverted matrix ି࡭ଵ for 

this chapter is given in (A.2). The execution of (2.2) consisted of a matrix multiplication with the 

signals vectors ࢜࢑࢏  . Furthermore, only the force contributions in the direction of the cutting force 

were used in the simulation.  

 

Post-processing of the calibrated signal was done by removing the drift and noise contribution of 

the amplifier in the measurement path by filtering the signal with high-pass filter to remove the 

drift. This is done using an in-house program which transforms the signals to the frequency domain 

and removes the frequencies below 8	ݖܪ. As a notch (band-stop) filter a linear-phase FIR filter was 

used to remove the noise of the amplifier. This was done by filtering the signals in the forward 

direction, and then, after having reversed the filtered signal, running it back through the filter again. 

In this way zero-phase distortion of the output signals for both abovementioned filter methods 

could be achieved.  

 

An IIR-filter representing the modal model of the passive tool holder was applied to the cutting 

force signal that was obtained after calibration. This filtering is done in order to deliver 

displacement values. The above-mentioned filter and force signal together constitute the vibration 

source used for the simulation of control of a turning process tool vibration. 

 

In this part of the work, two tool-holder structures are considered. One is the tool holder equipped 

with strain gauges (as in Figure 2.2) and not supported by an actuator, which is referred to as 

boundary condition 1 (BC1) tool holder. The tool holder supported by an actuator will be referred 

to as boundary condition (BC2) tool holder. The BC1 tool holder was used for the measurement of 

the cutting force. The second tool holder (BC2) is the passive structure used as a model in the 

simulation of the vibration control system. BC1 tool holder has its modes at frequencies differing 

from those of BC2 tool holder shown in Figure 2.1, because of different boundary conditions. 

Moreover, the additional mass of the strain gauges, strain gauge protection and cabling influenced 

the dynamics of the BC1 tool holder. 
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Each tool holder only passes those frequency components of the cutting force which are near the 

frequencies of the tool holder's modes participating in the cutting force direction. Therefore the tool 

holder acts as a mechanical filter. The measured signal is the one which was passed by BC1 tool 

holder, which has modes at lower frequencies than the equivalent modes of the BC2 tool-holder 

model used for simulation purposes. Therefore the measured cutting-force signal had frequency 

components corresponding to the frequency of the participating mode of BC1 tool holder. These 

frequency components were shifted to the frequency range of the equivalent mode of BC2 tool-

holder model in order to obtain a new, adapted cutting-force signal. Power spectral densities of the 

cutting force measured by BC1 tool holder and the cutting force with shifted bending mode 

frequency content are shown in Figure 2.3.  

 

Figure 2.3:  Power spectral density of measured and shifted cutting force signal ࢑࢞ࡲ. 

 

For the remainder of this section and section 2.4 it is the convention to use capital letters for 

Laplace and z-domain variable and lower case symbols for time domain variables. 

  

During the simulation abovementioned adapted cutting-force signal was passed through an IIR-

filter representation of ଵܶଵሺݏሻ which is the transfer function between the cutting force, ଵ݂ሺݐሻ, 
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exerted on the tool tip and the displacement of the tool tip (see Figure 2.1) due to the cutting force. 

A description how the modes of tool holder with BC2 were incorporated in the transfer function 

ଵܶଵሺݏሻ is given in section 2.4.  The filtering through IIR-filter of ଵܶଵሺݏሻ produced a displacement 

signal, ݀ሺݐሻ, which is the displacement contribution of the cutting force to the total displacement of 

the tool tip. The power spectral density of this signal is shown in Figure 2.4. In this vibration-

control approach signal, ݀ሺݐሻ, is regarded as narrowband; a feedback version of the filtered-x 

LMS-algorithm could therefore be used for tool-tip vibration control. Figure 2.5 shows that the 

probability distribution of the signal, ଵ݂ሺݐሻ, is a Gaussian process for the first 367500 samples but 

indicates a non-linearity during the two passes thereafter. This process non-linearity was observed 

to occur during different passes on three different lathes. No precise explanation of this 

phenomenon has as yet been found. It may be due to an interaction between the cutting parameters 

chosen and radial play on the spindle bearings. 

 

 

 

 

Figure 2.4:  Power spectral density of the tool-tip displacement signal due to cutting force. 
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Figure 2.5: Probability density estimate of cutting-force signal: First pass (solid line), second pass 

(dotted line), third pass (crossed line) – each pass is equivalent to 367500 samples at ܨ௦ ൌ
 .ݖܪ	15000

 
 
 

2.4.     MODELLING OF THE PASSIVE TOOL HOLDER 

 

The tool-holder structure and the inactive SSA, positioned as shown in Figure 2.1, constitute a 

passive structure. The vertical tool-tip displacement is here called DOF 1 (first degree of freedom) 

and the vertical displacement of the actuator tool-holder connecting point is called DOF 2 (second 

degree of freedom) as shown in Figure 2.5. DOF 2 was introduced because the self-sensing 

actuator senses only the displacement of DOF 2, from which the displacement which here needs to 

be controlled, i.e. DOF 1, can be constructed mathematically. The shown passive structure has 

several modes. A constant or an FIR filter with only a few coefficients is therefore not sufficient to 

model the transfer behaviour from forces as inputs to DOF 1 and DOF 2 as outputs.  

 

Modal models are therefore needed to model the passive tool-holder structure and incorporate its 

modes. The first model, ଵܶଵሺݏሻ, also mentioned in the previous section, is a model representing the 

contribution of the cutting force at the tool tip, ଵ݂ሺݐሻ, to the displacement that would occur at the 

tool tip, 	ݎଵሺݐሻ. The second model represents the contribution of the force at the actuator and 

structure's connecting point, ૛݂ሺݐሻ, to the displacement, ݎଵሺݐሻ, at the tool tip and is denoted as  
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ଵܶ૛ሺݏሻ. The third model is ૛ܶ૛ሺݏሻ. It is part of the term in (2.4) which is the contribution of the 

force,	 ૛݂ሺݐሻ, at the connecting point to the displacement of the connecting point, ݎଶሺݐሻ. Specifically 

in this part of the work, which is a simulation using a self-sensing actuator, ૛ܶ૛ሺݏሻ serves as a 

model in the contribution of ૛݂ሺݐሻ to the displacement,	ݎଶሺݐሻ, which is equivalent to what the self-

sensing actuator measures, as in (2.4). The displacements at each DOF, ݎଵሺݐሻ and ݎଶሺݐሻ, is caused 

by the joint influence of the two forces ଵ݂ሺݐሻ and ૛݂ሺݐሻ at these two points. So, two equations are 

necessary to model the displacements of DOF 1 and DOF 2 because of the forces at these two 

points. They are given as follows in the Laplace-domain: 

 

ܴଵ ൌ ଵܶଵሺݏሻܨଵ ൅ ଵܶଶሺݏሻܨଶ                                                   (2.3) 

 

ܴଶ ൌ ଶܶଵሺݏሻܨଵ ൅ ଶܶଶሺݏሻܨଶ .                                                 (2.4) 

 

because of symmetry ଶܶଵሺݏሻ ൌ ଵܶଶሺݏሻ. Three modal models are therefore needed to model the 

passive tool-holder structure and incorporate its modes.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.5: Tool holder and actuator with cutting and actuator forces. 

 

 

In the frequency domain, the relationship between displacement vector ࡾ and input force vector ࡲ 

may be described by the dynamic flexibility matrix as  

 

ࡾ ൌ ሾെ߱ଶࡹ ൅ ࡯݆߱ ൅ ࡲሿିଵࡷ ൌ  (2.5)                                    ࡲሺ߱ሻࢀ

f2(t) 
r2(t) 

r1(t) 
f1(t) 
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Actuator 

Tool holder 

Tool post 
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and with  ࢶ ൌ ሾ ത߮ଵ	, ത߮ଶ 	…		 ത߮ேሿ, where ത߮௜  is the orthonormal modal vector of the ݅th mode, using 

modal coordinates  

ࡾ ൌ ࢆࢶ ൌ ݃ܽ݅݀	ࢶ ൜
ଵ

൫ఠ೔
మିఠమାଶ௝క೔ఠ೔ఠ൯

ൠ			ࡲ்ࢶ	(2.6)                              .	

 

where ࢆ is a vector of modal coordinates and where ߱௜ is the natural frequency, and the constant ߦ௜ 

represents the viscous modal damping ratio of mode ݅ respectively. A modal damping ratio of ߦ௜ ൌ

0.01 (Preumont, 2002:20) has been used throughout. The frequency responses   ଵܶଵሺ݆߱ሻ, ଵܶଶሺ݆߱ሻ 

and ૛ܶ૛ሺ݆߱ሻ  are elements of the dynamic flexibility matrix 

 

ሺ߱ሻࢀ ൌ ∑ ఝഥ೔ఝഥ೔
೅

൫ఠ೔
మିఠమାଶ௝క೔ఠ೔	ఠ൯

ே
௜ୀଵ  .                                         (2.7) 

 

These modes were obtained from an eigenvalue extraction by means of the Lanczos method using 

MSC Nastran.  

 

The passive tool holder/actuator structure was modelled as a supported cantilever in MSC Patran 

by using hex-8 elements for the tool holder. In order to account for the SSA connected to the tool 

holder, a grounded spring and a point mass were modelled and added at the SSA's point of 

connection to the tool holder. The values for this point mass and spring stiffness were those 

specified in technical data for the Pst 500/10/15 VS 18 actuator (from Piezomechanik GmbH). 

 

The passive tool holder structure was modelled in MSC Patran as a cantilever supported by the 

SSA at an offset from the tool tip similarly to the configuration in Figure 2.5. The PTJNR-2020-

16A tool holder was modelled with 6312 hex-8 elements in a finite element method (FEM), such 

that the 20 ൈ 20	݉݉ cross section consisted of 10 ൈ 10 elements. Those nodes corresponding to 

the points of contact when clamped in the tool post of a Colchester Student lathe with 69.7	݉݉ 

overhang were constrained in all translational and rotational directions. In order to account for the 

SSA connected to the tool holder, a grounded spring and a point mass were modelled and added at 

the SSA's point of connection to the tool holder. With respect to this point of connection the 

overhang of the tool holder is 31.4	݉݉ . The point mass was obtained from 

 

݉ ൌ
௄ೌ

ሺଶగ௙ሻమ
                                                                    (2.8) 
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Where ܭ௔ and ݂ are the stiffness of 120	݇ܰ/݉݉ and resonance frequency of 27	݇ݖܪ, 

respectively, specified for the SSA. The values for this point mass and spring stiffness were those 

specified in technical data for the Pst 500/10/15 VS 18 actuator (from Piezomechanik GmbH). 

 

The clamping position of the tool holder as shown in Figure 2.1 is equivalent to the position when 

the cutting force was measured with the strain-gauged tool holder as described in the previous 

section. This position was at an increased distance from the tool tip to provide space for strain 

gauges. For the purposes of vibration control simulation, the same clamping position is used. 

However, the simulations are based on tool-tip displacement sensing that is done not by means of 

strain gauges but by means of a self-sensing actuator instead.  

 

Figures 2.6 to 2.8 show the FEM-calculated frequency response functions of the three models. The 

residuals, ߮௜ೕ߮௜೗, of the three modal models are given in Table 2.1 with the subscripts, j and l, 

referring to the respective DOF. These graphs as well as the residuals, from Table 2.1, indicate that 

modes above the chosen participating mode, Mode 2, have magnitudes less significant than the 

magnitude of Mode 2.  

 

 

Table 2.1: Natural frequencies and residual values of passive-structure models 

Mode ݅ ߱௜
ൗߨ2  [Hz]  ߮௜భ߮௜భ  of  ଵܶଵሺݖሻ ߮௜భ߮௜మ of ଵܶଶሺݖሻ  ߮௜మ߮௜మ of ଶܶଶሺݖሻ  

1  2859.6  0.0002  0.0002 0.0002 

2  4152.7 21.8427  6.1581 1.7361 

3  9764.6 12.8141  -1.4122 0.1556 

4 13735 2.8190  -0.7420 0.1953 

5 14412  4.3376  -1.5224 0.5343 
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Figure 2.6: Frequency response of tool-holder collocated cutting-force path. Cutting force is input 
and tool-tip displacement is output (1st five participating modes of which the first is invisible). 

 
 

 

Figure 2.7: Frequency response tool-holder forward path when actuator is passive.  Actuator force 
is input and tool-tip displacement is output (1st five participating modes of which the first is 

invisible). 
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Figure 2.8: Frequency response of passive tool-holder collocated actuator path with actuator force 
as input and actuator extension as output (1st five participating modes of which the first is 

invisible). 
 

 

2.5.     MODELLING OF THE ACTIVE TOOL HOLDER 

 

This section shows how the active actuator is incorporated into the structure with the relationship 

between the voltage applied to the actuator and the force generated by it, based on a derivation by 

Preumont (2002:58). 

 

If a voltage, ݑ, is applied to the actuator, its unconstrained extension is  

 

ߜ ൌ ݃௔(2.9)                                                                   ݑ 

 

where ݃௔ is the gain of the actuator, ݃௔ ൌ ݊	݀ଷଷ, with ݊ the numbers of layers in the stack actuator 

and ݀ଷଷ a piezoelectric constant in [m/V]. 

 

The piezoelectric load along a line of action coaxial with the actuator is considered in the same 

fashion as if it were a thermal load. It is computed as 
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௣݂ ൌ                       (2.10)                                                                   , ߜ௔ܭ

where ܭ௔ is the stiffness of the actuator. The actual load on the tool-holder structure at point 2, 

௘݂௟మሺݐሻ	will be proportional to the relative expansion, i.e. the elastic change in the length of the 

actuator. The elastic change in the length is the difference between the actual displacement of point 

  Therefore	ሻ.ݐሺݑ ,ሻ, for the given applied voltageݐሺߜ ,ሻ, and the unconstrained expansionݐଶሺݎ ,2

௘݂௟మሺݐሻ  is given as 

௘݂௟మሺݐሻ ൌ ሻݐଶሺݎ௔ሺܭ െ  ሻሻ                                                   (2.11)ݐሺߜ

 

If ௣݂ is handled in the same way as a thermal load, it can be made part of the stiffness force vector 

of the homogeneous equation of motion of the passive structure, so that the element of that vector 

corresponding to DOF 2 is equal to ௘݂௟మሺݐሻ.		If the ௣݂ term of ௘݂௟మሺݐሻ is then brought to the right-

hand side of the initially homogeneous equation of motion for the passive structure, the equation of 

motion then becomes 

ࡹ ሷ࢘ ൅ ࡯ ሶ࢘ ൅ ࢘ࡷ ൌ  (2.12)                                                          ࢌ

 

where ௣݂ is an element of the force vector ࢌ  and ࡯ ,ࡹ and ࡷ are the mass, damping and stiffness 

matrices respectively of the passive structure, which in this way also incorporate the mass of the 

actuator and its stiffness ܭ௔. When substituting ݎଶሺݐሻ in (2.11) with modal coordinates, one obtains 

 

௘݂௟మሺݐሻ ൌ ∑௔൫ܭ ሻݐ௜ሺݖ
ே
௜ୀଵ ߮௜మ െ ݃௔ݑ൯                                          (2.13) 

 

From (2.6) one can see that the modal coordinates, iz , in the frequency domain are 

 

ሺ߱ሻࢆ ൌ ݀݅ܽ݃ ൜
ଵ

ఠ೔
మିఠమାଶ௝క೔ఠ೔	ఠ

ൠࡲ்ࢶሺ߱ሻ                                    (2.14) 

 

For the ݅′th mode, (2.14) becomes 

 

ܼ௜ሺ߱ሻ ൌ 	
ଵ

൫ఠ೔
మିఠమାଶ௝క೔ఠ೔	ఠ൯

∑ ߮௜௟
ே೏೚೑
௟ୀଵ   ௟ሺ߱ሻ                                 (2.15)ܨ

                         

where ௗܰ௢௙ is the number of degrees of freedom. Then for ܨ௟ሺ߱ሻ ൌ 0			∀		݈ ്  ௜ሺ߱ሻ becomesܼ ,݌
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ܼ௜ሺ߱ሻ ൌ 	 ൬
ఝ೔೛

ఠ೔
మିఠమାଶ௝క೔ఠ೔	ఠ

൰  ௣ሺ߱ሻ                                       (2.16)ܨ

 

In order to derive a relationship between the applied actuator voltage, ܷሺ߱ሻ, and the force, 

 ௘௟మሺ߱ሻ, exerted by the actuator on the structure at point 2, (2.13) becomesܨ

 

ி೐೗మ
௎

ൌ ௔ܭ ቀ∑
௓೔ఝ೔మ
௎

െ ݃௔
ே
௜ୀଵ ቁ                                             (2.17)  

 

Substituting the modal coordinates ܼ௜ of (2.15), and using ܨ௣ሺ߱ሻ as the excitation at point 2, (2.17) 

becomes 

ி೐೗మ
௎

ൌ ௔ܭ ൬∑
ఝ೔మఝ೔మி೛

൫ఠ೔
మିఠమାଶ௝క೔ఠ೔	ఠ൯௎

െ ݃௔
ே
௜ୀଵ ൰                                (2.18) 

 

Replacing ܷ on the right-hand side of (2.18), 

 

ி೐೗మ
௎

ൌ ௔ܭ ൬∑
ఝ೔మ
మ ி೛௄ೌ௚ೌ

൫ఠ೔
మିఠమାଶ௝క೔ఠ೔	ఠ൯ி೛

െ ݃௔
ே
௜ୀଵ ൰ ,                             (2.19) 

 

and simplifying (2.19), the transfer function from ܷሺ߱ሻ to ܨ௘௟మሺ߱ሻ becomes  

 

ி೐೗మ
௎

ൌ ௔݃௔ܭ ൬∑
ఝ೔మ
మ

൫ఠ೔
మିఠమାଶ௝క೔ఠ೔	ఠ൯

௔ܭ െ
ே
௜ୀଵ 1൰ ൌ ௔݃௔ሺܭ ଶܶଶሺ߱ሻ െ 1ሻ ൌ ௔݃௔ܭ ௔ܶሺ߱ሻ,  (2.20) 

 

where  ܨଶ ൌ ௘௟మܨ . 

 

 

2.6.     THE CONTROL METHOD  

 

By means of the zero-order-hold all the s-domain transfer functions, ࢀ૚૚ሺ࢙ሻ, ࢀ૚૛ሺ࢙ሻ, ࢀ૛૛ሺ࢙ሻ and 

 ,૚૚ሺ࢙ሻࢀ  ሺ࢙ሻ  were converted to discrete filters in the z-domain and subsequently used as suchࢇࢀ

 ሺ࢙ሻ  are proper transfer functions of which inversions are not realizable. Butࢇࢀ ૛૛ሺ࢙ሻ andࢀ ,૚૛ሺ࢙ሻࢀ

because the discrete versions of these models and inversions of some of them had to be used as part 

of the control algorithm they were inverted by incorporating their numerators in an all-pole IIR-

filter and their denominators in an all-zero FIR-filter.   
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In this section, lower-case bold symbols are used for the vectors that represent sample sequences. 

All the subscripts ݇  in this section, indicates a sample sequence of a signal at time ݐ௞ .  

 

Proceeding with the model of the previous section, i.e. the tool holder supported by the passive 

actuator, Figure 2.9 shows how the transfer behaviour of the passive structure is accounted for in 

the simulation of the control system. That part of the block diagram surrounded by the dashed line 

constitutes the plant and the SSA, as represented during simulation. In the simulation used in this 

work, the plant and the SSA are represented by filters as shown in Figure 2.9. In this control system 

the plant is simulated with the path from the voltage, ࢛௞
ᇱ , applied as a control input into the actuator 

and the tool-tip displacement, ࢟௞ , induced by the actuator as the plant output. The voltage, ࢜௦	௞ , is 

the voltage sensed by the SSA as a result of the displacement along DOF 2. The tool-tip 

displacement due to the cutting force, ࢌଵ	௞, is represented here by  ࢊ௞ and the resulting tool-tip 

displacement is denoted by  ࢋ௞ ൌ ࢘ଵ	௞. The simulation of the voltage sensed by the SSA, ࢜௦	௞, due 

to the total displacement of the tool tip, ࢋ௞ , i.e. the sensing path, is that part of the block diagram 

lying between  ࢋ௞  and  ࢜௦	௞. 

 

௔ܶሺݖሻ in the forward path, i.e. the plant, induces a behaviour which is initially divergent and finally 

convergent in its step response. Since the poles and zeros of  ௔ܶሺݖሻ are located inside the unit-circle 

of the z-plane, one can apply pole-zero cancellation of ௔ܶሺݖሻ in the controller, which is that part in 

Figure 2.9 outside the dashed line. ௖ܶሺݖሻ ൌ ௔ܶ
ିଵሺݖሻ is therefore used in the controller to 

compensate for ௔ܶሺݖሻ which induces the abovementioned divergent/convergent behaviour. 

 

ଵܶଶሺݖሻ is a simulation of the plant since its input is the actuator force, ࢌଶ	௞, and the tool-tip 

displacement, ࢟௞, is its output. The displacement at point 2 (see Figure 2.5) is simulated by using 

(2.3) and (2.4) and solving for ࢘ଶ	௞. This displacement is due to the forces to which the structure, 

including the structural effects of the actuator, is subjected during the turning process. The voltage 

sensed by the SSA,	 ࢜௦	௞ , at point 2 is  

 

࢜௦	௞ ൌ െܼ௠ሺݖሻ࢘ࢨଶ	௞ ൌ  ௞                                                  (2.21)	௠࢘ଶܭ

 

where  ࢓ࢆሺࢠሻ represents the sensing circuit and ࢨ describes the SSA parameters according to the 

notation used by Anderson et al. (1994). The latter two are furthermore accommodated in the 

constant gain, ࢓ࡷ , since all complex variables cancel out when the impedances appearing in the 

sensing circuit are assumed to consist of capacitors only. 
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Figure 2.9: Block diagram of the tool vibration control system. 

 

Operations exactly opposite to those in the simulation of  ࢘ଶ	௞ are then done on ࢜௦	௞ in order to 

recover the error, ࢋ௞, which is needed to compute the coefficients of the adaptive filter ࢃሺݖሻ.  This 

section describes how this computation is done.  

 

The model of the passive structure's forward path between a force input at the actuator position and 

its contribution to the total displacement of the tool tip as output, has poles and zeros and is given 

as.                                       

ଵܶଶሺݖሻ ൌ
஼ሺ௭ሻ

ଵିீሺ௭ሻ
ൌ

∑ ௖೔௭ష೔
ಽ಴షభ
೔సబ

ቀଵି∑ ௚ೕ௭షೕ
ಽಸ
ೕసభ ቁ

                                          (2.22) 

where ܥܮ and ܩܮare filter lengths. 

 

The transfer function of the passive structure with the force and the displacement at the actuator 

connection point as the collocated input and output respectively, has the same form as in equation 

(2.22) above, and is given as 

ଶܶଶሺݖሻ ൌ
௉ሺ௭ሻ

ଵିுሺ௭ሻ
ൌ

∑ ௣೔௭ష೔
ಽುషభ
೔సబ

ቀଵି∑ ௛ೕ௭షೕ
ಽಹ
ೕసభ ቁ

.                                        (2.23) 

 

where ܲܮ and ܪܮ are filter lengths again. 
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The error, ࢋ௞, which is the resulting displacement of the tool tip in the direction of the cutting 

force, is given as 

௞ࢋ ൌ ࢟௞ ൅  ௞.                                                     (2.24)ࢊ

 

In order to obtain the plant output, ࢟௞, a force input from the actuator, ࢌଶ	௞, is given to the plant, 

ଵܶଶሺݖሻ. When replacing ky in (2.24) by 

࢟௞ ൌ ଵܶଶሺݖሻࢌଶ௞,                                                 (2.25) 

 

 ௞  is obtained with a dependency on the control input, ࢛௞, asࢋ

 

	௞ࢋ      ൌ ௔݃௔ܭ		 ଵܶଶሺݖሻ࢛௞ ൅  ௞.                                       (2.26)ࢊ

 

This is the error, i.e. the resultant displacement of the tool tip. For the sake of simplicity in this 

section, it is assumed that ௖ܶሺݖሻ ൌ ௔ܶ
ିଵሺݖሻ so that ௖ܶሺݖሻ and ௔ܶሺݖሻ are perfectly cancelled. To 

prevent the poles of the passive tool-holder structure from participating in the error signal, the 

error, ࢋ௞, is pre-filtered with the poles of ଵܶଶሺݖሻ. The new error, ࢋ௞
ᇱ , becomes 

 

௞ࢋ
ᇱ
	 ൌ ൫1 െ ௞ࢋሻ൯ݖሺܩ 	ൌ ሻ࢛௞ݖሺܥ௔݃௔ܭ ൅ ൫1 െ  ௞.                        (2.27)ࢊሻ൯ݖሺܩ

 

The minimization of ࢋ௞
ᇱ  can be done by finding the coefficients, ݓ௜, of the adaptive FIR-filter, that 

minimize the expected value of the squared error, expressed as the cost function 

 

௜ሻݓሺܬ ൌ ௞ࢋൣܧ
ᇱ ௞ࢋ

ᇱ்൧ .                                                   (2.28) 

 

This search for coefficients,	ݓ௜, occurs along the direction of the negative gradient, 

 

డ௃

డ࢝ೖ
ൌ ௞ࢋ2

ᇱ డࢋೖ
ᇲ

డ࢝ೖ
 ,                                                       (2.29) 

 

towards the minima of the quadratic error surface, also known as performance surface. The 

coefficients,	ݓ௜, are updated for each time-step, using 

 

࢝௞ାଵ ൌ ࢝௞ െ ߤ
డ௃

డ࢝ೖ
 .                                                 (2.30) 
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Since  

࢛௞ ൌ ܹሺݖሻ࢞௞ ൌ ∑ ௜࢞௞ି௜ݓ
௅ௐିଵ
௜ୀ଴  ,                                      (2.31) 

 

with ܹܮ the adaptive filter length, the derivative term in the above equation is determined from 

 

డ௘ೖ
ᇲ

డ࢝ೖ
ൌ ௔݃௔ܭ ∑ ܿ௜ݔ௞ି௜

௅஼ିଵ
௜ୀ଴  ,                                            (2.32) 

 

which is the reference signal, ࢞௞, filtered. 

 

Inserting the corresponding terms, the final updating (2.30) for the adaptive filter coefficients 

become 

࢝௞ାଵ ൌ ࢝௞ െ ௞݁ߙ
ᇱ  ሻ࢞௞ ,                                     (2.33)ݖሺܥ௔݃௔ܭ

where ߙ ൌ  is a convergence coefficient, computed as in Elliott (2001:78,82) as ߤ2

ߙ ൌ
ఈ෥

ூ࢞ೖ
ᇲ మതതതതത .                                                          (2.34) 

Here ࢞௞
ᇱ ଶതതതതത is the mean-square of the filtered reference signal, ࢞௞

ᇱ , as indicated in Figure 2.9, and ܮ 

represents the number of adaptive filter coefficients and 

 

0 ൏ ෤ߙ 	൏ 2.                                                        (2.35) 

 

One advantage of the LMS algorithm is that the terms in the cost function, such as the term due to 

the disturbance by the cutting force, which are not dependent on the adaptive filter weights, vanish 

in the gradient. 

 

 

2.7. SIMULATION RESULTS  

 

It was found that if the poles and zeros of the compensator, ௖ܶሺݖሻ, are not accurately placed, 

i.e.	 ௖ܶሺݖሻ ൎ ௔ܶ
ିଵሺݖሻ and their real and imaginary parts are 10% closer to the origin in the z-plane, 

an even better vibration control can be obtained. The simulations discussed in this section were 

therefore done under the above-mentioned conditions. 
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Simulations were performed with the SSA in two different positions: 

 

Position A:  The SSA is connected at the bottom surface of the tool holder at an offset from the 

tool-holder tip. 

Position B: The SSA is connected at the bottom surface at the tip of the tool holder.  

 

Initially a sampling frequency of ܨ௦ ൌ  was considered for the simulation of the vibration ݖܪ45݇

control system. With the SSA at position A, the percentage reduction of the displacement r.m.s. of 

the tool tip was only 88%. It is interesting to note that in order to increase the performance of the 

vibration control by decreasing the frequency of the participating modes, a mass of approximately 

0.57	݇݃ would have to be added to the tool holder close to its tip. This would increase the overall 

reduction performance of the tool-tip vibration r.m.s. by 7%. It is, however, more appropriate to 

increase the sampling frequency of the vibration control system to ܨ௦ ൌ  The reason for .ݖܪ90݇

choosing this sampling frequency is to enable the control system to function more accurately due to 

more accurate models. The improved accuracy results from a shorter one-sample-delay which is 

introduced by the zero-order-hold when the models are converted from the continuous s-domain to 

the discrete z-domain. The choice of the above-mentioned two sampling frequencies was based on 

the commonly used guideline for the implementation of digital control systems, where ߱௦ ൌ

௦ܨߨ2 ൐ 10߱௕. Here ߱௕ is the bandwidth of the closed-loop control system. In the control system, 

as used in this work, the bandwidth was taken to be equivalent to the highest participating mode, 

i.e. mode 2. Thus the lower bound for ߱௦ is 10	߱௕ but at ߱௦ ൌ 20߱௕,  ܶሺݏሻ ൎ ܶሺݖሻ. This can be 

seen by inspection of the bode plots of ܶሺݏሻ and ܶሺݖሻ respectively. In Seborg et al. (1989) it can 

furthermore be seen that  

lim
ೞ்→଴

ሻݖሻܶሺݖሺܪ ൌ ܶሺݏሻ ,                                                        (2.36)  

                         

where ܶሺݏሻ is the sampling time and 

 

ሻݏሺܪ ൌ
ଵି௘షೞ೅ೞ

௦
                                                                 (2.37) 

is the zero-order hold.  

 

Figures 2.10 and 2.12 show the tool-tip displacements as the uncontrolled vibrations, ݀ሺݐሻ, and the 

controlled vibrations,	݁ሺݐሻ, in the form of a time domain plot for the actuator in positions A and B 

respectively. The power spectral densities for case A and B are shown in Figures 2.11 and 2.13 
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respectively. Table 2.2 shows the percentage reductions of the displacement r.m.s. values for the 

resulting motion of the tool tip, ݁ሺݐሻ, with the SSA in the above-mentioned two positions. The 

results indicate that the percentage reduction of displacement r.m.s. with the SSA in position A is 

higher than with the actuator in position B. When looking at the overall reduction, however, i.e. 

from the displacement r.m.s. with the passive SSA at position A to the displacement r.m.s. with the 

active SSA at position B, one can see that the reduction with the actuator in position B is higher 

than with the actuator in position A. When the actuator is in position B, therefore, the vibrations are 

reduced by a combination of the increased stiffness of the passive structure and the active vibration 

control. This shows that although having the SSA at position B is more effective in reducing the 

overall vibration, the SSA at position A would be a more practical way to control tool vibrations 

because it is out of the way of the tip where the cutting takes place. 

 

Back to Figures 2.10 and 2.12 it is clear that they show the overall higher reduction in tool tip 

displacement with the SSA passive at A to the displacement with the SSA active at B. 

 

 

 

Figure 2.10: Cutting-force-induced vibrations, ݀ሺݐሻ, and resultant vibrations, ݁ሺݐሻ , with SSA 
below the tool holder at an offset from the tool tip (position A). 
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Figure 2.10: PSD of cutting-force-induced vibrations, ݀ሺݐሻ, and resultant vibrations, ݁ሺݐሻ , with 
SSA below the tool holder at an offset from the tool tip (position A). 

 

 

Figure 2.11: Cutting-force-induced vibrations, ݀ሺݐሻ, and resultant vibrations, ݁ሺݐሻ, with SSA 
below the tool holder and tool tip (position B). 
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Figure 2.12: PSD of cutting-force-induced vibrations, ݀ሺݐሻ, and resultant vibrations, ݁ሺݐሻ , with 
SSA below the tool holder and tool tip (position B). 

 
 

Table 2.2: Percentage reduction of displacement r.m.s., from ݀ሺݐሻ to ݁ሺݐሻ, after 0.0111 secs.  

 ݀ሺݐሻሾ݉ሿ 

 

݁ሺݐሻሾ݉ሿ Percentage 

reduction 

State of SSA passive active 

SSA at position A 1.62 × 10-4 1.18 × 10-5 93% 

SSA at position B 8.04 × 10-5 8.54 × 10-6  89% 

 

 

2.8.     LIMITATIONS 

 

Resulting from the structural model and the control system chosen, there are two main limitations 

to this concept. 
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 While the system is expected not to be limited to the cutting of specific work piece shapes 

or materials, it is assumed that a specific tool post, tool holder and insert is used in a 

single-point turning process and that the clamping conditions are repeatable.  

 The unique feature of this self-sensing concept compared to conventional control with 

direct measurement of the plant output, is that here the plant output has to be recovered 

from a signal picked up by the SSA. This is done, by using models of the structure. The 

accuracy of the recovered plant output thus depends on the accuracy of the models. The 

results obtained in this simulation are expected to be the best possible results obtainable in 

practice since the models used for plant output recovery are identical to the models 

representing the plant. 

 

 

 

2.9.     CONCLUSION 

 

It has been shown through simulation that the concept of a self-sensing actuator (SSA) can be 

applied to the turning process. IIR-filters were used in the simulation of the tool vibration control 

system to represent the discrete transfer functions of the passive tool-holder structure. The stability 

requirements for the use of IIR-filters in the mechanical structure of the control system had to be 

met by using the known principle of pre-filtering of the error signal with the poles of the structure. 

It has been shown that the position of the SSA plays a significant role in the performance of the 

control system and that a displacement r.m.s. reduction of 93% is possible with the SSA in a 

practical position at an increased offset from the tool tip. One could argue that given that estimates 

of the plant were perfect the simulation results should be perfect also. However the disturbance, i.e. 

the tool vibrations, is random and therefore non-deterministic. This means they cannot be predicted 

with 100 % precision. Another point is that, as mentioned in section 1.1.3 in the previous chapter 

turning process tool vibration are non-stationary the adaptive filter coefficients must be updated 

each sample and can’t converge to constitute an optimal filter (Elliott, 2001:77). 
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CHAPTER 3 

 
 

COMPARING ORTHOGONAL FORCE AND UNIDIRECTIONAL 
STRAIN COMPONENT PROCESSING FOR TOOL CONDITION 
MONITORING  
 
 

3.1.     INTRODUCTION 

 

This chapter gives an evaluation of the potential sensing capabilities that lie in a self-sensing 

actuator. While in the previous chapter the focus was on its ability to be used in the structural 

conditions of a turning process as feedback signal for tool vibration control the focus is here 

directed at its usefulness in tool condition monitoring (TCM). The main contents of this 

chapter consist of the paper by Freyer, Heyns & Theron (2014). 

 

In harsh machining circumstances tool condition monitoring sensors may have to be 

embedded or semi-embedded in a tool holder in such a way that they do not interfere with the 

cutting process. A single axis sensor might then only be able to provide a signal, which is a 

linear combination of the orthogonal cutting force components. An example of such an 

application would be a piezoelectric self-sensing actuator (SSA) used as a sensor and an 

actuator simultaneously in the active control of vibrations. The signal from the SSA, which is 

the feedback signal for the vibration control system, could be made available for TCM while 

simultaneously playing a role in tool vibration control. 

 

In TCM the measurement of its orthogonal components often provides the necessary cutting 

force information as can be found in the work of Jemielniak et al. (1989), Purushothaman  

(2010) and Sharma, Sharma, &  Sharma. (2008). This part of the work however compares 

TCM based on orthogonal forces to the one based on measurement of only the unidirectional 

strain signal. An opportunity for the application of the latter comes with the implementation 

of the SSA concept in turning processes. The SSA senses the strain caused by a linear 

combination of the orthogonal cutting force components. With a single-stack SSA it is 

possible to sense only the unidirectional strain it experiences, so that only the joint effect of 

the tangential, feed and thrust components of the cutting force can be exploited in TCM and 

not the effect of the individual components.  
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The main topic explored in this chapter is the feasibility of a monitoring system. This system  

makes use of a signal, which is a linear combination of the cutting force components. It is 

compared to a reference case, which is a system using signals of the individual orthogonal 

force components themselves. The focus is therefore on the comparison of two different cases 

of input signals to the monitoring systems used for the same TCM algorithm in each case. The 

focus is therefore not on the TCM algorithm itself, since the latter is already known in 

literature (Scheffer,  Kratz,  Heyns & Klocke, 2003; Sick, 2002). Part of the objective for this 

work was to use typical rather tool holder models which would be validated against real tool 

holders. For this work is it an objective this part of the study is also a step towards the 

implementation of a SSA-based TCM system. The main question pertaining to this 

monitoring problem is whether the difference in performance between the proposed way of 

monitoring and the reference case is sufficiently small to justify implementation of such a 

monitoring system. 

 

Neural networks (NN) are commonly used for TCM (Scheffer et al., 2003; Liu et al., 1998). 

In the case of Liu et al. (1998) it is argued that their particular NN algorithm is dependent on 

the robustness and practicality of cutting-force sensors. This is an argument assumed here to 

be applicable to all NN-type TCM algorithms. This argument favours an investigation into 

monitoring done with a piezoelectric transducer, semi-embedded underneath the tool holder. 

The research on the simultaneous monitoring of tool condition and vibration control 

capabilities may improve the versatility of the tool holder and may also pave the way for a 

fully embedded transducer. This could mean almost eliminating its interference with the 

performance of the tool, which is important in this context as Lundholm, Yngen &  Lindström 

(1988) have put it. 

 

Literature reports on various measurement systems, depending on the type of measured 

variable for TCM. When cutting force is the measured variable for TCM, it is often acquired 

by means of dynamometers (Bahre et al., 1992:65; Seah, Li & Lee, 1995; Audy, 1992). 

Others have used accelerometers to measure tool vibration (Bonifacio et al., 1994; Abouletta 

et al., 2001) whereas methods based on strain gauges are used for measuring either cutting 

forces as in Scheffer et al. (2003) or vibrations as in Li & Ulsoy (1999). Papers by Cho et al. 

(1999) as well as Sick (2002) show that cutting force is the process variable that is most 

commonly used for tool wear monitoring. It was therefore decided to measure cutting forces 

using a strain gauge instrumented tool holder.  
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The signals sensed with the strain gauge instrumented tool holder were converted into the 

dynamic force acting at the tool tip. In aid of this conversion was a modal state space model 

of this tool holder. A Laplace domain model of the tool holder for use with the SSA supplied 

the parameters when the dynamic force signal was filtered to simulate the correct strain signal 

that would be measured by the SSA. 

 

Work by Sick (2002), Scheffer et al. (2003), Choudhury et al.(2003) as well as Liu et al. 

(1998) was used as the basis for the tool wear-monitoring aspects pertaining to the use of 

NNs. The use of wavelet packet analysis for the computation of tool wear sensitive features 

was adopted from Wu and Du (1996) and Pal, Heyns, Freyer, Theron & Pal (2011). In 

chapter 2 vibration control in a turning process using an SSA was already suggested (Freyer 

et al., 2008). This chapter however discusses how a linear combination of the force 

components is associated with their use in TCM. 

 

The following section shows how the force component, to be used for the SSA involved 

TCM, can be reconstructed from signals of a strain gauge instrumented tool holder. The 

content of the section on data acquisition, describes an experiment conducted to obtain data 

on cutting forces and flank wear. The sections on feature selection and data-processing 

methods then follow with the latter, containing the artificial intelligence basis of the TCM. A 

statistical presentation of the results is then given in the next section. This means that the 

actual signal processing for TCM purposes is only contained in the section on data-

processing, while the preceding sections describe measurements and modelling performed to 

provide the data for this investigation, however as mentioned above the objective of this 

investigation is a comparison of TCM based on orthogonal versus unidirectional sensed 

signals. 

 

 

3.2.    RECONSTRUCTUION OF UNIDIRECTIONAL SENSED STRAIN SIGNAL  

 

3.2.1.   Modelling problem definition  

 

The SSA tool holder configuration shown in Figure 3.1 represents the configuration 

considered here for investigating the concept of simultaneous tool vibration control and TCM. 

It must be remarked however that this configuration could not be used in the implementation  
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of the control system later discussed in Chapter 4. This is because Chapter 4 as the final main 

chapter indicates how far this work could progress given the time constraints on the project.  

 

The signals that are normally desired for TCM purposes are the components, ଵ݂௫, ଵ݂௬ and ଵ݂௭ 

of the cutting force ࢌଵ, acting at node 1, as shown in Figure 3.1. However, the SSA can only 

sense its own axial strain, which results from the external forces and also the voltage applied 

to it as elaborated in Anderson et al. (1994). The displacements ݑଵ௫ሺݐሻ and ݑଶ௭ሺݐሻ of the tool 

holder in Figure 3.1 are a result of all the forces acting on this structure, namely the 

components of ࢌଵ and ࢌଶ ൌ ଶ݂௭. Due to the voltage that would normally be applied to the 

SSA it exerts the actuation force ଶ݂௭ on the tool holder at node 2, as indicated in Figure 3.1. It 

is assumed that there is no displacement at node 3 and that the SSA can therefore be assumed 

being grounded at this node. In the Laplace domain, ݑଵ௫ሺݐሻ and ݑଶ௭ሺݐሻ can be represented by 

the following relationships:  

 

ۏ
ێ
ێ
ێ
ۍ ଵܷ௫
⋮
ܷଶ௭
⋮
௡ܸ௭ ے
ۑ
ۑ
ۑ
ې

ൌ

ۏ
ێ
ێ
ێ
ێ
ۍ

	

ଵܶ௫ଵ௫ ݕ1ݔ1ܶ ݖ1ݔ1ܶ … ݖ2ݔ1ܶ … ݖ݉ݖ1ܹ

⋮ ⋮ ⋮ ⋱ ⋮ ⋱ ⋮
ݔ1ݖ2ܶ ݕ1ݖ2ܶ ݖ1ݖ2ܶ … ݖ2ݖ2ܶ … ଶܹ௭௠௭

⋮ ⋮ ⋮ ⋱ ⋮ ⋱ ⋮
௡ܶ௭ଵ௫ ݕ1ݖ݊ܶ … … … … ௡ܹ௭௠௭

									

ے
ۑ
ۑ
ۑ
ۑ
ې

ۏ
ێ
ێ
ێ
ێ
ێ
ۍ
ଵ௫ܨ
ଵ௬ܨ
ଵ௭ܨ
⋮
ଶ௭ܨ
⋮

ے௡௭ܯ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

               (3.1) 

   

where models ௜ܶ௩௝௪ represent force ܨ௝௪ to translation ௜ܷ௩  transfer functions and ௜ܹ௩௝௪  

represent moment ܯ௝௪  to torsion ௜ܸ௩ transfer functions. Their subscripts ݅  and ݆ refer to the 

nodes of output and input respectively. Subscripts ݒ and ݓ refer to the x-, y- or z-axis of the 

corresponding output displacement and input force respectively. It is here dealt with the 

influence of ࢌଵሺݐሻ on ݑଶ௭ሺݐሻ only i.e. with the SSA as a passive element of the tool holder 

structure. With ଶ݂௭ ് 0, the SSA would be active. From (3.1) only displacements ଵܷ௫ and ܷଶ௭ 

will henceforth be considered. The displacements and rotations at the remaining nodes will be 

discarded.  

 

A model of the Mitsubishi DTGNR 2525 M16-type tool holder was created in MD Patran. 

This tool holder with the SSA support brackets (Figures 3.1 and 3.2), are modelled as one 

solid part. It was meshed with 91361 tet10 elements, which had edge lengths of typically 

2 mm. The SSA was modelled as a 1-D bar with a mechanical stiffness ܭ௔ equal to that of the 

Piezomechanik GmbH-type PSt 500/10/15 VS 18 piezoelectric stack actuator. 
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In this part of the work ࢌଵሺݐሻ has been determined from signals sensed by tool holder 

equipped with strain gauges as shown in Figure 3.3.  How the force ࢌଵሺݐሻ is reconstructed 

from the strain gauge signal is described in the following section.  

 

The strain gauges of the half bridges had a length of 3	݉݉ and of 6	݉݉ in the full bridge, 

which make measurement at least up to frequencies such as 20	݇ݖܪ possible according to a 

relationship between peak strain and frequency for a certain gauge length. The paper of 

Swantek, Wicks & Wilson (2001) contains such a relationship. 

 

The tool holder in Figures 3.3 and 3.4 a Seco PTJNR-2020-16A, was modelled as a cantilever 

clamped as shown in Figure 3.5. It was modeled with 6312 hex-8 elements in a finite element 

method (FEM), such that the cross section of 20 × 20 mm consisted of 10 × 10 elements. The 

tool holder had an overhang of 69.7	݉݉ and those nodes corresponding to the points of 

contact when clamped in a tool post of a Colchester Student lathe were constrained in 

directions of translation and rotation. The strain gauge protection as well as weight of cabling 

in a conduit was modelled as a point mass ݉௣௠ ൌ 0.58196	݇݃  located at the centre of this 

protection. The reason for this particular value lies in the requirement to set the frequency of 

the first bending mode of the model equal to the equivalent frequency observed on the real 

strain gauge instrumented tool holder. This setting was done by adjustment of ݉௣௠.  

 

Figure 3.1: Tool holder and SSA with degrees of freedom indicated 
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Figure 3.2: FE model of Mitsubishi DTGNR 2525 M16-type tool holder and SSA  

 

 

 

 

Figure 3.3 : Strain gauge (SG) instrumented Seco PTJNR-2020-16A tool holder with SG1 
dark-gray, SG2 light-gray and SG3 gray. 
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Figure 3.4 : FE model of strain gauge (SG) instrumented Seco PTJNR-2020-16A  tool holder 
with light blue markers for constrained nodes where it’s clamped. 

 

 

The strain gauge half bridges were placed at a position where sufficient strain due to bending 

could be sensed. In order to let this bending happen an abnormally long overhang of the tool 

holder was chosen.  

 

 

Figure 3.5: Strain gauge instrumented tool holder as clamped 
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Figure 3.6: Frequency response from strain gauge instrumented tool holder when clamped 
with force and displacement at tool tip as input and output respectively. 

 

 

To be able to reconstruct the dynamic force at the tool tip one only has the modal properties 

of the tool holder and measurements of three strain gauge bridges. In order to have a model 

linking displacement to input force and with the absence of mass stiffness and damping 

matrices, it is convenient to work in the modal domain and then also with some input-output 

(I/O) model of which one can transform the output to a variable with physical meaning. 

 

Without two operations, one being an I/O model having forces as input and modal 

coordinates, as output and successive transformation from modal to physical coordinates the 

modelling problem would be more complicated. An I/O model however can be formulated to 

make the required variable accessible at the output, e.g. in state space formulation, as given in 

Balmés & Leclère (2003). Even though only 3 inputs and outputs are required in this part of 

the work the latter is a manageable type of a multivariable model and has advantages over e.g. 

Laplace domain models especially for higher numbers of I/O variables. 

 

A reconstruction of  ଵ݂ሺݐሻ from the available strain gauge measurement was therefore done by 

means of a multi-input-multi-output (MIMO) state space formulation of the structural 

dynamics in the modal domain. Even though a model in the modal domain, physical 

displacements become accessible at the output by means of a transformation. Likewise strains  
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can be made accessible by means of transformation with a strain eigenvector. Its relationship 

with displacement modes is shown in the following subsection. 

 

 

3.2.2.  Modeling problem description 

 

The following symbols are among those used for the formulation of a model, which has strain 

measurements as inputs and dynamic force components at the tool tip as outputs. 

 

 ݆ ௝:  modal coordinate corresponding to mode݌

௝݌
ఌ:  strain modal coordinate corresponding to mode ݆  

࢞ :  ݊ ൈ ݈ physical coordinate, such that ࢞ ൌ  ࢖	ࢶ

࢛ :  ݊ ൈ ݈ displacement vector  

࢘ :  ݊ ൈ ݈ position vector 

 strain tensor  : ࢿ

݊  : ࢶ ൈ ݉ modal matrix with displacement eigenvectors as columns, ݊ DOFs 

and ݉ modes 

ࣘ௝:  ݆’th normal mode of the system 

߶௝௜:    ݅’th entry of ݆’th normal mode of the system 

࣒௝:  strain eigenvector tensor for mode ݆ 

߰௝௞௟:  component ሺ݇, ݈ሻ of strain eigenvector tensor for mode ݆ 

ଶࢹ   :ଶࢹ ൌ ݀݅ܽ݃൫࣓௜
ଶ൯,			݅ ൌ 1,2, …݉, where ݉ is the number of modes 

ࢣ     :ࢣ ൌ ૛ࢹࣈ  where   ࣈ ൌ ݀݅ܽ݃ሺߦ௜ሻ,			݅ ൌ 1,2, …݉  

 ௌଶ: vector of three Laplace domain strain outputs at selected DOFs,  set  ܵ2 ofࡱ

DOFs 

 ௌଵ vector of three Laplace domain input force components for translation DOFsࡲ

at tool tip, set ܵ1 of DOFs  

݊  : ࢈ ൈ 3 locating matrix with ܾ௜௝ ൌ 1,  for translation DOFs at tool tip, set ܵ1 of 

DOFs 

3 : ࢉ ൈ ݊ locating matrix with ܿ௜௝ ൌ 1 at DOFs  for selected outputs, set ܵ2 of 

DOFs 

 ௜ is the viscous modal damping and ߱௜ the natural frequency at mode ݅. For the first fiveߦ

modes the damping has been determined from the percentage overshoot (Dorf & Bishop, 

2005:251) of the tool tip at each mode during a sudden release test of the tool holder in Figure 
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 ଷ have been determined as 0.4468, 0.4605, and 0.4076 while ߱ଵ to ߱ଷ wereߦ ଵ toߦ .3.3

found at 1978	2100 ,ݖܪ	ݖܪ and 4169	ݖܪ from FEM software MD Nastran, where ߱ଶ 

corresponds to the first bending mode of this tool holder around the y-axis. The bending mode 

is also shown in the frequency response function of Figure 3.4. Since the eigenvectors are 

produced in a normal mode solution type in Nastran we can write the following state-space 

representation of our normal mode model: 

 

൜
ሶ࢖
ሷ࢖ ൠ ൌ ቂ ૙ ࡵ

െࢹ૛ െࢣ
ቃ ቄ
࢖
ሶ࢖ ቅ ൅ ቂ ૙

࢈ࢀࢶ
ቃ ሼࢌሺݐሻሽ                                        (3.2a) 

 

ሼ࢛ሺݐሻሽ ൌ ሾࢶࢉ ૙ሿ ቄ
࢖
ሶ࢖ ቅ                                                          (3.2b) 

 

Our problem is as follows. In (3.2) we have three time-varying input force components at 

three DOFs of the tool tip and three time varying displacements at the output ࢛ሺݐሻ. Pisoni, 

Santolini, Hauf & Dubowsky (1995) show that from the relationship of the strain tensor at 

each position to the displacements in the structure, 
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ଵ

ଶ
൬డ࢛
డ࢞
൅ ቂడ࢛

డ࢞
ቃ
்
൰ ൌ ∑ ଵ

ଶ
൬
డథೕሺ࢘ሻ

డ࢞
൅ ቂ

డథೕሺ࢘ሻ

డ࢞
ቃ
்
൰ஶ

࢐ୀ૚  ሻ                         (3.3)ݐ௝ሺ݌

 

an equivalent relationship of the strain eigenvector tensor ࣒௝ሺ࢘ሻ for mode ݆ and at each 

position of the system in terms of the ݆’th  normal mode, ࣘ௝, of the system as 

 

࣒௝ሺ࢘ሻ ൌ
ଵ

ଶ
൬
డࣘೕሺ࢘ሻ

డ࢞
൅ ቂ

డࣘೕሺ࢘ሻ

డ࢞
ቃ
்
൰ ,									݆ ൌ 1,…∞ .  (3.4) 

 

The strain field in the structure is given in terms of the strain eigenvector tensors as 

 

,ሺ࢘ߝ ሻݐ ൌ ∑ ߰௝ሺ࢘ሻ݌௝
ఌሺݐሻஶ

௝ୀଵ  .                                                       (3.5) 

.        

 

Pisoni et al. (1995) show, that modal coordinates corresponding respectively to strain and 

displacement can be set equal. Then (3.5) becomes 

 

,ሺ࢘ࢿ ሻݐ ൌ ∑ ࣒௝ሺ࢘ሻ݌௝ሺݐሻ
ஶ
௝ୀଵ  .                                                      (3.6)  
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If the position vector ࢘௠  indicates the strain tensors at positions of the strain gauges, (3.6) 

becomes 

,ሺ࢘௠ࢿ ሻݐ ൌ ∑ ࣒௝ሺ࢘௠ሻ݌௝ሺݐሻ
ஶ
௝ୀଵ  .                                                   (3.7) 

         

The components ሺ݇, ݈ሻ of the strain eigenvector tensor, ࣒௝ሺ࢘௠ሻ, can be used to determine the 

strain tensor, ߝ௞௟ሺ࢘௠,  ሻ, at the position indicated by ࢘௠ with the relationshipݐ

 

,௞௟ሺ࢘௠ߝ ሻݐ ൌ ∑ ߰௝௞௟ሺ࢘௠ሻ݌௝ሺݐሻ
ஶ
௝ୀଵ ,                                               (3.8) 

 

where ߰௝௞௟ሺ࢘௠ሻ is component ሺ݇, ݈ሻ of the strain eigenvector tensor ࣒௝ሺ࢘௠ሻ. 

 

The three strain gauge bridges measured only strains in normal directions. Therefore in this 

chapter only the normal strains are considered and therefore only those components for which 

݇ ൌ ݈, i.e. those on the diagonal of the strain tensor ߝሺ࢘௠,  ሻ. For a specific strain gauge withݐ

orientation along DOF ݀, the strain measurement output would be 

 

ௗߝ ൌ ∑ ቀ
డథೕ೏
డ௫೏

ቁଷ
௝ୀଵ ሻݐ௝ሺ݌ ൌ ௞௟ߝ ൌ ∑ ߰௝௞௟݌௝ሺݐሻ

ଷ
௝ୀଵ ,                            (3.9) 

    

with   ሺ݀, ݇, ݈ሻ ∈ ሼሺݔ, 1,1ሻ, ሺݕ, 2,2ሻ, ሺݖ, 3,3ሻሽ.                                                                   

 

where  ݕ ,ݔ and ݖ represent the three translation DOFs at that point. Therefore ࣒௝ௗሺ࢘ሻ is 

denoted as a vector consisting of the diagonal entries of the strain eigenvector tensor ࣒௝ሺ࢘ሻ 

for mode ݆ with ݆ running to 3 only, i.e. for the first three modes considered. Each entry of 

࣒௝ௗሺ࢘ሻ is associated with a translation DOF. Here ࢸ஽ is then denoted as a matrix with the 

vectors ࣒௝ௗ as columns, where each element of ࣒௝ௗ is associated with one of the DOFs of the 

structure.  

 

State space model (3.2) then becomes 

൜
ሶ࢖
ሷ࢖ ൠ ൌ ቂ ૙ ࡵ

െࢹ૛ െࢣ
ቃ ቄ
࢖
ሶ࢖ ቅ ൅ ቂ ૙

࢈ࢀࢶ
ቃ ሼࢌௌଵሺݐሻሽ                                        (3.10a) 

 

ሼࢿௌଶሺݐሻሽ ൌ ሾࢸࢉ஽ ૙ሿ ቄ
࢖
ሶ࢖ ቅ                                             (3.10b) 

which is of the form 
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ሼࢠሶ ሺݐሻሽ ൌ ሻሽݐሺࢠሼ࡭ ൅             ሻሽ                                                (3.11a)ݐሺࢌሼ࡮

 

  ሼࢿሺݐሻሽ ൌ  ሻሽ,                                                      (3.11b)ݐሺࢠሼ࡯

where 

ሼࢠሺݐሻሽ ൌ ቄ
࢖
ሶ࢖ ቅ                                                            (3.12) 

          

(3.10) can be written in Laplace domain as 

 

ሻݏௌଶሺࡱ ൌ ሾ࡯ሺࡵݏ െ ሻݏௌଵሺࡲሿ࡮ሻିଵ࡭ ൌ  ሻ                                  (3.13)ݏௌଵሺࡲሻݏሺࡴ

 

High frequency effects were added to the entries of rational matrix ࡴሺݏሻ in terms of zeros at 

ݏ ൌ െ20000 and ݏ ൌ െ25000 in order to make them bi-proper. This was necessary to obtain 

a transmissibility matrix ࡰ ് ૙ for ݏ → ∞ (Skogestad & Postlethwaite, 2001:5). Following 

this modification a state space realization was obtained from the modified rational matrix 

 ሻ aided by the Control System Toolbox from MATLAB (2003a).  From the resultingݏ௡ሺࡴ

state space realization an inverse realization was obtained as the quadruple 

 

൤
௡࡭ ௡࡮
௡࡯ ௡ࡰ

൨ ൌ ൤࡭ െ ࡯ଵିࡰ࡮ ଵିࡰ࡮

െିࡰଵ࡯ ଵିࡰ ൨                                              (3.14) 

Along with 

ሻݏ஽ሺࡲ ൌ ሻݏௌଵሺࡲ ൌ ሾ࡯௡ሺࡵݏ െ ௡࡮௡ሻିଵ࡭ ൅ ሻݏௌଶሺࡱ௡ሿࡰ ൌ  ሻ                (3.15)ݏௌଶሺࡱሻݏሺࡳ

 

the dynamic forces at the tool tip can now be determined from the corresponding measured 

elastic force components. These dynamic force signals were then converted into strain sensed 

by the SSA, ࢛ଶ௭. This conversion was done by means of a frequency domain filter, which was 

determined similarly to the IIR filters in chapter 2, and based on the structure dynamical 

properties obtained from an MD Patran model in Figure 3.2 of the tool holder also shown in 

Figure 3.1.                        

(3.3) requires that partial derivatives, specifically directional derivatives in 3 dimensions be 

computed numerically. For this purpose the software FreeFEM3D from Del Pino & Pironneau 

(2008) was utilized. The input files for FreeFEM3D had to contain geometry information of 

the tool holder, which originated from the MD Patran model of the tool holder shown in 

Figure 3.3 and its model in Figure 3.4. These input files were generated with the aid of 

custom made m-files from MATLAB (2003b) as well as gmsh software from Geuzaine & 
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Remacle (2009). Visualization of the geometry information contained in the input files was 

possible through Medit software from Frey (2001). 

 

 

3.3.    DATA ACQUISITION 

 

3.3.1.   Experimental set-up 

 

A turning experiment was conducted to measure the three components of a cutting force using 

the type of tool holder shown in Figure 3.2 and instrumented with strain gauges as was 

mentioned in section 3.2.1. These signals were acquired such that they could be used to 

compare conventional strain gauge based TCM by sensing the cutting force components with 

TCM based on sensing of a single SSA signal. A schematic diagram of the experimental set-

up is shown in Figure 3.4.  The equipment used for the work of this chapter is listed in Table 

3.1. 

 

 

Figure 3.7: Experimental set-up 

 

Pre-cutting was done with a 0.4	݉݉ nose radius for the insert, however a larger radius, in this 

case  0.8	݉݉, was selected here so that the tool would vibrate with larger amplitudes and 

consequently better exploit the resolution capabilities of the acquisition system's range 

setting. 
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Table 3.1: Experimental equipment 

Machine, tools and work piece 
Lathe Colchester Student 1800 (manually operated) 
Tool holder SECO PTJNR-2020-16A 
Insert Mitsubishi TNGG 160408R – Carbide UTi20T 
Work piece material and 
properties 

EN19 oil-quenched, tempered to T-condition, same batch, 
269-285 BHN hardness, 900-965 MPa UTS 

Work piece dimensions Ø 100 to 89 mm × Length 500 mm 
Work piece surface Pre-cutting with 0.4 mm nose radius inserts and 0.25 to 0.28 

mm/rev feed rate 
  

Instrumentation 
Feed force sensing HBM strain gauge, 3/120ALY41, half-bridge 
Tangential force sensing HBM strain gauge, 3/120ALY41, half-bridge 
Thrust force sensing HBM 90º rosette strain gauge, 1-XY31-6/120, full-bridge 
Flank wear measurement Kyowa microscope, magnification: 40,  26 μm accuracy  
Data acquisition system eDAQ lite by SOMAT 
Anti-aliasing eDAQ built-in 6667 Hz linear phase LP filter 
Data storage PC, Pentium 4, with SOMAT test control environment (TCE) 

and Infield software 
 

 

3.3.2.   Experimental procedure 

 

The experiment was designed in the finish cutting range based on Mitsubishi (2007:A042) so 

that measurements could be taken and monitoring done at different machining conditions, 

consisting of all possible combinations of the following settings for cutting speed (CS) in 

݉/݉݅݊, depth of cut (DOC) in ݉݉ and feed rate (FR) ݉݉/ݒ݁ݎ:  

 

ܥ ௜ܵ ∈ ሼ128.8, 119.8, 114.6ሽ
௜ܥܱܦ ∈ ሼ1.2, 1.4, 1.6ሽ
௜ܴܨ ∈ ሼ0.1, 0.16, 0.2ሽ

	ቑ ݅			ݎ݋݂						 ൌ 1, 2, 3 

   

The selection of the specific insert and these particular cutting parameters was influenced by a 

number of requirements, which had to be met. They were 

i. observable progression of flank wear, hence the choice of a uncoated carbide insert 

ii. fast tool wear, in order to speed up experiment and reduce the number of work pieces 

needed 

iii. cutting forces should cause measurable deflection of tool holder 
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iv. the selected values of the cutting parameter should have sufficient spread to give 

statistical confidence for a model derived from quadratic regression mentioned in a 

section about the accuracy of the TCM systems. 

 

The influences of the insert type on chip formation and also its resulting effect on cutting 

force is not the object of this chapter’s study. The same insert types were used in the cutting 

process from which the cutting force signals used for this study originated. 

 

Chen et al. (1993) describe how the state of the work piece surface before cutting, critically 

influences the cutting forces. Therefore the work pieces were pre-cut to keep their surface 

condition approximately constant.  

 

The discrete measurements included the diameter of the work piece before and after a pass, 

the axial length, the duration of each pass and the photographic capture of insert flank wear. 

Flank wear is the deteriorating condition of the tool insert on its flank. The flank is that side 

of the tool insert’s nose facing the feed direction during cutting. True values for CS and DOC 

could then be determined for every pass. The true FR of the lathe was determined by means 

of a dial gauge to 0.01	݉݉/ݒ݁ݎ accuracy. Flank wear was measured from the photographs as 

ܤܸ ൌ ܣ
ൗܮ , where ܸܤ is the flank wear in ݉݉ and ܣ is the area of the major flank wear, 

including the area of the primary groove (see Figure 3.8).  

 

The variable error of each flank wear measurement is between െ0.0006 and ൅0.0006	݉݉ - 

this error can be different for each VB-measurement and is based on accuracy of the ruler 

used to do the measurements. The constant, i.e. the consistent error is between െ0.026 and 

൅0.026	݉݉ – this error is the same for all VB-measurements and is based on the microscope 

accuracy. 

 

Continuous measurements comprised the acquisition of three signals from a strain-gauged 

tool holder by a data acquisition system at a sampling frequency of 20	݇ݖܪ. The 

instrumentation of the tool holder was designed so that it could sense bending by tangential 

and feed forces and also the longitudinal deformation caused by the thrust force. 
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Figure 3.8: Measurement of flank wear  

 

A calibration matrix ࡭ was determined to uncouple the interaction between the actual forces 

and the measured signals on each channel by means of transformation of coordinates.  

 

The coefficients ܽ௜௝ of this matrix are the ratios of voltages ݒ௜, ݅ ∈ ሾ1, 2, 3ሿ  measured at each 

of the three channels of the strain gauge instrumented tool holder to a force ௝݂ applied in one 

of the three directions (tangential, feed and thrust) at the tool tip, while ௟݂ ൌ 0 with ݈ ് ݆ and 

݆, ݈		 ∈ 	 ሾݔ, ,ݕ ሿ i.e. ܽ௜௝ݖ ൌ
௩೔
௙ೕ

. Each ܽ௜௝ was averaged over three sets of force and voltage 

values.  

 

Post-processing of the signals consisted of multiplication of the inverse calibration matrix in 

order to obtain the three orthogonal force components from the three voltage signals, i.e. at 

time instant ݇, 

௞ࢌ ൌ  ଵ࢜௞ ,                                                                     (3.16)ି࡭

           

where    ࢌ௞ ൌ ሾ ௫݂ೖ ௬݂ೖ ௭݂ೖሿ
்  and ࢜௞ ൌ ሾݒଵೖ ଶೖݒ  .ଷೖሿ்ݒ

 

With (3.16) the inputs for the orthogonal TCM system were produced. The following signal 

conditioning however had to be done to obtain the inputs to the unidirectional TCM system. 

As inputs to the model in (3.15), the true strain values at selected nodes, with the dynamic 

force components at the tool tip as outputs, had to be obtained. These nodes were selected to 

coincide with SG1, SG2 and SG3 in Figure 3.3. 
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Two types of causes of combined loads on strain gauges were considered. One of them results 

in strain gauges measuring combined loads such as SG1 and SG2 in Figure 3.3. They sense 

strain due to bending around the y- and x-axis respectively and are also affected by the axial 

load along the z-axis. However the second cause of combined load sensing is due to 

alignment errors of the individual strain gauges on the tool holder. Such errors occur where a 

half bridge, which was designed to sense only bending around a certain axis, is to some 

degree also sensitive to bending around another axis or to axial thrust. The effect of thrust on 

half bridges, which are by design bending moment-sensitive, has been accounted for. The 

strain sensed by SG1, SG2 and SG3 due to alignment errors was less than 5.4	% of the 

designed sensitivity and was therefore neglected. To obtain true strain values the signals 

acquired by the data acquisition system via the strain gauge bridges were converted to strain 

at the particular nodes as follows. The strain gauge bridge equation is 

 
௩೚ೖ
௩ೞ
ൌ

௞೒
ସ
൫ߝଵೖ െ ଶೖߝ ൅ ଷೖߝ െ  ସೖ൯                                                       (3.17)ߝ

 

where ݒ௢ೖ and ݒ௦ are the bridge output and supply voltages respectively and ݇௚ is the gauge 

factor of the gauge type used for a particular bridge. The full bridge was used to measure 

thrust and was configured such that ߝଶೖ ൌ ସೖߝ ൌ ௭ೖߝߥ  and ߝଵೖ ൌ ଷೖߝ ൌ െߝ௭ೖ , where ߥ ൌ 0.3 

was used as the Poisson’s ratio with the convention that strains due to compression and 

elongation are negative and positive respectively. The half bridge was used to measure 

bending around the ݔ- and ݕ-axis respectively and was configured such that ߝଷೖ ൌ ସೖߝ ൌ 0, 

ଵೖߝ ൌ ଶೖߝ ௭ೖ andߝ ൌ െߝ௭ೖ. Since the signal measured by the data acquisition system was  

 

௕௜ೖߝ ൌ ଵೖߝ െ ଶೖߝ ൅ ଷೖߝ െ ݅						ݎ݋݂						ସೖߝ ൌ 1, 2, 3                                 (3.18) 

                                                                                  

for the two half bridges measuring bending around the ݕ- and ݔ- axis and the full bridge 

respectively in ሾߝߤሿ. The strains at the three nodes selected for computation of the dynamic 

force at the tool tip therefore were  

 

ௌீଷೖߝ ൌ ቀ ଵ

ଶሺଵାఔሻ
௕ଷೖቁߝ  (3.19a)                                                          ߥ

ௌீଵೖߝ ൌ ௕ଵೖߝ0.5 െ ௌீଷೖߝ ቀ
ଵ

ఔ
ቁ     and                                          (3.19b) 

ௌீଶೖߝ ൌ ௕ଶೖߝ0.5 െ ௌீଷೖߝ ቀ
ଵ

ఔ
ቁ                                                      (3.19c) 
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3.4.     WAVELET PACKET BASED FEATURES  

 

3.4.1.   Wavelet transform 

 

Tool wear sensitive features had to be found for training and test purposes of the 

neural network based tool wear monitoring methods. Initially signal properties such as 

the mean values to indicate the static cutting force and the mean energy in a frequency 

band were used as signal features. The latter was determined to indicate the energy of 

cutting force received by the tool holder within a specified frequency band. Other tested 

features were root mean square to indicate general vibration energy in the signal, and 

the crest factor to indicate an increase in signal peak values in relation to general vibration 

energy. Given the limited amount of neural network training data available and the weak 

correlation of abovementioned features with tool wear it was decided to use a systematic 

analysis such as wavelet packet analysis to recover wear sensitive features. This decision was 

also taken against the background of results obtained by Pal et al. (2011). 

 

A wavelet transform is an integral transform with the integrands being the signal and the 

mother wavelet function or shifted and scaled versions of the latter. Including the mother 

wavelet function, these are all wave forms. Changes in scale and time shift respectively result 

in dilation and translation of the wavelet function as described in Wu et al. (1996). The 

wavelet function therefore has the prescribed property of localization in both time and 

frequency together with the smoothness property giving them the ability to convey essential 

information of the signal without noise. 

  

Wavelet transforms have an analysing function of finite extent, which is one reason for its 

time localization property and this makes it suitable to capture features of non-stationary 

signals such as cutting forces in turning processes. In this chapter’s study however the 

wavelet packet transform where each packet is a particular linear combination of their parent 

wavelet, is used.  
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3.4.2.   Wavelet packet analysis 

 

In wavelet analysis the signal is passed through two complementary filters, ܩ and ܪ, splitting 

it into two signals. The low-pass filter ܪ yields one signal with low frequency components 

known as an approximation coefficient vector. The high-pass filter ܩ yields the other signal 

with high frequency components known as detail coefficient vector. In Wavelet analysis this 

process of regarding the coefficient sequences as signals and splitting them as mentioned 

above is continued only on the approximation coefficient sequences.  

 

 In wavelet packet analysis however both approximation and detail are split in a recurring 

way, again each into approximation and detail. This is known as decomposition of the signal. 

The wavelet functions at each level of decomposition have an increased degree of dilation 

also known as increased scale.   

 

Each wavelet packet is part of a family of packets, e.g. Daubechies 1 to 15, Symmlets 2 to 8 

and Coiflet 1 to 5 families, and forms an orthonormal basis of the parent wavelet as shown by 

Wickerhauser (1994:242). Using the notation of Wickerhauser (1994:245), the set of 

functions ൛ ௝ܹ௡ሺ݇ሻ: ݇ ∈ Ժൟ consists of the inner products of a function ݔ ൌ  ሻ squareݐሺݔ

integrable, which is, in the case of this chapter’s study, the signal to be processed, with the 

base functions  ߶௝௡௞ and is defined as 

 

௝ܹ௡ሺ݇ሻ ≝ ,ݔ〉 ߶௝௡௞〉 ൌ ׬ ሻ2ି௝/ଶݐሺݔ̅
	
Թ ߶௡൫2ି௝ݐ െ ݇൯݀(3.20)                            ݐ 

 

where ̅ݔሺݐሻ is the complex conjugate of ݔሺݐሻ. 

 

Here the three-indexed analysing functions, which are a family of wave forms, are  

 

߶௝,௡,௞ሺݐሻ ൌ 2
ି௝

ଶൗ ߶௡ሺ2ି௝ݐ െ ݇ሻ,    ݊ ∈ Գ and ሺ݆, ݇ሻ ∈ Ժଶ                         (3.21) 

 

Index ݇ can be interpreted as the time localization parameter, index ݆as the scale parameter 

and ݊ the frequency index. 
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By proven lemma in Wickerhauser (1994:245) it can be said that the coefficient sequences 

൛ ௝ܹ௡ൟ are then decomposed to the next level ݆ ൅ 1 and satisfy the recursion relations  

 

௝ܹାଵ,ଶ௡ሺ݇ሻ ൌ ܪ ௝ܹ௡ሺ݇ሻ                                                     (3.22) 

 

and 

௝ܹାଵ,ଶ௡ାଵሺ݇ሻ ൌ ܩ ௝ܹ௡ሺ݇ሻ                                                     (3.23) 

         

If the wavelet packet decomposition is organized in a tree with the set of functions ௝ܹ௡ ൌ

൛ ௝ܹ௡௞ሺݔሻ:	݇ ∈ Ժൟ	representing the ሺ݆, ݊ሻ wavelet packet, the tree will be as shown in Figure 

3.9, where ଴ܹ,଴ and ଵܹ,ଵ are defined by the scaling function ߮ and the wavelet function ߰ 

respectively as   

 

଴ܹ,଴ ൌ ሼ߮ሺݔ െ ݇ሻ, ݇ ∈ Ժሽ                                                    (3.24) 

 

and 

ଵܹ,ଵ ൌ ቄ߰ ቀ
௫

ଶ
െ ݇ቁ , ݇ ∈ Ժቅ .                                                (3.25) 

         

One-dimensional wavelet analysis, such as in this application, is based on one scaling 

function ߮ and one wavelet function ߰, also called the parent wavelets. The Daubechies 1 to 

15, Symmlets 2 to 8 and Coiflet 1 to 5 families of parent wavelets as used in the study in this 

chapter, each have their particular scaling function and wavelet function.  Decomposition of 

the signal to be analysed was done to a certain level starting with a single parent wavelet, e.g. 

Symmlets 3 at the top level and then dilated and translated, i.e. shifted versions of it at the 

successive levels.  

 

Interpreted this means that the function space ௢ܸ (in which lies the signal, ݔሺݐሻ, to be 

analysed) is spanned by the family, ଴ܹ,଴. Each subspace spanned by ௝ܹ,௡ is further split or 

decomposed into subspaces spanned by ௝ܹାଵ,ଶ௡ and ௝ܹାଵ,ଶ௡ାଵ respectively. Such 

decomposition is organized in the tree mentioned above. The wavelet packet analysis in this 

study was aided by the Wavelet  Toolbox from MATLAB (2006a).  
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Figure 3.9: Wavelet packet tree 

 

 

Different criteria are available to determine the depth of decomposition in the tree. The 

entropy criterion was used here because it is commonly used in signal processing applications 

MATLAB (2006h). The maximum depth for which the entropy of more than 50	% of the 

children coefficient sequences of a certain level is less than their corresponding parent 

sequence was chosen as the level or depth of decomposition.  

 

The Shannon entropy relationship 

 

ሺܵሻܧ ൌ െ∑ ܵ௞
ଶ݈݃݋൫ܵ௞

ଶ൯ே
௞ୀଵ                                                     (3.26) 

 

was used here to determine the entropy of a signal ܵ. 

 

The coefficient sequences of each level of Figure 3.9 each represent a frequency sub-band. If 

the original signal was sampled at ܨ௦ ൌ  with a usable frequency ݖܪ20݇
ிೞ
ଶ
ൌ ݖܪ10݇

 
then in 

level ݆ ൌ 3 there are 2௝ sub-bands of equal width. 
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3.4.3.   Feature selection 

 

The decomposition level depends on the type of parent wavelet and the signal, i.e. tangential, 

feed or thrust force signal or the SSA strain signal. The signal was decomposed into a number 

of coefficient sequences representing abovementioned sub-bands. Coefficients for the detail 

of the decomposed signal are smaller than those of the approximation part, which represents 

the lower frequency sub-bands. Energy values of frequency sub-bands were considered for 

the removal of noise. The root-mean-square (RMS) values of each sub-band’s coefficient 

vector were taken as a measure of that particular sub-band’s energy. Frequency bands, which 

together had an energy sum below a threshold of 2	% were discarded.  This method of noise 

removal can be regarded as a type of threshold technique. 

   

For TCM based on a strain-gauge instrumented tool holder the features are classified 

according to three degrees of freedom, namely the signal of a particular force component, the 

wavelet type and sub-band energy number. Regarding the TCM based on a SSA, features are 

classified according to only two degrees of freedom, namely the wavelet type and sub-band 

energy number. For the purpose of TCM the most wear sensitive features were selected as in 

Scheffer & Heyns (2004) by correlation using 

 

ߩ ൌ
∑ ሺ௏ಳ೔ି௏ഥಳሻ൫ఏ೙೔ିఏഥ೙൯
	
೔

ට∑ ሺ௏ಳ೔ି௏ഥಳሻమ
	
೔ ∑ ൫ఏ೙೔ିఏഥ೙൯

మ	
೔

  ,                                                  (3.27) 

       

with ஻ܸ௜ and ߠ௡௜ being flank wear and the corresponding ݊’th feature at the ݅’th instant of 

measurement. Since the feature space is here defined by a component of the wavelet type and 

also the frequency sub-band component, the selection of a certain correlating feature would 

then determine by which wavelet and sub-band it is described. 

 

For strain gauge based TCM the following two features, each described by three degrees of 

freedom, have been selected. 

 

1) Force component    :tangential 

Wavelet type     :Symmlets 1 

Feature/Sub-band/Decomposition level  : ߠଵ଺/2344 to 2500	6 /ݖܪ 
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2) Force component    :feed 

 Wavelet type     :Symmlets 8 

 Feature/Sub-band/Decomposition level  : ߠଵ / 0 to 1566 /ݖܪ 

 

For TCM based on a SSA the two features, each described by two degrees of freedom were 

selected as follows. 

 

1) Wavelet type     :Symmlets 4 

 Feature/Sub-band/Decomposition level  :ߠଵ / 0 to 3125 / ݖܪ 

 

2) Wavelet type     :Daubechies 1 

 Feature/Sub-band/Decomposition level  :ߠସ଴ / 6094 to 62506/ݖܪ 

 

 

3.5.     DATA PROCESSING 

 

3.5.1.   Design of experiments 

 

For the cutting parameters CS, DOC and FR, a full factorial design of experiment (DOE) was 

chosen, i.e. a number of  ݍ ൌ 3  levels for each cutting parameter so that the total number of 

experiments for the design was 3௤ ൌ 27. This means that for every set of three experiments, 

one parameter was adjusted to three different levels, while the other two were kept constant. 

The experiment was also conducted according to DOE in order to obtain data, which allow 

for training the neural networks with the influence of all the above-mentioned cutting 

parameters. 

 

 

3.5.2.   Neural networks 

 

A NN-approach was used for the comparison of two ways of monitoring tool wear, because it 

has already successfully produced results that appeared in the literature and was mentioned in 

section 3.1. In the first, features are obtained from strain gauge based sensing of the 

orthogonal cutting force components. In the second, tool wear monitoring is based on features 

available from a single strain signal that would be experienced by the SSA due to the cutting 

force at the tool tip.  
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A network structure as depicted in Figure 3.10 was selected. This is based on a structure 

published by Sick (2002) and later also applied by Scheffer et al. (2003), and consists of a 

dynamic network (DN) with time-delayed inputs and a number of static networks (SN) 

corresponding to the number of features involved. All networks are of the feed-forward type 

with the first layer consisting of tan-sigmoid neurons to provide non-linear properties and the 

output layer of a linear transfer function to allow for a wide range of output values. The 

architecture choice of the DN and the SN are 5-1 and 5-1 respectively, resulting in 26  and 31 

parameters for the DN and SN respectively.  

 

The DN was trained online, using the Particle Swarm Optimisation Algorithm (PSOA) as in 

the work of Scheffer et al. (2003). In this algorithm a complete set of ݊ network parameters 

(weights and biases) constitutes a multi-dimensional particle position, ࢝, at a given instant in 

time. A swarm size of 25 is considered. This is a value used in Scheffer et al. (2003) and it 

was also found that a larger swarm population, such as 40, did not improve the monitoring 

capabilities. The optimisation starts with the initialised space 

 

ܦ ൌ ሼ࢝ ∈ Թ࢔ :	െ 1 ൏ ௜ݓ ൏ 1, ݅ ൌ 1…݊ሽ                                     (3.28) 

       

and considers the optimisation problem  

 

݉݅݊		݃௞ሺ࢝ሻ ൌ ∑ ௝݁௞
௠
࢐ୀ૚                                                      (3.29) 

where 

௝݁௞ ൌ ට൫ߠ௝௞
ᇱ െ ௝௞൯ߠ

ଶ
		, ݆ ൌ 1…݉                                            (3.30) 

        

with ߠ௝௞
ᇱ  and ߠ௝௞ the ݆′th true and estimated signal features for a certain interval respectively at 

the ݇′th measuring instant.  

 

The optimisation before each true time increment was performed for 40 pseudo time steps, ߬. 

The algorithm is briefly described by the updating equations for velocity, ෝ࢜, of particle ݅ at 

pseudo time step ߬ ൅ 1, namely: 

 

ෝ࢜ఛାଵ
௜ ൌ ෝ࢜ఛ௜ݍ ൅ ܿଵݎଵ൫࢖ఛ௜ െ ࢝ఛ

௜ ൯ ൅ ܿଶݎଶ൫࢖ఛ
௚ െ ࢝ఛ

௜ ൯                                   (3.31) 
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with ࢖ఛ௜  the best ever position of particle ݅ at time ߬ and ࢖ఛ
௚ the global best position in the 

swarm at time ߬. In (3.31), ݎଵ and ݎଶ are random numbers chosen as 

 

ܪ ൌ ሼݎ௜ ∈ Թ:		 െ 1 ൏ ௜ݎ ൏ 1,			݅ ൌ 1,2ሽ,                                         (3.32) 

 

and ܿଵ ൌ ܿଶ ൌ 2 in order to keep the mean gain of each term equal to 1. The inertia 

parameter, ݍ, in (3.31) was initially set to 0.99 and then decreased linearly during 

optimisation. The updating equation for position, ࢝, is 

 

࢝ఛାଵ
௜ ൌ ࢝ఛ

௜ ൅ ෝ࢜ఛାଵ
௜  .                                                         (3.33) 

 

 

Figure 3.10: Monitoring with a time-delay neural network structure 

          

Due to the design of the experiment as well as the factors influencing the process as 

mentioned in section 3.3.2., limited data was available to train the SNs. Consequently, SN-

training was done by means of Bayesian Regularisation, using the Neural Network Toolbox 

of MATLAB (2003c), to improve generalisation and prevent over-fitting. In order to deal 

with the lack of training data an attempt was made to reduce the input space by applying 

principal component analysis (PCA) as described in Jackson (1991:10). However from the 

input space consisting of 27 entry vectors of the inputs CS, DOC and FR, none of the inputs 

could be discarded because each of them contributed at least 30% to the total variance of the 
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inputs. Discarding one of the cutting parameters could not perform a reduction of 

abovementioned input space. If the features are also seen as system inputs one cannot reduce 

the input space by discarding certain features because doing that one also has to discard SNs 

and this in turn will change the whole system.  

 

The neural network structure including the number of parameters to be trained is the same for 

both TCM systems, i.e. the one based on processing of orthogonal force signals and the other, 

which is based on processing of unidirectional strain signal. Therefore the estimating speed of 

tool wear is the same for both. It is approximately 60 seconds per data point while the cutting 

time intervals between data points are above 180 seconds for the cutting conditions of this 

work. The data processing was done on a Pentium® 4 with 2.4	ݖܪܩ CPU. 

 

 

3.6.     RESULTS 

 

3.6.1.   Quadratic regression 

 

The response surfaces in Figure 3.11 show flank wear, VB, as a function of cutting 

parameters at 1296 seconds after commencement of cutting. These graphs can thus be used to 

predict VB at the given time instant and cutting parameters only. From the response surfaces 

in Figure 3.11 it is clear, that flank wear, VB, is nonlinearly related to cutting parameters and 

that flank wear is most sensitive to cutting speed,  ݒ. 

 

A fully quadratic regression fit between flank wear and the three cutting parameters at 1296 

seconds after commencement of cutting gives the relationship 

 

ܤܸ ൌ 0.2817 ൅ ݒ0.4588 െ 0.0598݀ െ 0.0250݂ െ  ݀ݒ1.8422
െ0.0443݂ݒ ൅ 0.1668݂݀ ൅ ଶݒ0.2301 െ 0.5064݀ଶ െ 0.1288݂ଶ                         (3.34) 

                   

where ݒ, ݀ and ݂ are normalized values and are related to their true values according to: 

 

ݓ ൌ ሺܹ െ ௠ܹ௘௔௡ሻ ∙ ቀ
ଵ

ሺௐ೘ೌೣିሺௐ೘ೌೣିௐ೘೔೙ሻ/ଶሻ
ቁ                                    (3.35) 

 

where ݓ refers to the normalized values, ܹ to the true values, and,  ௠ܹ௘௔௡, ௠ܹ௔௫ and ௠ܹ௜௡ 

to the mean , maximum and minimum values of ܹ respectively. 
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Figure 3.11: Response surfaces of flank wear, VB a) versus feed rate, f, and cutting speed, v, 
with depth of cut, d = 0.1, b) versus depth of cut, d, and cutting speed, v, with feed rate, f = 

0.1. 
 

 

3.6.2.   Selection of training sets 

 

From the 27 tool insert data sets, ܳ௜, with ݅ ൌ 1,…27 first a selection ܧଶ based on two 

criteria was used to determine the relative performance of the two TCM systems under 

consideration. These two criteria are described as follows. 

 

1) The correlation coefficient of the features with tool wear on an insert should be larger 

than 0.85. Let the set which satisfies this criterion be called ܧଵ, i.e. 
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ଵܧ ൌ ሼܳ௜: ௜ߩ		 ൐ 0.85,				݅ ൌ 1,…27ሽ                          (3.36)   

                               

2)  At least 4 of the data sets ܳ௜ with ݅ ൌ 1, …27, which are elements of ܧଵshould be 

part of the abovementioned selection with an approximately equal representation of 

each of the three speed settings:  

 

ଶܧ ൌ ቄܳ௜:			ܲሺܧ/ܣଵሻ ൎ ܲሺܧ/ܤଵሻ ൎ ܲሺܧ/ܥଵሻ ൒
ସ

ଶ଻
,				݅ ൌ 1,… 27ቅ            (3.37) 

 

where ܲሺܭ/ܬሻ means the probability of ܬ given ܭ and 

 

ܣ ൌ ሼܳ௜:		ܵܥ ൌ 128.8	݉/݉݅݊ሽ, 

ܤ ൌ ሼܳ௜:		ܵܥ ൌ 119.8	݉/݉݅݊ሽ, 

ܥ ൌ ሼܳ௜:		ܵܥ ൌ 114.6	݉/݉݅݊ሽ.        

 

This criterion was included since for the ranges of cutting parameters used in the 

experiment described in this chapter, tool wear is more sensitive to changes in CS 

than to changes of any of the two other cutting parameters. This could be seen on the 

three-dimensional response surfaces of flank wear versus CS and FR and flank wear 

versus CS and DOC in Figure 3.11. 

  

The selection of the training set can be illustrated in a Venn diagram as shown in Figure 3.12 

with ܧଶ as a subset of ܧଵ. 

 

Figure 3.12: Venn diagram of selected training set 
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In order to increase the statistical confidence in the results of the relative performance of the 

two TCM systems a number of 9 out of 12 data sets, which were most sensitive to tool wear, 

were used for training and the remaining 3 sets, were used for testing of the TCM systems to 

be compared. Each experiment (i.e. each data set) provided 6 training input patterns 

corresponding to the 6 instances of flank wear measurement. Using 9 data sets each with 6 

instances of measurement results in 54 input vectors each mapped to a target vector for 

training of the SNs.   

 

 

3.6.3.   Hypothesis test 

 

In this hypothesis test the difference in mean errors ߤߜ௘௥௥  in the estimation of flank wear 

values between the two TCM systems are under consideration.  The general requirement with 

respect to the TCM based on a linear combination of the orthogonal force components is that 

 

଴ߤߜ െ ݈ ൑ ௘௥௥ߤߜ ൑ ଴ߤߜ ൅ ݈,  with   ݈ ൌ 0.05 and ߤߜ଴ ൌ 0                             (3.38) 

 

The difference in mean errors is defined as  

 

௘௥௥ߤߜ ൌ ௌௌ஺	௘௥௥ߤ െ  ௌீ ,                                                  (3.39)		௘௥௥ߤ

where 

 

ௌௌ஺	௘௥௥ߤ ൌ
ଵ

ே
∑ ห ஻ܸ	௧௥௨௘೔ െ ஻ܸ	ௌௌ஺೔ห
ே
௜ୀଵ                                          (3.40) 

and 

ௌீ	௘௥௥ߤ ൌ
ଵ

ே
∑ ห ஻ܸ	௧௥௨௘೔ െ ஻ܸ	ௌீ೔ห
ே
௜ୀଵ  ,                                          (3.41) 

      

with ܰ the number of measurements. Subscripts ܵܵܣ and ܵܩ refer to the SSA – and the strain 

gauge-based TCM systems respectively for the remainder of this section.  

 

The graph in Figure 3.13 shows the relative probability of ሼݔ̅ߜ௘௥௥ :	െ 1 ൏ ௘௥௥ݔ̅ߜ			 ൏ 1ሽ where 

௘௥௥ݔ̅ߜ ൌ ௌௌ஺	௘௥௥ݔ̅ߜ െ |௘௥௥ݔ̅ߜ| ௌீ. All	௘௥௥ݔ̅ߜ ൒ 1 were regarded as outliers. It can be seen that 

the difference in sample means has a clear central tendency of ݔ̅ߜ௘௥௥ ൎ 0.0218 but a high 

variance, which is expected to be the result of process uncertainties.  Here ̅ݔ refers to the 

sample mean. Since the value of ݔ̅ߜ௘௥௥ ൎ 0.0049 already falls in the required interval 
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specified in (3.38) it is further determined by hypothesis testing with what probability will it 

be found at the value ߤߜଵ ൌ 0.0048, i.e. close to ݔ̅ߜ௘௥௥ ൎ 0.0049.  

 

The hypothesis to be tested here is as follows. For the null-hypothesis to be true there should 

be no difference in the mean errors of flank wear estimation between the TCM systems, i.e. 

 

௘௥௥ߤߜ										:଴ܪ ൌ  ଵ      (3.42a)ߤߜ

௘௥௥ߤߜ										:ଵܪ ്  ଵ      (3.42b)ߤߜ

 

with significance level of ߙ ൌ 0.95, in order to keep the probability of a type II error ߚ, for 

which ߚ → 1 െ ௘௥௥ߤߜ  if ߙ →  ଴ is false andܪ ଵ as low as possible. A type II error occurs ifߤߜ

is not rejected but if ܪଵ which would then be true is wrongly rejected instead. 

 

Generally it is not known on which side of zero ߤߜ௘௥௥ lies, a two-tailed test for the variable of 

differences between means ߤߜ௘௥௥ ,  is therefore done.  The test of the statement in (3.42) is 

based on the statistic 

଴ݐ ൌ
ఋ௫̅೐ೝೝିఋఓభ

ௌ
√௡
ൗ

                                                              (3.43) 

  

where ݊ is the sample size and ܵ the standard deviation of the sample.                                       

 

Figure 3.13: Subplot 1: Complete density of relative probability   Subplot 2: Density of 
relative probability zoomed in on 5	% confidence interval. 
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For a sample of ݊ ൌ 3310 and ܵ ൌ 0.383, which result in ݐ଴ ൌ 0.015. With a significance 

level ߙ ൌ 0.95 and using a t-distribution, the corresponding interval ൣെݐఈ/ଶ;௡ିଵ,  ఈ/ଶ;௡ିଵ൧  isݐ

determined using the t-distribution calculator at Berman (2016) as ሾെ0.063,0.063ሿ. Since ݐ଴ 

is bracketed by this interval ܪ଴ is accepted. 

 

The significance of having made an error with this acceptance is ߚ ൎ 0.05. This is the 

probability of a type II error, which would be the failure to reject ܪ଴ if it is false. Therefore 

 ଴ as formulated in (3.42) is accepted. This also satisfies the general requirement set inܪ

(3.38). 

 

 

3.6.4.   Accuracy of monitoring systems 

 

This section is organized in two parts. The first one contains a description of the procedure by 

which the accuracy of abovementioned two systems was measured. The contents of the 

second part describe the room found to improve the accuracy of the two systems after they 

were trained using different standard deviations of error for tool wear data.  

 

 

3.6.4.1. Current accuracy  

 

The accuracy of these monitoring systems was tested by using any 24 from the total of 27 

data sets for training of the networks. For the testing of the networks the remaining 3 data sets 

were used. The only condition to this selection was that each of the three cutting parameter 

settings would be represented an equal number of times in the data sets used for testing. Each 

data set contributed 6 measurement points and in neural network terminology 6 patterns. 

With 24 data sets therefore the input vectors, i.e. patterns, each mapped to a target vector for 

training of the SNs for estimation of the current accuracy of the monitoring systems amounted 

to 144.   

 

The average accuracy of the remaining tool wear estimation expressed as the percentage of 

the error with respect to the measured values for tool wear for orthogonal TCM and 

unidirectional TCM is given in Table 3.2. The cutting parameter values given in section 3.3.2 

correspond to the notation in Table 3.2. 
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Table 3.2  Flank wear error statistics   

Data set/s for 
testing with 24 
training data sets 
* 

All combinations, that have all 
cutting parameter values 
represented in a test set 
consisting of 3 data sets 

(CS1, DOC2, FR2), (CS2, DOC1, FR1), 
(CS3, DOC3, FR3) 

TCM system Orthogonal Unidirectional Orthogonal Unidirectional 

Std. deviation  0.23 0.248 0.194 0.258 
Mean error ߤ௘௥௥ : 
Current accuracy 

32.0 % 33.3 % 31.3 % 36.7 % 

Mean error ߤ௘௥௥ : 
Improved 
accuracy 

- - 18.2 % 16.4 % 

 
* Estimated data points of set D  which were discarded (see text)  
 
  
 

Human decision making may be incorporated in condition monitoring algorithms such as 

dealt with in Gajate, Haber, del Toro,  Vega & Bustillo (2010). For the NN-algorithm as used 

in this chapter, decision-making can be avoided with the availability of a much larger number 

of training data sets. In Table 3.2 reasoning however is used to discard estimation errors 

greater than 100	%, since these could be an indication of insert breakage rather than expected 

wear. In the light of measured flank wear increments between consecutive measurement 

instants of between 1	% and 69	% this is a justifiable limit of exclusion. The category of 

insert breakage is beyond the scope of this chapter and is regarded as an error by the 

monitoring system rather than an estimation of expected flank wear. Therefore the estimated 

data points in set ܦ ൌ ሼߤ௘௥௥ :	െ 1 ൐ ௘௥௥ߤ ൐ 1ሽ have been discarded for the figures given in 

Table 3.2. However the absolute maximum and minimum values of estimated flank wear VB 

are shown in Figures 3.14 and 3.15 except for a 0.6	% of the data points which were regarded 

as outliers.  

 

Figures 3.14 and 3.15 show the results for orthogonal and unidirectional TCM respectively 

for a test data set as specified in the right half in Table 3.2. 

 

The range limits and standard deviation envelopes in Figures 3.14 and 3.15 were calculated 

from the population of 9 flank wear measurements at a particular measurement instance for 

each of the three cutting speed settings using MATLAB (2003d). 
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Figure 3.14: Estimated VB (*) compared with measured VB (o) using orthogonal TCM and 
standard deviation (dashed red) as well as range limits (solid black) of estimated VB.  
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Figure 3.15: Estimated VB (*) compared with measured VB (o) using unidirectional TCM 
and standard deviation (dashed red) as well as range limits (solid black) of estimated VB. 

 

 

Figure 3.16 shows the range of measurement errors of true flank wear with the range as well 

as true flank wear averaged over all 27 data sets. The average error ܸܤ௘௥௥  due to ruler and 

photo contrast and resolution was measured by a microscopic photo scale as |ܸܤ௘௥௥| ൏

0.0136	݉݉. If expressed as percentage of the corresponding true flank wear at the first and 

last of 6 measurement instances this error ranges between and 17.7 and 3.7	% . The accuracy 

of the microscope for the given magnification is specified in Table 3.1. 
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The results in Table 3.2 and Figures 3.14 and 3.15 must be interpreted against this 

background and that only a small number of input patterns were available for training of the 

static networks. 

 

To get an impression about the improvement of accuracy of a multi-layer perceptron type of 

NN the interested reader is referred to Wang, Wang, Huang, Nguyen & Krishnakumar (2008).  

The next section shows what room there is to improve the accuracy of the NN used in this 

work without changing its structure.  

 

Figure 3.16: Range of measurement errors of true flank wear 

 

 

3.6.4.2. Improved accuracy 

 

Figure 3.17 shows the sensitivity of the monitoring systems. The points that the curve is fitted 

on are described by the graphs ordinate and abscissa.  The ordinate represents the standard 

deviation of the error of the tool wear estimated by NNs.  The abscissa in turn represents a 

standard deviation of the error of tool wear values which were used for training purposes of 

these NNs. A robust regression polynomial curve fit was performed on the points shown in 

Figure 3.17 (MATLAB, 2003d). The reason for this was that the fitting method should have 
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robustness with respect to outliers. The cutting parameter settings of the training and test sets 

that were used to find the improved accuracy were the same as was used to find the current 

accuracy of the two systems described in the section 3.6.4.1. However the reference values 

for tool wear used here were determined by means of models, which in turn were obtained 

through full quadratic regression as described in section 3.6.1 at 6 linearly spaced time 

instances of the cutting process from ݐ ൌ 300 to 1296 seconds. The tool wear data for this 

regression fit was obtained by linearly interpolating the tool wear values for each cutting 

parameter setting at abovementioned time instances. The resulting 6 models then yielded the 

tool wear reference values as functions of the three cutting parameters, CS, DOC and FR. The 

coefficients for these relationships are given in Appendix C. 

 

.   

 

Figure 3.17: Standard deviation of estimated (output) VB values versus standard deviation of 
VB values used for training purposes (input) determined with 3rd order robust regression fit . 

 

Figure 3.17 shows that a reduction of standard deviation on the error of the input training data 

from ܵ௏஻௘௥௥		௧௥ ൌ 0.015 down to zero would result in a standard deviation of as low as 

ܵ௏஻௘௥௥		௘௦௧ ൌ 0.114 in the error of tool wear estimation at the output side of system 1 and 

system 2 instead of the ܵ௏஻௘௥௥		௘௦௧ ൌ 0.22 and 0.33 before such a reduction. A ܵ௏஻௘௥௥		௘௦௧ ൌ

0.114 due to abovementioned reduction of error standard deviations in input training tool 
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wear data would then correspond to an average tool wear estimation error of 18.2	% and 

16.4	% for orthogonal TCM and unidirectional TCM respectively. These percentages may be 

improved even further by using data, which corresponds to at least twice as many patterns for 

training of the networks and improved noise reduction in the signals sensed from the cutting 

process. 

 

 

3.7.     CONCLUSION  

 

Cutting-force measurements were used to investigate whether it would be feasible to utilise a 

signal, which is a linear combination of the orthogonal force components at the tool tip. The 

feedback signal, which a semi-embedded self-sensing actuator provides in an active vibration 

control system, was mentioned as specific case where this signal would be used for condition-

monitoring purposes. A derivation of the models linking strain to dynamic force on the 

specific tool holder, which was used for this study, was therefore given. 

 

Under manual machining conditions with non-stationary cutting force signals a wavelet 

packet analysis was followed to generate tool wear sensitive features of the signals to be used 

in the two different monitoring systems under consideration. One system was based on the 

processing of orthogonal force components and the other on the processing of a linear 

combination of these components. 

 

A loss of accuracy for TCM based on a unidirectional sensed signal as compared to the 

orthogonal reference case would have been plausible. However a hypothesis t-test showed 

that the probability of a difference of flank wear estimation error by less than 5 percentage 

points for these two monitoring systems is 0.95 when using a time-delayed neural network 

algorithm. Based on information about the sensitivity of the standard deviation of tool wear 

estimation error versus the standard deviation of the tool wear error for network training an 

accuracy of the two monitoring systems can be indicated. It is indicated as 18.2	% and 

16.4	% for the TCM system based on processing of orthogonal force components and the 

TCM system based on the processing of unidirectional strain respectively. This justifies 

further research into tool condition monitoring using signals, which are a linear combination 

of the orthogonal components sensed as in the specific application described in this study.   
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The strain-gauge based orthogonal TCM may be the easier option to implement. However it 

was shown that unidirectional piezoelectric transducer based TCM could be an added benefit 

to the use of an SSA in tool vibration control. 
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CHAPTER 4 

 

 
ACTIVE CONTROL OF TOOL VIBRATIONS USING A SELF-
SENSING ACTUATOR  
 

 
4.1.     INTRODUCTION 

 

The second and third chapters dealt with the viability of exploiting the actuating and sensing 

functions of a self-sensing actuator. In the current chapter instead a look is taken at the 

capability of a complete hardware control system to actively control tool vibrations by means 

of a self-sensing actuator. The main contents of this chapter consist of the paper by Freyer, 

Theron,  Heyns & Pickelmann (2016). 

 

In Chapter 2 it was mentioned that by using a piezoelectric self-sensing actuator for tool 

vibration control two problems can be overcome. These are the problem of a lacking space 

around the tool tip and increased costs if separate actuators and sensors are used. What hasn’t 

been mentioned though is that in spite of its small size a piezoelectric actuator is capable of 

exerting high forces. This property makes the SSA suitable to be positioned close to the 

neutral axis of tool holder subjected to bending by tangential cutting forces as depicted in 

Figure 3.1 and in Andrén et al. (2003). Even though undergoing little strain close to the 

neutral axis it is sufficiently sensitive to make a signal available for both, TCM and control 

system feedback purposes. As already said in Chapter 3 such a tool holder-SSA configuration 

could due time constraints not be included in this work.  

 

By the piezoelectric actuator’s suitability as stated above and also accompanying advantages 

for the turning process as mentioned in Chapter 1 and 2, tool vibration control in general but 

also using a self-sensing actuator in particular is motivated.  

  

Literature shows that the general concept of a SSA has been proven in laboratory 

environment before (Anderson et al., 1994). This however was not on a set-up typical of a 

turning process as offered in this chapter. This part of the work makes use of a practical set-

up. A mechanical structure of a representative tool post with tool holder is excited by narrow 

band tool vibration force inputs. These were previously recorded as tangential cutting force 

signals in a real turning process and were for initial simplicity purposes confined to 

respectively 100 and 200 Hz bandwidths.  This proposed practical solution comprises two 

essential building blocks. These are the sensing circuit with integrated SSA and the control  
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algorithm with an incorporated linear time invariant (LTI) forward path model. Besides 

identification of the forward path, measures toward linearization of the SSA are described in 

this chapter.  

 

The sensing circuit is a hardware building block. It is basically adopted from Anderson and 

Hagood (1994) as a bridge circuit with the SSA as an active component in one of its branches. 

It captures a strain proportional signal which constitutes the variable directly affected by a 

force induced disturbance on the strain of the SSA.  

 

An embedded controller is the software building block. This includes the control algorithm 

and model by way of its coefficients being the information for a digital signal processor 

(DSP) application.  Real cutting forces are non-stationary (Sturesson, Håkansson,  & 

Claesson, 1997). They therefore require a type of adaptive control algorithm. A filtered-x 

LMS (FXLMS) algorithm was selected as in Andren et al. (2003), however with 

modifications originating from Kuo, Kong  & Gan (2003). This is referred to as the adaptive 

feedback noise control algorithm (AFANC).  Instead of the delayed error, in this chapter a 

delayed disturbance signal as suggested in Kuo et al. (2003) constitutes the reference signal 

for the algorithm. This algorithm was selected due to improved performance it showed in 

simulation with a perfect plant estimate. This performance is here traded off against a 

decreased stability region with an imperfect plant model (Elliott, 2001:135). 

 

The main objective of the work described in this chapter is to demonstrate how the building 

blocks introduced above function as a complete system. This includes a suitable signal-to-

noise ratio not below a required minimum for the sensing circuit. From the software building 

block it is required that it should demonstrate clear performance w.r.t. vibration attenuation. 

All the modules that would be present in a real turning process are involved in the proposed 

concept paving the way towards application in such processes. A simplified yet adequately 

efficient system constitutes the contribution of this chapter. 

 

The next section gives a description on material and methods of the experimental set-up. This 

includes a description of the test structure, sensing circuit and information that entered the 

DSP. The same section discusses the force signals for the experiment and also the 

experimental procedure. A section on theory and calculations contains sensing circuit theory 

and linearization measures. Furthermore it provides system identification, and the vibration 
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control algorithm description as part of the DSP information. The remaining sections show 

the results due to vibration control using a self-sensing actuator and their discussion.  

 

 

4.2.     MATERIAL AND METHODS 

 

This section describes the set-up w.r.t. the structure under test, where the vibration problem is 

located and two building blocks of the solution. Test signals previously recorded as tangential 

cutting force signals from a real turning process, are used to drive a shaker which in turn 

excites emulated tool vibration. This section also briefly deals with these signals. At the end 

of this section a description of a procedure by which the experiment was conducted is given.  

 

The actuator/tool holder configuration used for simulation purposes in chapter 2 to 

demonstrate the use of a SSA was similar but not exactly the same as the used in chapter 4. 

Chapter 2 described the simulation of the principle of which a test bench implementation with 

a slightly different algorithm is shown in chapter 4.  Figure 4.1 gives an overview of this 

actuator/tool holder structure as well as the two main building blocks, viz. sensing circuit and 

embedded controller information on the DSP. The test signals in Figure 4.1 follow the path 

via the PA100E amplifier to the shaker which then converts them into a force to excite the 

tool holder substitute. This results in emulated tool vibrations. Figure 4.1 also shows 

complementary equipment for the experiment. Photos of the set-up of Figure 4.1 can be seen 

in Appendix H. Table 4.1 lists the equipment that was used for the experiment. 

 

 

4.2.1.   Test structure 

 

The structural part of the set-up gives account of the structural dynamic problem. This part 

constitutes a structure representative of a tool-holder as it would be clamped in a tool post and 

is depicted in Figure 4.1. A stack actuator, here also referred to as SSA, extended in a 

direction opposite to the force by the shaker. The stack actuator made contact with the 

substitute tool holder at an offset from the shaker force application point. This contact was not 

by positive form locking but by a spherical actuator tip against a flat surface to prevent 

damaging moments being transferred from the substitute tool holder to the ceramic stack of 

the SSA. 
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Figure 4.1: Experimental set-up for active control of emulated tool vibration using a self-
sensing actuator. 

 

 

Table 4.1: Equipment used in experimental set-up 
Item Type 
  
Piezo drive amplifier LE 500/200 voltage amplifier, 

Piezomechanik GmbH 
Piezoelectric actuator Stack actuator: PSt 500/10/15 VS18, 

Piezomechanik GmbH :  ݊ ൌ 50,   
௔ܭ ൌ 120 ,݉ߤ/ܰ ݀ଷଷ ൌ   ܸ/݉݌	450

Electrodynamic shaker Ling Dynamic Systems, V406/8 
Shaker drive amplifier Ling Dynamic Systems, PA100E 
Force transducer Model 208B02, PCB Piezotronics 
Force transducer power unit Model 480E09 ICP, PCB Piezotronics 
Digital signal processor TMS320C6713, Texas Instruments 
Analog-to-digital converter ADS 8361, Texas Instruments 
Digital-to-analog converter DAC 8554, Texas Instruments 
Converter interface 5-6K Interface, Texas Instruments 
Data acquisition card (DAQ) PCI-6251 M-series, National Instruments 
DAQ connector block BNC-2110, National Instruments 
  
 
 

4.2.2.   Sensing circuit 

 

The sensing circuit (SC) block in Figure 4.1 is shown in detail in Figure 4.2.  The principle of 

the SC is mainly that of an impedance bridge. It is a module with several electrical time 
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dependent variables as states. One of them is the voltage difference in the sensing branch 

which is an output variable of interest in this chapter.  

 

The output, also used as feedback variable, is proportional to the axial strain of the stack  

SSA. Another output, ∆ ௦ܸ௛௨௡௧, only plays a role in a feedback system alluded to in section 

4.3.2.1.  For the purpose of this part of the work the sensing circuit thus is a single input 

single output (SISO) unit. 

 

 

Figure 4.2: Circuit diagram of sensing circuit with integrated SSA 

 

The parameterization of this circuit is determined by the capacitance of the SSA. The ratios 

between  ܼ௥௣/	ܼଵ ൌ  ܼ௣/ܼଶ , with ܼ௣ ൌ ܼ௥௣ , are according to values suggested by Anderson 

et al. (1994). The reason for the parallel resistors in ܼଵ and ܼଶ is mentioned in that source. 

The purpose of additional parallel capacitances in ܼ௦௛௨௡௧ and ܼ௥	௦௛௨௡௧was to increase the 

small parallel inherent capacitance of the high power shunts of ܼ௦௛௨௡௧ and ܼ௥	௦௛௨௡௧ 

respectively. This is done to ascertain that the main voltage drop between ௜ܸ௡ and ground is 

across  ܼ௣ and its matching reference impedance, ܼ௥௣, respectively. The components and 

specifications of respectively the impedance bridge and band pass filter of the sensing circuit 

are listed in Table 4.2. 
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4.2.3.   DSP information  

 

The basis for the information coded for the DSP is further considered in this section. The C-

coded information that entered the DSP application consisted of the AFANC algorithm and 

also the model coefficients that were obtained through mode finding and model identification 

of the forward path of the control system.  

The model coefficients for the AFANC filters are based on a sampling time of 4	ݏߤ which 

corresponds to a 250݇ݖܪ sampling rate. This is the sampling rate at which the external data 

converters were run at. The used DSP and external data converter types are listed in Table 

4.1. The decision for external data converters was associated with the advantage of lower 

phase loss than would have been the case with on-board coder-decoder (codec) of the DSP.  

 

Table 4.2: Impedance bridge and band pass data 
 

  
Impedance bridge 

  
Impedance Value 
  
ܼ௥	௦௛௨௡௧, ܼ௦௛௨௡௧ 6 ܨߤ || 2.9 ܱ݄݉  
ܼ௥	௣, ܼ௣ 207  ܨ݊
ܼଵ, ܼଶ 2.2 ܨߤ ||100 ܱ݄݉ 
ܴ௣ 220 ∙ 10ଷ ܱ݄݉ 
  

Band-pass 
  
Parameter Value 
  
Bandwidth ∆߱ ൌ 205 ∙ ߨ2  ݏ/݀ܽݎ
Centre frequency ௢݂ ൌ 2050  ݖܪ
Gain at ௢݂ ܩ ൌ 1 
Quality factor ܳ ൌ ∆߱/ሺ2ߨ ௢݂ሻ ൌ 10  

 
 

 

 

4.2.3.1. Mode finding  

 

A model of the path consisting of the digital signal processor (DSP), the voltage amplifier and 

the impedance bridge was needed in the form of a linear parametric model. The bending 

mode of the substitute tool holder had to be known while the tool holder is subjected to the 

mass load effect of the force transducer and stinger. This had to be done because of the 
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influence the mass-to-stiffness ratio has on the bending mode when the substitute tool holder 

is connected to the shaker. 

 

The mode finding procedure therefore followed two steps. These were followed to determine 

the mass load effect of the force transducer and the shaker’s stinger on the substitute tool 

holder. The first step consisted of application of a zero to 8000	ݖܪ	bandwidth random noise 

to the shaker, which exerted the output force onto the passive cantilever structure shown in 

Figure 4.3. The associated force signal and a strain signal were measured as input and output 

signals by a dynamic force transducer and the SSA respectively and resulted in the frequency 

response function (FRF) in Figure 4.4. In this configuration the signal ௦ܸ௦௔ was recorded 

directly at the SSA terminals without the SSA being integrated in the sensing circuit. This 

first step was to find the frequency of the first bending mode of the substitute tool holder 

when it is connected to the shaker via the stinger. Figure 4.4 shows that this could be obtained 

at 2050	ݖܪ. The peaks at this frequency and at 6500	ݖܪ refer to modes, i.e. natural 

frequencies of the tool holder substitute for transfer behaviour with the force, ௙ܸ௧, signal close 

to its tip as input and the strain proportional signal sensed by the SSA, ௦ܸ௦௔, as output. 

 

 

 

Figure 4.3: Experimental set-up for input-output data measurements for estimating the FRF 
exhibiting of the substitute tool holder. 

 
 

The second step was to then disconnect the shaker and adjust the mass load at the stinger 

connection point of the cantilever, such that the frequency of the first bending mode would be 

at a value of the one obtained in the first step. The bending mode after adjustment was 

observed on an FRF graph with voltage input to a buffer before piezo amplifier as input and 

௢ܸ as output signal as in Figure 4.5. After applying the mass load needed to shift the bending 
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mode to 2050	ݖܪ one can see minor frequency effects at 2050	ݖܪ in Figure 4.5. They are 

hardly visible due to other units such as the piezo amplifier and the impedance bridge on the 

path of the FRF measurements. 

 

Figure 4.4: FRF with force transducer signal, ௙ܸ௧ , as input and signal, ௦ܸ௦௔, obtained from 
piezo SSA as output. 

 

Figure 4.5: FRF of forward path section with voltage input to buffer before piezo amplifier as 
input and ௢ܸ as output signal. 
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4.2.3.2. Model identification 

 

With knowledge of the bending mode from the first step in section 4.2.3.1 and mass load 

adjusted as in the second step in section 4.2.3.1 model identification could be performed. This 

could be done on the substitute tool holder disconnected from the shaker and with its mass 

load adjustment.    

 

A 0 to 8000	ݖܪ white noise input signal, ௜ܸ	ௗ௦௣, to the DSP and an anti-alias filtered ௦ܸ௘௡௦, 

respectively provided the input and raw output data. The anti-alias low pass filter (6th order 

Butterworth) had a 30݇ݖܪ corner frequency. Data consisting of ௜ܸ	ௗ௦௣were read from and 

then acquired as anti-alias filtered ௦ܸ௘௡௦ by the data acquisition card specified in Table 4.1. 

Delayed by only a sampling instant the raw output data was acquired similarly. A sampling 

rate as high as 100݇ݖܪ was used to be above a minimum of at least 10 times the bandwidth 

of the control system in order to approach a continuous model (Lutz & Wendt, 2002:667). 

The reason for conservatively choosing it much higher was to prevent loss of accuracy in case 

of a wider bandwidth. Before used for model identification the raw output data was filtered 

through an inverse model of abovementioned anti-alias filter.  

 

The model identification itself was performed to obtain a linear parametric model, here also 

referred to as the forward path. During this identification, the algorithm instructions on the 

DSP were programmed to contribute to processing time only and not to data manipulation. 

This was done by letting the algorithm instructions be processed, but assigning the input data 

instead of the algorithm output directly to the output variable. The band pass filter at the 

impedance bridge’s sensing branch was the last unit of the forward path. The output signal 

from this unit was the result from the strain of the piezoelectric transducer. Therefore it is 

here called a self-sensing actuator, which fulfils the two functions of sensing and actuation 

respectively.  

 

Modeling of structures is often done using structural dynamics software packages. However 

instead of the latter type of software it was decided to use System Identification (SID) 

Toolbox by MATLAB (2007). There were mainly two reasons for this decision and that is 

that SID Toolbox is also suited for the modelling of a general system which includes an 

actuator and also the transfer behaviour of the electronic and electrical equipment. 
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Pre-processing was performed on the SID data set by removing the means and pre-filtering 

over the interval 	ሾ1942			2149ሿ	ݖܪ. This allowed the fit of the model to focus on that 

interval. Furthermore this modelling software allows focus on stability, i.e. all poles to lie 

within the unit circle of complex z-domain, when doing the model parameter estimation. It 

was reasonable to expect the system to be stable due to the viscous modal damping that 

occurs in the structure and the collocated actuator/sensor pair. 

 

 

4.2.3.3. Control method 

 

In the remainder of this chapter it is the convention that lowercase bold symbols represent 

vectors of delayed samples at the time instant indicated by the subscript, ݇.  

 

The control method as shown in Figure 4.1 encompasses a vibration control loop with 

feedback signal, ௦ܸ௘௡௦ . It is also represented as the block diagram shown in Figure 4.6. In this 

diagram the filters indicated with a ܶ stand for the linear time-invariant (LTI) transfer 

behaviour between a sampled input signal and a sampled output signal. ௙ܶ in particular is the 

transfer function of the forward path, i.e. the physical set-up, which includes the DSP, the  

voltage amplifier and the impedance bridge to the sensed bridge voltage, ௦ܸ௘௡௦ , as output. 

The signal sample 	݁௞ ൌ ௦ܸ௘௡௦	௞ is the signal sample sensed by the sensing circuit at time 

instance ݇ and is the input to the control algorithm embedded on the DSP. The signal 

commanded by the control algorithm to the SSA, i.e. the output signal from the DSP at time 

instance, ݇, is represented by the sum of the signal samples ݑ௞ and ݊௞. Here  ݊௞ is the noise 

imposed on the adaptive filter output, ݑ௞. 

 

The forward path is denoted as 

 

 ௙ܶሺݖሻ ൌ
஼ሺ௭ሻ

ଵିீሺ௭ሻ
                                                             (4.1) 

 

and ଶܶଵሺݖሻ denotes the filter of the transfer function relating the input force at node 1, at the 

tool tip to the displacement, ݀௞, at node 2, resulting from the input force to the structure, ௞݂. 

Node 2 is the point of contact of the SSA and the bar representing the tool holder as indicated 

in Figure 4.1. 
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Figure 4.6: Block diagram of control system based on AFANC  

 

The input to the controller first undergoes a bias removal using the bias-notch filter 

 

஻ܶேሺݖሻ ൌ
௭ିଵ

௭ି଴.ଽଽହ
     (4.2) 

 

with a pole slightly left of the zero on the unit circle as discussed by Widrow & Stearns 

(1995:323). Filter, ܹሺݖሻ, is a 16 tap adaptive finite impulse response (FIR)-filter. 

 

The C-code for the least-mean-square (LMS) section of the AFANC algorithm was adopted 

from Chassaing (2005:263). On the DSP in Table 4.1 it was subjected to processor-in-the-

loop (PIL) testing using MATLAB (2006b,c,d,e,f,g,h) with the following toolboxes: 

 

a) Simulink                                               

b) Embedded Target for TI C6000 DSP(tm)                   

c) Link for Code Composer Studio                          

d) Real-Time Workshop                                     

e) Signal Processing Block Set                             

f) Signal Processing Toolbox 
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Two real time data exchange (RTDX) channels respectively for write and read purposes and a 

buffer in a MATLAB loop structure program on the host PC were created (Chassaing 

(2005:313). The RTDX channels then allow data exchange between the host PC and the 

processor (DSP). This means that data are sent sample by sample from to the processor 

through RTDX channels via the on-board Joint Test Action Group (JTAG) interface. After 

being processed by the DSP, data is received via the JTAG and an RTDX channel by the 

MATLAB program and workspace. A functional AFANC algorithm in Simulink with exactly 

the same parameters as the C-program on the processor was used as reference. The received 

data, i.e. output data from the processor, was compared to the output of the reference 

program. This comparison showed that there was no processing error by the C-coded AFANC 

algorithm on the processor. The Simulink program was again tested in simulation of tool 

vibration control and reached performance levels similar to that in Chapter 2.   

 

 

4.2.4.   Test signals 

 

The test signals for this work were previously measured in a turning process on a manually 

operated Colchester Student lathe. The cutting speed, feed rate and depth of cut during this 

measurement were 86.4	 to 	96.6	݉/݉݅݊, 0.3	݉݉/ݒ݁ݎ and 1	݉݉ respectively. The 

measurements were conducted by means of a strain gauge instrumented tool holder according 

to the method that has been described in Chapter 2. There it is shown how a calibration matrix 

is used to convert the so measured vibration signals into force signals. 

 

The decision to use the force component tangential to the work piece as a test signal is based 

on information regarding its contribution to relative tool work piece displacement. The force 

components in turning are the tangential component, 	 ଵܲ and two components, ଶܲ and ଷܲ  

orthogonal to it respectively in feed and radial direction. According to Koenigsberger 

(1964:5), ଵܲ is the main component normally with ଷܲ ൎ 0.3 ଵܲ and ଶܲ ൎ 0.15 ଵܲ to ଶܲ ൎ

0.5 ଵܲ. A relatively high force-to-stiffness ratio in the direction of ଵܲ for a standard tool holder 

results in its increased deflection in that direction. A consequence of this is a significant 

contribution towards tool work piece displacement with resulting surface roughness. 
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During these measurements the first bending mode of the strain gauge instrumented tool 

holder in tangential direction was excited by the force in the same direction and was at 

  .ݖܪ	1355.9

 

Allowing the effects of the tangential excitation force through, the tool holder has a pass band 

for vibrations in that direction at the first bending mode. The frequency range of the measured 

signal in this pass band was shifted to a frequency range of equal width centred at the 

equivalent mode of the substitute tool holder at 2050	ݖܪ.  A shift in the frequency domain 

was done on frequency components of respectively a 100	ݖܪ frequency range for the one and 

 for the other signal. The frequency ranges outside these bands were filled with low ݖܪ	200

amplitude system noise from high frequency ranges.   

 

With the data acquisition at sampling rate ܨ௦ ൌ  these signals were applied to the ݖܪ100݇

driving amplifier of the shaker, PA 100 E, for two separate test runs. Their power spectral 

densities are shown in Figure 4.7. The selection of this sampling rate had the same basis than 

that for model identification. The choice for a higher sampling rate came at negligible 

additional cost only.  

 

Figure 4.7: Power spectral densities (PSDs) of 100 Hz and 200 Hz bandwidth test signals 
respectively. 
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4.2.5.   Experiment 

 

As part of the experiment, the impedance bridge had to be balanced and impedances matched 

before the actual vibration control of the tool holder substitute could be tested.  

 

First passive ceramic capacitors of XR7 material were used in the place of the impedances of 

ܼ௣ and  ܼ௥௣  and their capacitances matched to one another. These capacitors had 

capacitances in the order of the PSt 500/10/15 VS18 actuator, ܼ௣ , and its reference capacitor, 

ܼ௥௣. A signal ௜ܸଵ was applied to the open-loop set-up. The bridge was then balanced by 

reducing the sensed output signal, ௦ܸ௘௡௦, to a minimum in root-mean-square value via the 

potentiometer in the sensing branch of the bridge circuit. An adjustable polystyrene capacitor 

was used as additional capacitance to complement the mismatches. 

 

The next step was to match the actuator, ܼ௣, and a passive capacitor of XR7 material, ܼ௥௣, 

respectively. They were matched with respect to both their capacitances and dissipation 

factors such that they would have equal effect on phase of each, ଶܸ and ଵܸ. Here too an 

adjustable polystyrene capacitor was used as additional capacitance to complement the 

mismatches. 

 

The two test signals had bandwidths of 100	ݖܪ and 200	ݖܪ respectively around a centre 

frequency of 2050	ݖܪ . They were applied to the shaker amplifier PA 100E (volume dial set 

to 95% of its range) and subsequently to the shaker. The shaker converted the signals to 

forces that were exerted on the substitute tool holder.  

 

The signal that was then acquired was the voltage, ௦ܸ௘௡௦, which is proportional to the 

deflection at the point of contact of the SSA with the substitute tool holder. The data 

acquisition was performed open loop and closed loop, i.e. without and with control, 

respectively and can be seen in the graphs of Figures 4.14 and 4.15.  
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4.3.     THEORY AND CALCULATIONS 

 

4.3.1.   Sensing circuit 

 

This section provides a look into the theoretical basis of the sensing circuit output, i.e. the 

hardware building block. The sensor equation therefore assists in this as a starting point and is 

formulated in Anderson et al. (1994) as 

 

ݎ	௣ߠ ൅ ݒ௣ܥ ൌ  ௣              (4.3)ݍ

 

where ߠ௣ ൌ ݊	݀ଷଷ	ܭ௔ with ݊, the number of layers in the stack, ݀ଷଷ, a piezoelectric constant 

and ܭ௔	the actuator stiffness. ܥ௣ is the actuator’s capacitance, while  ݍ ,ݎ௣ and ݒ are the piezo 

actuator tip displacement, the charge on the piezo stack, and the voltage across its electrodes 

respectively.  

 

If no charge from the stack actuator is lost, e.g. the piezo SSA is an open circuit, then the 

voltage, ݒ, that appears across the piezo stack electrodes becomes 

 

ݒ ൌ െߠ௣	ܥ/ݎ௣ .     (4.4) 

 

The charge, ݍ௣, that appears on the electrodes of the piezo stack is generated when the stack 

actuator is compressed by a displacement, ݎ. In the literature (Roddeck, 2003:11) this is called 

the piezoelectric effect and Dosch et al. (1992) represent this effect as a voltage source in 

circuit diagrams.  

 

In the derivation of an expression for the voltage sensed by the impedance bridge, ௢ܸ, as it 

was done in Anderson et al.(1994) the piezoelectric effect was taken into account. Here it 

appears in the second term of the expression for the voltage across the actuator and shunt, 

௔ܸ௖௧, as 

 

௔ܸ௖௧	 ൌ ௜ܸ௡ െ ଶܸ ൌ
൫௓೛ା௓ೞ೓ೠ೙೟൯

൫௓೛ା௓ೞ೓ೠ೙೟ା௓మ൯
௜ܸ௡	 െ

௓మఏ೛	௥

൫௓೛ା௓ೞ೓ೠ೙೟ା௓మ൯஼೛
 . (4.5) 

 

Based on Anderson et al. (1994), ଶܸ is obtained from the rearranged (4.5),  
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ଶܸ ൌ
௓మ௓೛

൫௓మା௓೛ା௓ೞ೓ೠ೙೟൯
ݏ ൬

௏೔೙
௦௓೛

൅  ൰    (4.6)ݎ௣ߠ

 

and ଵܸ  is  

ଵܸ ൌ
௓భ

൫௓భା௓ೝ೛ା௓ೝ	ೞ೓ೠ೙೟൯
௜ܸ௡ .     (4.7) 

 

From (4.6) and (4.7) the output of the impedance bridge, ௢ܸ, can be obtained as      

 

௢ܸ ൌ ൫݃ଵܼଵ ൫ܼଵ ൅ ܼ௥	௣ ൅ ܼ௥	௦௛௨௡௧൯⁄ െ ݃ଶܼଶ ൫ܼଶ ൅ ܼ௣ ൅ ܼ௦௛௨௡௧൯⁄ ൯ ௜ܸ௡  

െ݃ݏଶ ቀܼଶܼ௣/൫ܼଶ ൅ ܼ௣ ൅ ܼ௦௛௨௡௧൯ቁ  (4.8)       .ݎ௣ߠ

 

The gains for ଵܸ and ଶܸ are represented by ݃ଵ and ݃ଶ respectively. If the bridge is perfectly 

balanced and ݃ଵ ൌ ݃ଶ, ௢ܸ is represented by the second term of (4.8) only as 

 

௢ܸ ൌ െܼ௠ሺݏሻߠ௣(4.9)       . ݎ 

 

௢ܸ can therefore be used as the feedback signal in a control system, which counteracts 

disturbances in order to keep the displacement at the particular node of contact as small as  

 

possible. This is node 2 in Figure 4.1 between the actuator and the tool holder. The impedance 

bridge contains voltage dividers in each of its legs, which provide the voltages ଵܸ and ଶܸ, that 

are differenced. It also contains a current divider with two capacitive bridge legs and a purely 

resistive third leg. The resistive leg allows dc current to pass through and thus has a low pass 

filter function to fulfil. The 0ݖܪ offset current is associated with the voltage ௜ܸ௡ which has an 

offset due to uni-polar operation of the amplifier. This insight is put forward in Moheimani et 

al.  (2006:126) to justify the additional by-pass path in the bridge circuit. As a result of the 

current divider low pass filter, the current through the resistive leg becomes 

 

ோܫ ൌ
ሺோು஼ಳ௦ାଵሻ

ோು஼ಳ௦
 ௜௡      (4.10)ܫ	

 

where ܥ஻ is the total equivalent capacitance of the two capacitive bridge legs and ܫ௜௡ is the 

total current delivered to the impedance bridge.  
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4.3.2.   Linearization measures  

 

4.3.2.1. Input voltage tracking by current in piezo SSA 

 

A controlled output voltage amplifier was available to drive the SSA. It is however generally 

known, amongst others from Moheimani et al. (2006:214), that when a controlled output 

voltage amplifier drives piezoelectric actuators the latter exhibit non-linear hysteresis. 

However non-linearity is negligible when a controlled current amplifier drives the actuators. 

The necessity to convert the available controlled voltage amplifier into a controlled current 

amplifier was therefore evaluated.  

 

In addition to linearization, the controlled current amplifier offers the benefit of enhanced 

stiffness of the actuator.  Pickelmann (2010) explains the reason behind this. It is generally 

known that for a controlled output voltage amplifier its output voltage tends to follow the 

input voltage independent of load and delivers current correspondingly (Millman and Halkias, 

1967:480). When exhibiting the aforementioned piezoelectric effect, the piezo actuator will 

generate charge on its electrodes while subjected to compression. Associated with this an  

electric field in the piezoelectric actuator is caused which however is opposed by the driving 

amplifier’s voltage output ( Dosch et al., 1992). This leads to loss of the electric field in the 

stack, which in turn is responsible for the piezo actuator’s loss of stiffness. Heimann et al. 

(2001:56) give a proportional relationship between electric field strength and stiffness. This 

restricts the actuator to react with less force. If however the piezo actuator current is 

controlled instead, the amplifier output voltage is free to increase when a force is exerted on 

the piezo actuator. Via the driving amplifier one therefore has control over the charge content 

on the piezo actuator, the electric field and consequently its stiffness. Two equations from 

Anderson et al. (1994) illustrate this by means of the rewritten sensor equation (4.3) 

 

ݎ	௣ߠ ൌ ௣ݍ െ  (4.11)     ,	ݒ௣ܥ

 

A situation of no charge leakage from the piezo stack occurs when the charge to the SSA (i.e. 

the current) is controlled and thus the charge content on the actuator and leakage disturbances 

are compensated by the control, which is the situation described by (4.4). 

 

For this part of the work a current controlled drive amplifier would mean that an inner 

feedback loop as shown in Appendix G in Figure G.1 be implemented such that the current in 
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the piezo actuator would track	 ௜ܸଵ. According to Bayerle (2015) this can be done by 

measuring the voltage difference across the shunt, ∆ ௦ܸ௛௨௡௧ , e.g. on the high voltage side of 

the piezo actuator and performing a ൅90°phase shift on it before feeding it back, if ∆ ௦ܸ௛௨௡௧ is 

in phase with the piezo amplifier input voltage.  

 

However it was found that the phase of  ∆ ௦ܸ௛௨௡௧ at 2050	ݖܪ is already about  76° relative to 

the piezo amplifier input voltage, ௜ܸଵ as shown in Figure 4.8. Therefore the phase of the 

current in the piezo actuator would be െ14°	, i.e. it is lagging 	 ௜ܸଵ by only 14°	. For the 

purposes of this study this lag was assumed to be sufficiently close to	0°. For a more accurate 

tracking of 	 ௜ܸଵ by the piezo current the phase of ∆ ௦ܸ௛௨௡௧  would have to be 90° across the 

entire bandwidth of the control system.  

 

 

4.3.2.2. Imposing of pseudo random noise 

 

As a further measure to achieve linearization of the hysteresis found on piezoelectric actuators 

pseudo random noise was imposed on the control algorithm output, 	࢛௞. 

 

 

Figure 4.8: FRF with 	 ௜ܸଵ as input and ∆ ௦ܸ௛௨௡௧ as output signal indicating phase of shunt 
current relative to 	 ௜ܸଵ. 
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This was performed on each control algorithm output sample ݑ௞	as follows: 

 

a. Generate a random number ݊௥	௞: 

݊௥	௞ ∈ 	 ሾെ10, 10ሿ                    (4.12) 

 

b. Obtain modified running mean ݉′௞ : 

 

݉′௞ ൌ ቚ௄
ே
∑ ௝ݑ
௞
௝ୀ௞ାଵି௅ ቚ			   (4.13) 

 

where ܭ ൌ 5 ൈ 10ି଻ is a signal-to-noise-ratio (SNR) tuning factor and  ܰ ൌ 25	is 

the window length over which the mean is calculated. 

 

c. Obtain random signal ݉௞ proportional to ݉′௞: 

 

݉௞ ൌ ݊௥	௞ ∙ ݉′௞         (4.14) 

 

d. Filter ࢓௞ ൌ ሾ݉௞,…݉௞ି௅ሿ through a series of two identical second order band pass 

filters, ܩ௕௣ሺݖሻ, with centre frequency at ௡݂ ൌ  and under-damped with ݖܪ݇	110

damping ratio ߞ ൌ 0.1. This type of band pass filter was selected because only a 

narrow band was needed to let random noise pass through. The centre frequency 

was chosen sufficiently high but safely below the Nyquist frequency of the DSP 

sampling rate. This series of filters is in the form of program code just after the 

control algorithm. The  noise used was thus amplitude specific and also frequency 

specific  ࢔௞ :  

 

௞࢔ ൌ ሻݖ௕௣ሺܩ ∙ ሻݖ௕௣ሺܩ ∙  ௞    (4.15)࢓

 

where ܩ௕௣ሺݖሻ is the z-transform with the zero-order-hold method at sampling time 

௦ܶ ൌ 1/250000 seconds of 

 

ሻݏ௕௣ሺܩ ൌ
ሺଶగ௙೙ሻమ

௦మାሺସ఍గ௙೙ሻ௦ାሺଶగ௙೙ሻమ	
                    (4.16) 
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e. The pseudo random noise, ݊௞ was then imposed on controller output value ݑ௞: 

௞ݒ ൌ 		 	௞ݑ ൅ 	݊௞                                  (4.17) 

where 	 ௜ܸଵ ൌ  . 		௞ݒ

 

With the manipulation on a random signal as described above, a linearizing effect was visible 

on the hysteresis of strain versus applied voltage of the piezo actuator at 2050	ݖܪ.  

 

Imposing of pseudo-random noise to the voltage applied to the piezoelectric actuator has an 

overall linearizing effect and is shown in Figures 4.9 and 4.10. In the left graph of Figure 4.9 

however the loop that can be seen is mainly a result of lag since low voltages were applied. If 

higher voltages were applied the extreme points of the loop would become sharper as in 

Figure 4.10 and effects of hysteresis would become visible (Moheimani et al., 2006:204). 

Pseudo random noise causes the more inflated hysteresis loop to collapse. 

 

 

 

Figure 4.9: Piezo stack actuator stroke vs. applied voltage, without pseudo-random applied to 
௣ܸ௜௘௭௢ (left graph) and with pseudo-random applied to ௣ܸ௜௘௭௢ (right graph). 
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Figure 4.10: Piezo stack actuator stroke vs. applied voltage, without pseudo-random applied 
to ௣ܸ௜௘௭௢ (left graph) and with pseudo-random applied to ௣ܸ௜௘௭௢ (right graph). 

 

 

This linearization measure is therefore most effective for longer stroke lengths such as in real 

turning processes and may be used in combination with the assurance that piezo current is 

sufficiently tracking piezo amplifier input voltage. 

 

 

4.3.3.   DSP information 

 

A theoretical basis for the software building block, viz. DSP information, will follow in this 

section regarding system identification and the control algorithm. 

 

 

4.3.3.1. System identification  

 

Since the forward path is made up of a number of units, a higher order model for it was 

expected. The state space representation is known to be a reliable linear time invariant (LTI) 

type of model and allow for stable computer analysis algorithms (MATLAB, 2003a). A 6th 

order model was recommended by the order selection option if the model was to be of state 

space form. The forward path was therefore identified as a narrow band 6th order state space 
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model with focus on stability. The prediction error method (PEM) from Ljung (1987:171) 

was selected for identification of the model parameters. Findings from the use of the control 

algorithm, discussed later, were that it showed improved performance if the model of the 

forward path was a model of lower order. Model order reduction which removes those states 

that hardly change over time compared to the remaining states of the process (Föllinger, 

1990:585; MATLAB, 2003a) was then performed. The state space system was reduced to  

second order and converted to a z-domain transfer function. Its parameters were 

accommodated in the discrete transfer function of the form 

 

௙ܶሺݖ, ሻߠ ൌ
஻ሺ௭ሻ

஺ሺ௭ሻ
   and  ܪሺݖ, ሻߠ ൌ

ଵ

஺ሺ௭ሻ
  .                                     (4.18) 

 

with the model parameters, 

ߠ     ൌ ሾܽଵ ⋯ܽ௡௔					ܾଵ ⋯ܾ௡௕ሿ்,                                            (4.19) 

 

where  ܪሺݖ,  ሻ is the noise model in the relationshipߠ

   

ሻݐሺݕ ൌ 	 ௙ܶሺݖ, ሻݐሺݑሻߠ ൅ ,ݖሺܪ  ሻ   .                   (4.20)ݐሻ݁ሺߠ

 

The role of the parameters in (4.19) can be illustrated with the equation error model (Ljung , 

1987:71) in terms of the output ݕሺݐሻ and input ݑሺݐሻ as 

                 (4.21) 

ሻݐሺݕ ൅ ܽଵݕሺݐ െ 1ሻ ൅ ⋯ܽ௡௔ݕሺݐ െ ݊ܽሻ ൌ ܾଵݑሺݐ െ ݊݇ሻ ൅ ܾଶݑሺݐ െ ݊݇ െ 1ሻ ൅⋯൅

ܾ௡௕ݑሺݐ െ ݊݇ െ ܾ݊ ൅ 1ሻ ൅ ݁ሺݐሻ.        

                        

with ݁ሺݐሻ being a white noise term entering directly. The integer ݊݇ is relating sampling 

period ௦ܶ to dead-time ݐௗ in the model as 

 

ௗݐ ൌ ݊݇	 ௦ܶ .     (4.22) 

 

The second order system in the z-domain was obtained as the transfer function 

 

௙ܶሺݖሻ ൌ 	
ି଴.଴ଷ଼଼଻	௭మି଴.ଵ଺ହସ	௭ା଴.ଶ଴ଷ଺

௭మିଵ.ଽଽଷ	௭ା଴.ଽଽହ଺
 .     (4.23) 
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The fit of the estimated model versus a FRF of the measured data is shown in Figure 4.11 for 

a narrow band. An idea of the accuracy of this transfer function model is given by its 

percentage fit as  

ݐ݂݅ ൌ 100	ሺ1 െ	ߪതሺ࢟௠	௞ െ ࢟௞ሻ/ߪതሺ࢟௞ െ ഥ࢟௞)),    (4.24) 

 

according to MATLAB (2007). In (4.24) ࢟௠	௞ is the simulated output of the model,  ࢟௞ the 

measured output, ഥ࢟௞ its mean and the operator ߪത denotes the maximum singular value of the 

operand. A fit of 86	% was obtained with the model in (4.23). The presence of 

autocorrelation of the residuals, also referred to as error, ࢟௞ െ ࢟௠௞, means that the 

autocorrelation function plotted in the upper graph in Figure 4.12 lies outside the 99% 

confidence region. This in turn means that the error can be described by a model, i.e. it results 

from a discrepancy between the model output, ࢟௠௞ and ࢟௞ and is not white noise. Due to its 

tightness the 99% confidence region presents in the upper graph in Figure 4.12 close to zero 

autocorrelation as wide black line. A model of the error appears in an additional second term 

such as the noise model in (4.20). For a reliable estimate of a model, referring to the forward 

path model, one would however expect the error to be white noise (Ljung , 1987:428).   

 

The measured input, which is the same as that for the model, in cross-correlation with the 

residual, indicates that the residual is not independent from the input due to the presence of 

cross-correlation outside the 99% confidence. Incorrect estimation of time-delays 

corresponds to positive values for the cross-correlation. When the cross-correlation would be 

lying in the yellow region in Figure 4.12, a 99% confidence of independence could be 

guaranteed.  

 

A time domain comparison of the simulated model output and the measured output for the 

same input is shown in Figure 4.13. It is the model in (4.23) with 86% fit, according to 

(4.24). Due to time constraints  in this work the decision to use this model was based on the 

percentage fit only, while note was taken of the model deficiencies as indicated by the 

residual plots in Figure 4.12. 
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Figure 4.11: FRFs for the narrow band SISO model of the open loop forward path 
(dashed) and input-output measurements of the same path (solid) respectively, the input 

and output data being ௜ܸ	ௗ௦௣and ௦ܸ௘௡௦ respectively. 
 

 

Figure 4.12: Auto correlation (upper graph) of residuals and cross correlation (lower graph) 
of input and residuals of measured data and forward path model. 
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Figure 4.13: Comparison of measured data and time domain simulation of forward path 

model with 86% fit. 

 

 

4.3.3.2. Control algorithm 

 

During the implementation of the control algorithm on the DSP the relationship of the DSP 

input and output signals to the equivalent ones in Figure 4.6 are ௦ܸ௘௡௦ ൌ ݁௞ and ௜ܸଵ ൌ ௞ݑ ൅

݊௞. An adaptive FIR-filter, ܹሺݖሻ, determines the control action in the system as shown in 

Figure 4.6. The filtered-x LMS algorithm indicated in the diagram as the LMS-block in turn 

determines its coefficients. The algorithm is derived from the minimization of the expected 

value of the squared error, i.e. of the cost function 

 

௜ሻݓሺܬ           ൌ ௞ࢋൣܧ
ᇱ ௞ࢋ

ᇱࢀ൧,                                                              (4.25) 

 

by searching for appropriate ݓ௜ which are the coefficients for the adaptive filter ܹሺݖሻ. This 

minimization of ࢋ௞
ᇱ  means a minimization of ࢋ௞	. Physically this means that the resultant 

displacement at node 2 (see Figure 4.1) caused by the cutting force acting at node 1 and the 

force exerted by the actuator on the tool holder structure, is reduced. This is due to the 
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minimized SSA tip displacement proportional to ࢋ௞. The choice of ࢊ௞ିଵ
ᇱ  as the reference 

signal instead of ࢋ௞ିଵ is due to the fact that the reference signal should provide advance 

information about the primary noise, before it appears at the point of cancellation, which is 

the actuator/tool holder point of contact, node 2. In the case of a turning process the primary 

noise is the tool holder deflection due to the cutting process. A delayed disturbance as 

reference signal more effectively provides advance information than a delayed error signal. It 

is for this reason that the adaptive feedback noise control (AFANC) algorithm suggested in 

Kuo et al. (2003) was preferred above the delayed error active noise algorithm as used by 

Andren et al. (2003). Here  ࢋ௞ was first pre-filtered by the denominator dynamics of the 

forward path, 1 െ  ሻ to cancel its poles and prevent them from participating in theݖሺ∗ܩ

calculation of the coefficients, ݓ௜. This technique originates from Vipperman et al. (1993). 

The pre-filtered error signal ࢋ௞  is denoted as ࢋ௞
ᇱ , where 

 

௞ࢋ ൌ ௞ࢊ ൅ ௙ܶሺݖሻሺ࢛௞ ൅  ௞ሻ .                   (4.26)࢔

 

Then, with ࢔௞ neglected, ࢋ௞
ᇱ , is constructed as 

    
 

௞ࢋ
ᇱ ൌ ௞ࢊ

ᇱ ൅ ሺ1 െ ሻሻݖሺ∗ܩ ௙ܶ
∗ሺݖሻܹሺݖሻ࢞௞ ൌ ௞ࢊ

ᇱ ൅ ௞ିଵࢊሻݖሻܹሺݖሺ∗ܥ
ᇱ             (4.27) 

 

where  ܩ∗ሺݖሻ, ௙ܶ
∗ሺݖሻ and ܥ∗ሺݖሻ are estimates of  ܩሺݖሻ, ௙ܶሺݖሻ and ܥሺݖሻrespectively. 

 

In this work the objective was to directly keep the plant output zero. According to (4.27) the 

error ࢋ௞
ᇱ  then becomes  

௞ࢋ
ᇱ ൌ ௞ࢊ

ᇱ  .                                                   (4.28) 

 

A gradient descent algorithm is then used to update all the adaptive filter coefficients for the 

next time step, which is 

 

࢝௞ାଵ ൌ ࢝௞ െ ߤ
డ௃

డ࢝ೖ
       (4.29) 

where 

డ௃

డ࢝ೖ
ൌ ௞ࢋ2

ᇱ డ࢑ࢋ
ᇲ

డ࢝࢑
 .                                                   (4.30) 
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The final updating equation for the coefficients ݓ௜ , with ݅ ൌ  the length of filter ܮ and ܮ…1,2

ܹሺݖሻ, becomes 

 

࢝௞ାଵ ൌ 	௞࢝	ߛ െ ௞ࢋ	ߙ
ᇱ ௞ିଵࢊሻݖሺ∗ܥ

ᇱ .                                          (4.31) 

  

(4.30) is also known as the filtered-x LMS algorithm because the feedback type reference 

signal, ࢞௞ ൌ ௞ିଵࢊ	
ᇱ , is filtered by the FIR filter  ܥ∗ሺݖሻ  and becomes the gradient of the 

algorithm. The leakage coefficient ߛ is here assigned the value 0.99. In Andren et al. (2003) it 

is said to improve the systems robustness. The coefficient ߙ ൌ  is a convergence ߤ2

coefficient as found in Elliott (2001:78,82). It is determined by 

 

ߙ ൌ
ఈ෥

௅࢞ೖ
ᇲ మതതതതത                                                              (4.32)  

 

where ࢞௞
ᇱ ଶതതതതത is the mean-square of the filtered reference signal,  ࢞௞. According to Elliott 

  ෤ should beߙ ,(2001:82)

                            

0 ൏ ෤ߙ 	൏ 2 .                                                    (4.33) 

 

It was chosen as ߙ෤ ൌ 0.02 in this work, since lower values for a convergence coefficient are 

recommended for models that do not have an exact fit. 

 

 

4.4.     RESULTS AND DISCUSSION 

 

4.4.1.   Results 

 

௦ܸ௘௡௦	has a frequency dependent proportionality to mechanical strain of the SSA. The power 

spectral densities of ௦ܸ௘௡௦ with and without control for the 100	ݖܪ and 200	ݖܪ test signal 

cases are shown in Figures 4.14 and 4.15 respectively. Table 4.3 also includes the percentage 

attenuation of the maximum magnitude of ௦ܸ௘௡௦. This reduction is achieved at the first 

bending mode at  2050	ݖܪ. The forces measured by the force transducer remained constant 

for the tests whether with or without controller. For the 100	ݖܪ- and 200	ݖܪ-bandwidth cases 

the measured forces at the first bending mode frequency were 1.03 and 0.97	ܰ respectively. 
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Figure 4.14: PSD of ௦ܸ௘௡௦ with and without control respectively for a 100	ݖܪ bandwidth 
signal with 2050	ݖܪ centre frequency to shaker. 

 

 

Figure 4.15: PSD of ௦ܸ௘௡௦ with and without control respectively for a 200 Hz bandwidth 
signal with 2050 Hz centre frequency to shaker. 
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Table 4.3: Results: Effects of control for two test signals to shaker 
Bandwidth of 
representative 
force signal to 
shaker 

Strain proportional amplitude of signal 
sensed by SSA at modal frequency 

Amplitude in [N] of force 
applied to tip of 
representative tool holder 
at node 1 

Maximum amplitude attenuation  [%] Without 
control 

With 
control 

 1.03 1.03 70 ݖܪ	100
 0.97 0.97 65 ݖܪ	200

 

For an input signal amplitude of 2ܸ	peak-to-peak applied to the shaker amplifier PA 100E 

(volume dial set to 95% of its range) a signal-to-noise-ratio (SNR) of roughly 	20	݀ܤ was 

obtained for the sensed signal, ௦ܸ௘௡௦. Figure 4.16 shows a time domain segment of a 2050	ݖܪ 

sinusoid input signal to the shaker amplifier PA 100E and the signal ௦ܸ௘௡௦ then sensed by the 

sensing circuit. From this graph one can measure that the SNR of the feedback path of the 

vibration control system is approximately 20	݀ܤ as mentioned above. Table 4.4 provides 

values from literature as reference for the SNR measured with the sensing circuit of this work. 

 

 

 
Figure 4.16: Time domain measurements of PA 100E amplifier input signal, and SSA 

sensed signal, ௦ܸ௘௡௦. 
 
 
 

0.999 1 1.001 1.002 1.003 1.004 1.005
-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0.04

0.05

Time [s]

V
ol

ts

 

 

0.03 * PA100E input [V]

V
sens

 [V]

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 4  Active Tool Vibration Control  

_____________________________________________________________________ 
Department of Mechanical and Aeronautical Engineering                                         103            
 

Table 4.4: Feedback path SNR values in comparison with literature 
 Measured 

SNR:       
SSA 
integrated 
in SC  

Sufficient lower bound SNR for 
stabilization:                
Marginally stable feedback 
control system with output 
variance ranging from 0.3 to  
0.8 by graphs in Rojas 
(2015:1131)  

Minimum required SNR: 
Feedback path consisting of 
communication channels 
between plant and master 
station from Jović 
(1986:367) 

SNR [dB] ൒ 20 10  to  0 4.0 
 

 

4.4.2.   Discussion 

 

An indication of the performance of the control system in this work can also be obtained by 

comparing it to results from a desktop PC simulation under ideal conditions. This means that 

the fit of the forward path model was 100% and bidirectional positive form locking was 

assumed for the connection between the actuator and the tool holder. Bidirectional positive 

form locking means that the actuator could exert a force on the tool holder by both extension 

and contraction due to its interlocking with the tool holder. With this simulation an 

attenuation of 93 % was achieved. 

 

This shows the need for bidirectional positive form locking at the actuator-tool holder 

connection and also for model accuracy. The results in section 4.4.1 indicate that a control 

system performance, not much lower than the abovementioned simulation results was 

however achievable. This was possible even with limited model accuracy and only 

unidirectional positive form locking.  

 

Three more points need to be made respectively to the role of the sensing circuit SNR, the 

reaction of the SSA and bandwidth outlook. These add further meaning to the results.  

 

It should be taken into consideration that the input signal in Figure 4.16 is the shaker 

amplifier input signal and not the output signal, i.e. force signal directly applied to the tool 

holder substitute. This means that one may regard this SNR value as a minimum if some of 

the noise imposed by the shaker amplifier would be deducted from the noise seen in ௦ܸ௘௡௦ in 

Figure 4.16.  The SNR range obtained by Rojas (2015:1131) in Table 4.4 can be given in 

comparison to the SNR obtained. In his work a prediction of the sufficient lower SNR bound 

for stabilizing an unstable plant through feedback control via communication channel was 
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given. For the feedback path ( i.e. between plant and controller) from marginally stable plants 

such SNR bound ranged from 10 to 0	݀ܤ for the variance values of the plant output ranging 

from 0.3 to 8. Also listed in Table 4.4 is the SNR that Jović (1986:367) suggests. According 

to that literature source, the minimum required SNR be 4	݀ܤ in process control, inclusive of 

the feedback path for communication channels between a plant and master station. 

 

The sensed forces for each bandwidth case remained at the same level with or without 

control. As a result of control however the displacement of the node of contact between the 

SSA and the tool holder substitute was attenuated. This means that the SSA has reacted with 

increased stiffness variations to the variations of the input disturbance force. The latter was 

found to be downscaled to approximately 25% of the tangential force’s dynamic component 

in a hard turning example in Scheffer et al. (2003). 

 

The achieved attenuation is for a narrow band model of the tool holder substitute. This was 

done to get a first picture of using an SSA for a situation representative to a turning process. If 

the band pass filter at the exit of the sensing circuit is omitted, phase loss will be less and 

identification of a model for a wider bandwidth which is minimum phase is more likely.   

 

 

4.5.     CONCLUSION 

 

A simple and stable system is needed to curb tool vibration in turning processes. Both 

requirements are met by using a self-sensing actuator (SSA). It offers the simplicity of 

sensing and actuation combined in a single system. The proof of concept of this part of the 

work is the control of tool vibrations by means of a SSA and active control algorithm. The 

control system was implemented as a hardware building block with an integrated SSA and 

software building block.  

 

The suggested method has shown with success that these building blocks could function in a 

complete system. It includes all the modules that would be needed for active control of tool 

vibrations in a real turning process in which the narrow band model could be extended to a 

broad band model. The signal-to-noise-ratio that was achieved for the sensing circuit allowed 

the SSA strain proportional signal to be used as control system feedback signal.  Form 

locking at the contact of the SSA with the representative tool holder was such that the 

actuator was restricted to counteract vibrations mainly by extension. This was due to the 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 4  Active Tool Vibration Control  

_____________________________________________________________________ 
Department of Mechanical and Aeronautical Engineering                                         105            
 

shaker’s capability to provide a force input around zero mean but not non-zero mean, which 

would be the case during turning. The objective of active tool vibration control was however 

reached with a performance of 65%	and 70% attenuation. It was measured for downscaled 

force excitation to the structure within 200ݖܪ and 100ݖܪ bandwidths around the 

representative tool holders bending mode. Regarding the linearization of the hysteretic 

actuator it was found that the current in the actuator is lagging the voltage input to the driving 

amplifier by little such that sufficient support of linearity could be assumed. Pseudorandom 

noise however was imposed on the actuation signal to further enhance linearity of the SSA.  
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CHAPTER 5 

 

 

CONCLUSIONS AND RECOMMENDATIONS  

 

This chapter compares the research objectives that were aimed at in chapter 1 to the stages that this 

work reached and the gains that it brought forth. It also points out the limitations and briefly discusses 

recommendations for further research. 

 

 

5.1 CONCLUSIONS 

The conclusions are encompassing the research of utilization of a self-sensing actuator for tool 

vibration control and tool condition monitoring. These are therefore looked at from the following 

perspectives: 

i. the control algorithm 

ii. the tool condition monitoring aspect 

iii. proof of concept 

iv. concept generality 

v. stage of prototype system 

 

5.1.1 Control algorithm 

It was clear from the start of this work that a piezoelectric element would be used as an actuator. The 

basis for that choice was its ability to function as actuator and sensor at the same time, an idea that 

was obtained from Dosch et al. (1992). In their work the sensing ability of the piezoelectric element 

was used to provide the feedback signal in an active vibration control system. The control system that 

was therefore opted for in this work was based on the filtered-x least mean square (FXLMS) 

algorithm used by Andren et al. (2003). With methods on infinite impulse response (IIR) filter to 

finite impulse response (FIR) filter conversion not included in the scope of this study, it was decided 

instead to use a pre-filtering technique suggested by Vipperman et al. (1993). This would enable the 

use of IIR filters to represent the transfer behaviour between the controller output variable and the 

strain proportional signal from the sensing circuit as output of the control system. This option was 

accepted for the first part of the work which was a simulation of the control system in the case of 
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using a self-sensing actuator. A 93	% reduction of the r.m.s. value from turning process extracted tool 

vibrations was achieved. 

 

5.1.2 The tool condition monitoring (TCM) aspect 

A long term goal of this project is simultaneous tool vibration control and TCM. This would be 

realized using a self-sensing actuator (SSA). Since a piezoelectric stack actuator was looked at in the 

active control part of this work, the objective was to find out how well would a SSA perform in TCM. 

It was compared to a reference TCM method from existing literature (Scheffer et al., 2003). The 

hypothesis tested therefore was whether the difference between the investigated case of using a SSA 

and a reference TCM case would lie outside a pre-determined interval. If it would lie outside the 

interval, the difference would have been too significant. The test showed that the difference was 

insignificant with a probability of 95	% and that a unidirectional sensing SSA can be used for this 

purpose. 

 

 

5.1.3 Proof of concept 

The industrial situation that was envisaged when testing the principle of a SSA was that of a turning 

process. The force that was applied to a substitute tool holder was a downscaled narrowband 

representation of a previously measured cutting force that results from the tool-work-piece-

interaction. In this test the complete system including the DSP-embedded control algorithm and 

sensing circuit was involved as it could be applied to a practical turning process with some 

modifications. This distinguishes this particular proof-of-concept from that shown in Anderson et al. 

(1994) and also in Dosch et al. (1992) as it is an extension of the latter and more application specific. 

The results show that tool vibrations captured in the form of a strain proportional signal by means of 

the SSA were attenuated by up to 70	% at the bending mode frequency when the substitute tool 

holder was excited by a downscaled 100 Hz bandwidth force signal. Attached to these results were 

limitations. The first limitation was that a test of only a narrow band force signal was conducted, since 

the forward path model was identified for narrowband accuracy only. Secondly the force signal was 

downscaled to 2	ܰ peak-to-peak bipolar to zero mean from typically 8	ܰ peak-to-peak for the 

dynamic component of the tangential cutting force which is bipolar with respect to the non-zero mean. 

Downscaling poses a limitation and was dictated by the capacity of the shaker and also the inability of 

the shaker to exert forces with non-zero mean, which would put a constant pressure on the SSA. It 

would then allow the SSA to respond with pushing forces only in the absence of positive form locking 

between the SSA and the tool holder substitute. 
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5.1.4 Concept generality 

First steps were taken to apply a self-sensing actuator (SSA) in the field of machining. This has value 

for the manufacturing industry where active vibration control is needed. As piezoelectric actuators are 

already used in active control of structures (Preumont, 2002:282), the SSA also finds application in 

their control as Anderson et al. (1994) showed. The concept of a SSA and an appropriate control 

algorithm combined therefore has a value of generality in applications. Such they have since they 

allow simpler control system design in every application that requires structural stiffness without 

adding excessive structural weight to achieve this stiffness. 

 

 

5.1.5 Prototype system 

As mentioned in section 5.1.3 the control system using a SSA has been taken to a stage where it 

includes all the modules that would be used in a tool vibration control system for a turning process. 

The doubt that noise would inhibit the sensing function of the SSA is cleared. This can be said since a 

significant signal-to-noise ratio (SNR) of 20	݀ܤ was registered at the SSA’s sensing of strain resulting 

even from downscaled forces to which a substitute tool holder was exposed. Practical and simulation 

based evidence was collected that this system could perform simultaneous the two functions of active 

tool vibration control and tool condition monitoring. It must be stated that the TCM function of the 

SSA was so far based on simulation with a reconstructed dynamic cutting force exerted on a finite 

element model of a SSA equipped tool holder. 

The main modules belonging to the prototype stage of this work are the digital signal processor (DSP) 

with its embedded control algorithm, the driving amplifier and the sensing circuit including the SSA. 

The difference to a final product is that the actuator was positioned in contact with the tool holder yet 

external instead of being embedded as in the work of Andren et al. (2003). Further research on 

improving the prototype and exposing it to forces from a type of shaker that is capable of exerting 

forces around a non-zero mean can be conducted based on the prototype platform now available. 

 

 

5.2 RECOMMENDATIONS 

 

Based on the studies that this report comprises not only did it become clear what potential it holds for 

industrial application but also what current limitations there are to solve before this can happen. As a 
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result of what was encountered as limitations the following recommendations can be made for further 

projects. Several recommendations can be combined to constitute a project. 

i. For bringing the proof of concept experiment another step closer to a real turning process 

situation one should apply a unipolar pressure force to the substitute tool holder. This means 

that it should vary around a non-zero mean and not change sign. A way to do this was not 

available at first glance neither was a shaker capable to do this. Simply applying a pre-stress 

between the substitute tool holder and the SSA will not be the answer because the shaker will 

just add its bipolar force to the force already exerted to bend the tool holder. This however 

will still allow loss of contact between the tool holder and the SSA.  

ii. In the current proof of concept setup the contact of the SSA with the substitute tool holder is a 

spherical against a flat surface. This contact prevents damage to the SSA which may be 

caused by canter if the surfaces of contact were both flat and not mating properly. With either 

of such contacts however only pushing forces can be exerted in the absence of positive form 

locking. It is thus recommended that a connection be designed that would enable the SSA to 

also exert pulling forces onto the substitute tool holder but does not allow moments to be 

transferred to the SSA. 

iii. The existing identified model for the forward path is a narrowband model. This was decided 

on after system identification (SID) attempts to estimate over a wide bandwidth, e.g. 0 to 

 resulted in models having zeros outside the discrete z-domain unit circle. These ݖܪ	3000

non-minimum phase zeros are presumably a result of the band pass filter at the output side of 

the sensing circuit. This filter and the gain adjustment just before the band pass filter 

introduce considerable phase loss. It is therefore recommended that in order to identify a wide 

band model one should omit these last two stages at the sensing circuit output. The exact link 

between non-minimum phase zeros and excessive phase loss, i.e. lag, was not investigated in 

this work. So far it was only found that there is a possibility that excessive lag may result in 

the estimated model having non-minimum-phase zeros. Since the adaptive feedback active 

noise control (AFANC) algorithm has the ability to control broadband vibrations another 

incentive exists to consider a wideband SID model for the forward path. 

iv. In this study no effort was made to look into the use of finite impulse response (FIR) instead 

of infinite impulse response (IIR) as filter structure for the forward path. Researchers such as 

Andren et al. (2003:869) make use of up to 16 tap FIR filters to represent the forward path. It 

is therefore recommended to search for a numerical method which can convert IIR to FIR 

filters. One of the methods presented in Dehkordi & Aghdam (2005) may be of assistance to 

do such conversion. 
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v. In order to improve the linearization of the hysteretic nature of the piezoelectric actuator it is 

recommended that more attention be given to one of the considerations for linearization in 

chapter 4. Moheimani et al. (2006:214) suggests that voltage tracking of the current through 

the piezoelectric actuator improves linearization. The available setup should therefore be 

complemented with a phase shifter. This will cause the voltage difference over the shunt on 

the high voltage side of the piezoelectric actuator to lead the amplifier input voltage. It should 

lead by 90°  over the entire bandwidth of the vibration control system. 
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Appendix A 
 
 
Sensitivity matrices 
 
The sensitivity matrix A contains values that reflect the measured voltage of each of 3 strain gauge 

bridges in units of ሾܸ/ܰሿ . 

࢜ ൌ  (A.1)        ࢌ	࡭

where ࢌ ൌ 	 ሾ࢞ܨ ௬ܨ ሿ் is a vector of the tangential, feed and thrust forces respectively and ࢜௞ࢠܨ ൌ

ሾݒଵ௞ ଶ௞ݒ  ଷ௞ሿ் is a vector of two half-bridges and a full-bridge measurement at time instant ݇ forݒ

the ݔ	ݕ , -- and ݖ-directions respectively. 

Three different load applications in each direction ݅ resulted in three different voltages sensed by the 

strain gauge instrumented tool holder for each of ݆ sensing bridges. From these 3 ൈ 	݆ measurements 

for every position in matrix ࡭, a sensitivity ܽ௜௝ [V/N] was determined by averaging the three 

measurements.  

The inverse of the sensitivity matrix is given in equations A.2 end A.3 for two different cases. 

 

Case 1: 

 

ଵି࡭ ൌ ൥
1384.4 െ75.9 2200.8
22.7 815.5 3246.3
െ7.5 െ270.4 11180.0

൩        (A.2) 

 

Case 2: 

 

ଵି࡭ ൌ ൥
2.2490 െ0.4869 5.7344
െ0.0757 4.8532 8.6221
െ0.4578 െ1.8142 29.8754

൩     (A.3) 
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Appendix B 
 
 
Instrumented Tool Holder 
 
Figure B.1 is showing the positions of strain gauges on the tool holder which was instrumented and 

mentioned in chapters 2 to 4.  Type 1 and 2 were 1-XY31-6/120 and 1-LY41-3/120A  types 

respectively from Hottinger Baldwin Messtechnik GmbH (HBM). 

 

 

Figure B.1: Tool insert (light grey), type 1 (grey) and type 2 (dark grey) strain gauge positions on 
Seco PTJNR-2020-16A tool holder. 

 

Figure B.2 shows how the strain gauges as labelled in Figure 2.2 were connected in bridge circuits. ܴଵ 

to ଼ܴ in Figure B.2 correspond to strain gauges numbered 1 to 8 in Figure 2.2, while the ܴ’s  in 

Figure B.2 are passive resistors or strain gauges of equal nominal value as each strain gauge when 

passive. The full-bridge was used to measure the thrust force onto the tool holder. The two half-

bridges in Figure B.2.b and Figure B.2.c were used to measure the bending force in the direction  
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tangential to work piece and the bending force in feed direction respectively. ௢ܸ and ௦ܸ are the output 

and supply voltages respectively. 

 

Figure B.2:  Bridge circuits with strain gauges: a. full-bridge (thrust measurement) b. half-bridge 
(bending in direction of feed) c. half-bridge (bending in direction tangential to work piece).  

 

For sensing of thrust with the full bridge in Figure B.2 a. the ratio of the sensed voltage ௢ܸ  to  ௦ܸ is 

 

௏೚
௏ೞ
ൌ

௞

ସ
ሺߝଵെߝଶ ൅ ଷߝ െ                                                   (B.1)	ସሻߝ

 

where ݇ is the gauge factor and with the individual strain gauges sensing, 

ଵߝ ൌ െߝ௫  

ଶߝ ൌ  ௫ߝߥ

ଷߝ ൌ െߝ௫ 

ସߝ ൌ  ௫ߝߥ

 

where ߝ௫ is the strain sensed due to thrust and ߥ is Poisson’s ratio, (B.1) becomes, 

(B.2) 
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௫ߝ ൌ െ
ଵ

ଶሺଵାఔሻ
ቀସ௏೚
௞௏ೞ
ቁ                                                  (B.3) 

For sensing of tool holder shank bending with the half-bridge in Figure B.2 b. and c. the ratio of the 
sensed voltage ௢ܸ  to  ௦ܸ is as in (B.1) becomes, 

௏೚
௏ೞ
ൌ

௞

ସ
൫ߝ௜െߝ௝ ൅ ௗߝ െ  ௗ൯                                                 (B.4)ߝ

where ݇ is the gauge factor, the subscript ݀ refers to the passive half-bridge resistors/gauges and 
subscript ݅ ൌ 5, 8 and ݆ ൌ 6, 7 respectively for  half-bridges in Figures B.2. b. and c.,  

                                     

௜ߝ ൌ   ௫ߝ

௝ߝ ൌ െߝ௫ 

ௗߝ ൌ 0 

ௗߝ ൌ 0 

 

and ߝ௫  the strain sensed by the half-bridge gauges due to bending becomes 

௫ߝ ൌ
ଵ

ଶ
ቀସ௏೚
௞௏ೞ
ቁ     .                                                        (B.6) 

 

 

 

(B.5) 
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Appendix C 
 
 
Quadratic regression models 
 
Statistical models can be determined from a fully quadratic regression to represent flank wear, , as 

a function of the following cutting parameters: cutting speed, , depth of cut, , and feed rate, . The 

resulting coefficients can be determined using the statistics toolbox of MATLAB (2003d) at a given 

time instant of the tool life. 

The fully quadratic equation is, 

        (C.1) 

Table C.1: Coefficients from a fully quadratic regression of 

Time 
instant [sec] 

300 499.2 698.4 897.6 1096.8 1296 

Model 1 2 3 4 5 6 
β1     0.1132     0.1548     0.1773    0.2159     0.2583     0.2886 
β2     0.3593     0.2357     0.1590     0.2908     0.3757     0.4284 
β3    -0.0299    -0.0431    -0.0791    -0.1149    -0.1002    -0.1129 
β4     0.0007     0.0074     0.0070     0.0023     0.0044     0.0069 
β5    -0.8695    -0.7143    -0.1628     0.1065    -0.0143    -0.0198 
β6    -0.0077    -0.1458    -0.1915     0.1308     0.0314    -0.2718 
β7     0.0278     0.0236     0.0775     0.1337     0.0688     0.0081 
β8    -2.0255    -0.8594     1.1769    -0.4472    -1.4491    -1.5794 
β9    -0.3058    -0.1596     0.4459     0.2108    -0.3059    -0.4243 
β10    -0.0343    -0.0924    -0.0830    -0.0440    -0.0898    -0.0997 
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Appendix D  
 
 
Circuit diagrams  
 
This appendix depicts the circuit detail of the sensing circuit in Figure D.1 including the band-pass 

filter in Figure D.2 and current control in Figure D.4, which was however not implemented. It also 

depicts circuit detail of gain (Figure D.5) and level shifters at the frontend (Figure D.6) and exit 

(Figure D.7) of the analogue-to-digital and digital-to-analogue converters respectively. Figure D.3 

shows the circuit detail for the voltage regulator applications. The end of this appendix list the types 

of semiconductors as well as the values of passive components used in Tables D.1 to D.2 respectively. 

 

 

Figure D.1: Sensing circuit detail diagram 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Appendix D  Appendix D 

__________________________________________________________________________________ 
Department of Mechanical and Aeronautical Engineering  124 

 

Figure D.2: Band pass circuit detail diagram according to Horowitz & Winfield (1989:277) 

 

 

 

 

 

Figure D.3: Voltage regulator circuit detail diagram  
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Figure D.4: Current control feedback loop circuit detail diagram: differentiator instead of phase shifter 
between P5 and P6 and output of gain connected at P7. 

 

 

 

 

 

Figure D.5: Gain circuit detail diagram connected to output of DSP and at P7 to current control 
feedback. 

 

 

 

 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Appendix D  Appendix D 

__________________________________________________________________________________ 
Department of Mechanical and Aeronautical Engineering  126 

 

 

Figure D.6: Level shift circuit detail diagram according to Texas Instruments (2007:12) on input side 
of the ADS8361. 

 

 

Figure D.7: Level shift circuit detail diagram according to Texas Instruments (2006a:24) on output 
side of the DAC8554. 

 

Table D.1: Circuit of semiconductors used and corresponding types 

Semiconductors: Differential amplifiers (DFF), Operational amplifiers (OP), Voltage regulators (VR)  
 
Component Type Component Type 
DFF1 AD629 OP9 OPA551 
DFF2 AD629 OP10 OP07 
OP1 OPA551 OP11 OP07 
OP2 OPA551 OP12 OPA551 
OP3 OPA551 OP13 OP07 
OP4 OP07 OP14 OPA227 
OP5 OP07 OP15 OPA227 
OP6 OP07 VR1 MC78L15AC 
OP7 OPA551 VR2 MC79L15AC 
OP8 OPA551   
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Table D.2: Circuit of passive components and corresponding values 

Passive components: Capacitors (C and CR [F]), Potentiometers (PT [Ω]), Resistors (R [Ω]) 
 

Component Value Component Value 
C1 2.2×10-6 R10 30×103 
C2 2.2×10-6 R11 50×103 
C3 6.0×10-6 R12 316×103 
C4 6.0×10-6 R13 10×103 
C5 0.1×10-6 R14 100×103 
C6 0.1×10-6 R15 24.54×103 
C7 0.3×10-6 R16 24.54×103 
C8 0.3×10-6 R17 100×103 
C9 0.2×10-6 R18 2.87×103 
C10 0.2×10-6 R19 2.2×103 
C11 0.1×10-6 R20 10×103 
C12 0.1×10-6 R21 10×103 
C13 1.0×10-9 R22 10×103 
C14 1.0×10-9 R23 10×103 
C15 4.0×10-9 R24 12×103 
CR1 107×10-9 R25 12×103 
CR2 173×10-9 R26 12×103 
PT1 20.0×103 R27 12×103 
PT2 1.0×103 R28 8×103 
PT3 1.0×103 R29 8×103 
R1 220×103 R30 10×103 
R2 220×103 R31 10×103 
R3 8×103 R32 10×103 
R4 2.9 R33 20×103 
R5 2.9 R34 20×103 
R6 220×103 R35 4×103 
R7 100 R36 4×103 
R8 100 R37 600 
R9 30×103 R38 600 
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Appendix E 
 
 
Sensing circuit modes of operation 
 
In the connecting instruction for the sensing circuit during three modes of operation the convention is 

to look at a top view of the sensing circuit with the front panel facing to the left as in Figure E.1. 

 

Figure E.1: Top view of sensing circuit with front panel facing left. 

All three capacitors, ܥଵ ൌ ଶܥ ,ܨ݊	53.6 ൌ ଷܥ and  ܨ݊	174.5 ൌ  each used for a particular mode ܨ݊	155

are all passive ceramic capacitors.  Capacitors ܥோଵ and ܥோଶ refer to the correspondingly marked 

capacitors in Figure D.1 in Appendix D  

Mode 1: Stack actuator PSt 500/10/15 is used as actuator (ܥோଶ in use, ܥோଵ not in use) 

i. JP2 is left open 

ii. JP3 is left open 

iii. JP1 and JP4: 1st, 2nd and 3rd pins are all connected 

iv. Connect ܥଵ to “Dummy J4” connector on front panel 

v. Connect adjustable polystyrene capacitor in parallel with ܥଵ and match total capacitance 

across “Dummy J4” to capacitance of stack actuator PSt 500/10/15 (use LCR meter to 

measure capacitances) 

vi. Adjust potentiometer in parallel with ܥଵ until dissipation factor measured across “Dummy J4” 

matches that of PSt 500/10/15 (use LCR meter to measure dissipation factors) 

 

Mode 2: Stack actuator PSt 1000/16/20 is used as actuator (ܥோଵ in use, ܥோଶ not in use) 

i. JP2 is closed 

ii. JP3 is closed 
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iii. JP1 and JP4: only 1st and 2nd pins from left are connected 

iv. Connect ܥଷ to “Dummy J4” connector on front panel 

v. Connect adjustable polystyrene capacitor in parallel with ܥଷ and match total capacitance 

across “Dummy J4” to capacitance of stack actuator PSt 1000/16/20 (use LCR meter to 

measure capacitances) 

vi. Adjust potentiometer in parallel with ܥଷ until dissipation factor measured across “Dummy J4” 

matches that of PSt 1000/16/20 (use LCR meter to measure dissipation factors) 

 

 

Mode 3: Bridge balancing without stack actuators connected (ܥோଶ in use, ܥோଵ not in use)  

  

i. JP2 is left open 

ii. JP3 is left open 

iii. JP1 and JP4:  2nd and 3rd pins from left are connected 

iv. “Actuator J2” connector on front panel is connected to ܥଶ 

v. r.m.s. value of the sensing circuit output voltage, ௦ܸ௘௡௦ (see Figures 4.1 and 4.2),  is measured 

with a multimeter, while potentiometer in the left half of the image in Figure H.4 is adjusted 

to minimize measured value. 
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Appendix F 

 

  

Data converter pin settings 

 

The tables of this appendix list the settings for the pins on the ADS8361, the DAC8554 and the 5-6K 

Interface Board in Table F.1 to Table F.3 respectively. The pins embraced by the brackets are 

connected. Pins that are not embraced by brackets are left open. 

 

Table F.1: Settings for analogue-to-digital converter pin sets in Texas Instruments (2011). 

Settings for Pin Sets: ADS8361– Top to Bottom (T to B), Left to Right (L to R) 
 
Pin Set Setting 
W1 (L to R) [. .] 
W2 (T to B) [. .]. 
W3 (L to R) [. .]. 
W4 (L to R) [.]. 
W5 (L to R) [.]. 
J5   (L to R) [.]. 

[. .] 
[.]. 
 . . 

 

Table F.2: Settings for digital-to-analogue converter pin sets in Texas Instruments (2006b). 

Settings for Pin Sets: DAC8554 – Top to Bottom (T to B), Left to Right (L to R) 
 
Pin Set Setting 
JMP1   (T to B) [. .] 
JMP2   (T to B) [. .] 
JMP3   (T to B) [. .] 
JMP4   (T to B) [. .] 
JMP5   (L to R) .[.] 
JMP6   (T to B) .[.] 
JMP7   (L to R) [. .]. 
JMP8   (T to B) .[. .] 
JMP9   (L to R) [. .]. 
JMP10 (L to R) [. .]. 
JMP11 , OUT A (L to R)  [. .]. 
JMP12 , OUT B (L to R) [. .]. 
JMP13 , OUT C (L to R) [. .]. 
JMP14 , OUT D (L to R) [. .]. 
JMP15 (L to R) [. .]. 
JMP16 (L to R) .[. .] 
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Table F.3: Settings for pin sets of Interface Board 5-6K in Texas Instruments (2009). 

Settings for Pin Sets: Interface Board 5-6K – Top to Bottom (T to B), Left to Right (L to R) 
 
Pin Set Setting 
W1   (L to R) [. .] 
W2   (L to R) .[. .] 
W3   (L to R) .[. .] 
W4   (L to R) .[. .] 
W5   (L to R) .[. .] 
W6   (L to R) [. .]. 
W7   (L to R) [. .]. 
W8   (L to R) [. .]. 
W9   (L to R) [. .]. 
W10 (L to R) [. .]. 
W11 (L to R) [. .]. 
W12 (L to R) .[. .] 
W13 (L to R) .[. .] 
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Appendix G 
 
 
Controlled current drive of piezo actuator 
 
In this section the option of an inner control loop is described with feedback signal, ூܸ.  The purpose 

of the feedback via a phase shift in Figure G.1 is to accomplish tracking of input voltage ௜ܸଵ by the 

current in the piezo actuator shown as ܫ௣ in Figure 4.2. The inner control loop is an option and 

measure to linearize the hysteresis exhibited by the piezoelectric actuator. 

 

This configuration was suggested by Bayerle (2015). Instead of directly sensing the current in the 

piezoelectric actuator, ܫ௣, an indication of its magnitude is obtained via the voltage difference over the 

shunt in Figure 4.2, ∆ ௦ܸ௛௨௡௧ . An indication of the phase of	ܫ௣ , is obtained not from measurement but 

from a-priori knowledge that the phase of current in the piezo element is 90° relative to the phase of 

∆ ௦ܸ௛௨௡௧. The phase shift block in Figure G.1 indicates that if the phase of ∆ ௦ܸ௛௨௡௧ relative to ௜ܸଵ	 is ߮° 

then a െሺ߮ െ 90ሻ° shift of phase would be needed on ∆ ௦ܸ௛௨௡௧ . This is needed to ascertain that the 

phase of the feedback signal is that of the current in the piezo actuator.  In Figure G.1 the signal ூܸ in 

Volt is equal to ܫ௣	 in Ampere if the magnitude of the open loop path ܩ௜௣ is set to  

 

หܩ௜௣ห ൌ
หூ೛ห

|௏೔భ|
ൎ 1     (G.1) 

by selection of ܴ௦௛௨௡௧  with 

 

หܫ௣ห ൌ
|∆௏ೞ೓ೠ೙೟|

ோೞ೓ೠ೙೟
   .    (G.2) 

 

If the inner loop feedback system in Figure G.1 is denoted as  ௜ܶ௣, then it can be derived as 

 

௜ܶ௣ ൌ 	
ଶீ೔೛
ଵାீ೔೛

      (G.3) 

 

with ௜ܸଵ as input and ூܸ as output.  
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Figure G.1: Current control system: Inner current control loop 
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Appendix H 
 
 
Photos of set-up for active tool vibration control 
 
 

 
 

Figure H.1: Set-up: Shaker with self-sensing actuator (copper casing) and representative tool 
post and holder left and instrumentation bench right. 

 

 
 

Figure H.2.: Instrumentation bench: Lower surface front left to right: ± 15 V Dual power 
supply, DSP, 8	݇ݖܪ	 anti-alias filter, digital oscilloscope. Lower surface middle: Piezotronics  
power unit (blue). Lower surface back left to right: Function generator (top left) shaker drive 
amplifier (bottom left),  ± 25 V dual power supply, connector block. Top surface left to right: 

Piezo drive amplifier, sensing circuit (front), adjustable polystyrene capacitor (back), 
reference capacitors. 
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Figure H.3: Connection of shaker via load cell and stinger to representative tool holder 
supported by self-sensing actuator and clamped in representative tool post 
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Figure H.4:  Sensing circuit: Middle right half of image: potentiometer for amplifier input 
gain adjustment. Bottom right to left: Four high-power resistors: two shunt and two 100	ߗ 

resistors 
 
 
 

 
 

Figure H.5: TMS320C6713 DSP (lower level), level shifter circuits (left),  analog-to-digital 
converter, ADS 8361 (upper level top right), digital-to-analog converter, DAC 8554 (upper level 

bottom right). 
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